


Graduate Texts in Mathematics 131 
Editorial Board 

S. Axler F.W. Gehring K.A. Ribet 

Springer-Science+ Business Media, LLC 



Graduate Texts in Mathematics 

TAKEUTUZARING. lntroduction to 35 ALEXANDERlWERMER. Several Complex 
Axiomatic Set Theory. 2nd ed. Variables and Banach Algebras. 3rd ed. 

2 OXTOBY. Measure and Category. 2nd ed. 36 KELLEy!NAMIOKA et al. Linear 
3 SCHAEFER. Topological Vector Spaces. Topological Spaces. 

2nded. 37 MONK. Mathematical Logic. 
4 HILTON/STAMMBACH. A Course in 38 GRAUERTIFRITZSCHE. Several Complex 

Homological Algebra. 2nd ed. Variables. 
5 MAC LANE. Categories for the Working 39 ARVESON. An lnvitation to C*-Algebras. 

Mathematician. 2nd ed. 40 KEMENY/SNELLlKNAPP. Denumerable 
6 HUGHEslPIPER. Projective Planes. Markov Chains. 2nd ed. 
7 SERRE. A Course in Arithmetic. 41 ApOSTOL. Modular Functions and Dirichlet 
8 T AKEUTUZARING. Axiomatic Set Theory. Series in Number Theory. 
9 HUMPHREYS. Introduction to Lie Algebras 2nded. 

and Representation Theory. 42 SERRE. Linear Representations of Finite 
10 COHEN. A Course in Simple Homotopy Groups. 

Theory. 43 GILLMAN/JERISON. Rings ofContinuous 
Il CONWAY. Functions ofOne Complex Functions. 

Variable 1. 2nd ed. 44 KENDIG. Elementary Algebraic Geometry. 
12 BEALS. Advanced Mathematical Analysis. 45 LOEVE. Probability Theory 1. 4th ed. 
13 ANDERSON/FuLLER. Rings and Categories 46 LoEVE. Probability Theory Il. 4th ed. 

ofModules. 2nd ed. 47 MOISE. Geometric Topology in 
14 GOLUBITSKy/GUILLEMIN. Stable Mappings Dimensions 2 and 3. 

and Their Singularities. 48 SACHSlWu. General Relativity for 
15 BERBERIAN. Lectures in Functional Mathematicians. 

Analysis and Operator Theory. 49 GRUENBERGIWEIR. Linear Geometry. 
16 WINTER. The Structure ofFields. 2nded. 
17 ROSENBLATT. Random Processes. 2nd ed. 50 EDWARDS. Fermat's Last Theorem. 
18 HALMOS. Measure Theory. 51 KLINGENBERG. A Course in Differential 
19 HALMOS. A Hilbert Space Problem Book. Geometry. 

2nded. 52 HARTSHORNE. Algebraic Geometry. 
20 HUSEMOLLER. Fibre Bundles. 3rd ed. 53 MANIN. A Course in Mathematical Logic. 
21 HUMPHREYS. Linear Algebraic Groups. 54 GRAVERIW ATKINS. Combinatorics with 
22 BARNES/MACK. An Algebraic Introduction Emphasis on the Theory of Graphs. 

to Mathematical Logic. 55 BROWN/PEARCY. Introduction to Operator 
23 GREUB. Linear Algebra. 4th ed. Theory 1: Elements of Functional 
24 HOLMES. Geometric Functional Analysis Analysis. 

and Its Applications. 56 MASSEY. Algebraic Topology: An 
25 HEWITT/STROMBERG. Real and Abstract Introduction. 

Analysis. 57 CROWELUFox. lntroduction to Knot 
26 MANES. Algebraic Theories. Theory. 
27 KELLEY. General Topology. 58 KOBLlTZ. p-adic Numbers, p-adic Analysis, 
28 ZARISKIlSAMUEL. Commutative Algebra. and Zeta-Functions. 2nd ed. 

Vol.l. 59 LANG. Cyclotomic Fields. 
29 ZARISKUSAMUEL. Commutative Algebra. 60 ARNOLD. Mathematical Methods in 

VoI.II. Classical Mechanics. 2nd ed. 
30 JACOBSON. Lectures in Abstract Algebra 1. 61 WHITEHEAD. Elements of Homotopy 

Basic Concepts. Theory. 
31 JACOBSON. Lectures in Abstract Algebra Il. 62 KARGAPOLOvIMERLZJAKOV. Fundamentals 

Linear Algebra. ofthe Theory of Groups. 
32 JACOBSON. Lectures in Abstract Algebra 63 BOLLOBAS. Graph Theory. 

III. Theory of Fields and Galois Theory. 64 EDWARDS. Fourier Series. VoI. 1. 2nd ed. 
33 HIRSCH. Differential Topology. 65 WELLS. Differential Analysis on Complex 
34 SPITZER. Principles of Random Walk. Manifolds. 2nd ed. 

2nd ed. 
(continued afler index) 



T.Y. Lam 

A First Course in 
N oncommutative Rings 

Second Edition 

, Springer 



T.Y. Lam 
Department of Mathematics 
University of California, Berkeley 
Berkeley, CA 94720-0001 

Editorial Board 
S. Axler 
Mathematics Department 
San Francisco State 

University 
San Francisco, CA 94132 
USA 

F. W. Gehring 
Mathematics Department 
East Hall 
University of Michigan 
Ann Arbor, MI 48109 
USA 

K.A. Ribet 
Mathematics Department 
University of California 

at Berkeley 
Berkeley, CA 94720-3840 
USA 

Mathematics Subject Classification (2000): 16-01, 16DlO, 16D30, 16D60 

Library of Congress Cataloging-in-Publication Data 
Lam, T.Y. (Tsit-Yuen), 1942-

A first course in noncommutative rings / T.Y. Lam. - 2nd ed. 
p. cm. - (Graduate texts in mathematics; 131) 

lncludes bibliographical references and index. 
ISBN 978-0-387-95325-0 ISBN 978-1-4419-8616-0 (eBook) 
DOI 10.1007/978-1-4419-8616-0 
1. Noncornrnutative rings. I. Title. II. Series. 

QA251.4 .L36 2001 
512'.4-dc21 00-052277 

© 2001 Springer Science+Business Media New York 
Originally published by Springer-Verlag New York in 2001 
AII rights reserved. This work may not be translated or copied in whole or in part without 
the written permis sion ofthe publisher (Springer-Science+Business Media, LLC), except for 
brief excerpts in connection with reviews or scholarly analysis. Use in connection with any 
form of information storage and retrieval, electronic adaptation, computer software, or by 
similar or dissimilar methodology now known or hereafter developed is forbidden. 
The use of general descriptive names, trade names, trademarks, etc., in this publication, 
even ifthe former are not especially identified, is not to be taken as a sign that such names, 
as understood by the Trade Marks and Merchandise Marks Act, may accordingly be used 
freely by anyone. 

Production managed by Terry Komak; manufacturing supervised by Jerome Basma. 
Typeset by Asco Typesetters, North Point, Hong Kong. 

987 6 5 4 3 2 1 



To Juwen, Fumei, Juleen , and Dee-Dee

my most delightful ring



Preface to the Second Edition

The wonderful reception given to the first edition of this book by the mathe­
matical community was encouraging. It gives me much pleasure to bring out
now a new edition, exactly ten years after the book first appeared.

In the 1990s, two related projects have been completed. The first is the
problem book for "First Course" (Lam [95]), which contains the solutions of
(and commentaries on) the original 329 exercises and 71 additional ones.
The second is the intended "sequel" to this book (once called " Second
Course"), which has now appeared under the different title " Lectures on
Modules and Rings" (Lam [98]). These two other books will be useful com­
panion volumes for this one. In the present book, occasional references are
made to " Lectures" , but the former has no logical dependence on the latter.
In fact, all three books can be used essentially independently.

In this new edition of "First Course" , the entire text has been retyped,
some proofs were rewritten, and numerous improvements in the exposition
have been included. The original chapters and sections have remained un­
changed, with the exception of the addition of an Appendix (on uniserial
modules) to §20. All known typographical errors were corrected (although
no doubt a few new ones have been introduced in the process!). The original
exercises in the first edition have been replaced by the 400 exercises in the
problem book (Lam [95]), and I have added at least 30 more in this edition
for the convenience of the reader. As before, the book should be suitable as a
text for a one-semester or a full-year graduate course in noncommutative
ring theory.

I take this opportunity to thank heartily all of my students, colleagues,
and other users of "First Course" all over the world for sending in correc­
tions on the first edition, and for communicating to me their thoughts
on possible improvements in the text. Most of their suggestions have been
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viii Preface to the Second Edition

followed in this new edition . Needless to say, I will continue to welcome such
feedback from my readers, which can be sent to me by email at the address
"Iam @math.berkeley.edu".

T.y.L.
Berkeley, California
01/01/01



Preface to the First Edition

One of my favorite graduate courses at Berkeley is Math 251, a one-semester
course in ring theory offered to second-year level graduate students . I taught
this course in the Fall of 1983, and more recently in the Spring of 1990, both
times focusing on the theory of noncommutative rings. This book is an out­
growth of my lectures in these two courses, and is intended for use by in­
structors and graduate students in a similar one-semester course in basic ring
theory.

Ring theory is a subject of central importance in algebra. Historically ,
some of the major discoveries in ring theory have helped shape the course of
development of modem abstract algebra. Today, ring theory is a fertile
meeting ground for group theory (group rings), representation theory (mod­
ules), functional analysis (operator algebras) , Lie theory (enveloping alge­
bras), algebraic geometry (finitely generated algebras, differential operators,
invariant theory), arithmetic (orders, Brauer groups) , universal algebra (va­
rieties of rings), and homological algebra (cohomology of rings, projective
modules , Grothendieck and higher K-groups) . In view of these basic con­
nections between ring theory and other branches of mathematics, it is per­
haps no exaggeration to say that a course in ring theory is an indispensable
part of the education for any fledgling algebraist.

The purpose of my lectures was to give a general introduction to the
theory of rings, building on what the students have learned from a standard
first-year graduate course in abstract algebra. We assume that, from such
a course, the students would have been exposed to tensor products, chain
conditions, some module theory , and a certain amount of commutative
algebra . Starting with these prerequisites , I designed a course dealing al­
most exclusively with the theory of noncommutative rings. In accordance
with the historical development of the subject, the course begins with the
Wedderburn-Actin theory of semisimple rings, then goes on to Jacobson's

IX



x Preface to the First Edition

general theory of the radical for rings possibly not satisfying any chain con­
ditions. After an excursion into representation theory in the style of Emmy
Noether, the course continues with the study of prime and semiprime rings,
primitive and semiprimitive rings, division rings, ordered rings, local and
semilocal rings, and finally, perfect and semiperfect rings. This material,
which was as much as I managed to cover in a one-semester course, appears
here in a somewhat expanded form as the eight chapters of this book .

Of course, the topics described above correspond only to part of the
foundations of ring theory. After my course in Fall, 1983, a self-selected
group of students from this course went on to take with me a second course
(Math 274, Topics in Algebra) , in which I taught some further basic topics in
the subject. The notes for this second course, at present only partly written ,
will hopefully also appear in the future , as a sequel to the present work. This
intended second volume will cover, among other things, the theory of mod­
ules, rings of quotients and Goldie's Theorem, noetherian rings, rings with
polynomial identities, Brauer groups and the structure theory of finite­
dimensional central simple algebras . The reasons for publishing the present
volume first are two-fold: first it will give me the opportunity to class-test the
second volume some more before it goes to press, and secondly, since the
present volume is entirely self-contained and technically indepedent of what
comes after , I believe it is of sufficient interest and merit to stand on its own.

Every author of a textbook in mathematics is faced with the inevitable
challenge to do things differently from other authors who have written earlier
on the same subject. But no doubt the number of available proofs for any
given theorem is finite, and by definition the best approach to any specific
body of mathematical knowledge is unique. Thus, no matter how hard an
author strives to appear original, it is difficult for him to avoid a certain de­
gree of "plagiarism" in the writing of a text. In the present case I am all the
more painfully aware of this since the path to basic ring theory is so well­
trodden, and so many good books have been written on the subject. If, of
necessity, I have to borrow so heavily from these earlier books, what are the
new features of this one to justify its existence?

In answer to this, I might offer the following comments. Although a good
number of books have been written on ring theory, many of them are
monographs devoted to specialized topics (e.g., group rings, division rings,
noetherian rings, von Neumann regular rings, or module theory, PI-theory,
radical theory, loalization theory). A few others offer general surveys of the
subject, and are encyclopedic in nature. If an instructor tries to look for an
introductory graduate text for a one-semester (or two-semester) course in
ring theory , the choices are still surprisingly few. It is hoped, therefore, that
the present book (and its sequel) will add to this choice. By aiming the level
of writing at the novice rather than the connoisseur, we have sought to pro­
duce a text which is suitable not only for use in a graduate course, but also
for self-study in the subject by interested graduate students.

Since this book is a by-product of my lectures, it certainly reflects much



Preface to the First Edition xi

more on my teaching style and my personal taste in ring theory than on ring
theory itself. In a graduate course one has only a limited number of lectures
at one's disposal, so there is the need to "get to the point" as quickly as
possible in the presentation of any material. This perhaps explains the often
business-like style in the resulting lecture notes appearing here. Nevertheless,
we are fully cognizant of the importance of motivation and examples, and
we have tried hard to ensure that they don't play second fiddle to theorems
and proofs. As far as the choice of the material is concerned, we have per­
haps given more than the usual emphasis to a few of the famous open
problems in ring theory, for instance, the Kothe Conjecture for rings with
zero upper nilradical (§IO), the semiprimitivity problem and the zero-divisor
problem for group rings (§6), etc. The fact that these natural and very easily
stated problems have remained unsolved for so long seemed to have cap­
tured the students' imagination. A few other possibly "unusual" topics are
included in the text: for instance, noncommutative ordered rings are treated
in §17, and a detailed exposition of the Mal'cev-Neumann construction of
general Laurent series rings is given in §14. Such material is not easily
available in standard textbooks on ring theory, so we hope its inclusion here
will be a useful addition to the literature.

There are altogether twenty five sections in this book, which are consec­
utively numbered independently of the chapters. Results in Section x will be
labeled in the form (x.y). Each section is equipped with a collection of ex­
ercises at the end. In almost all cases, the exercises are perfectly "doable"
problems which build on the text material in the same section. Some ex­
ercises are accompanied by copious hints; however, the more self-reliant
readers should not feel obliged to use these.

As I have mentioned before, in writing up these lecture notes I have con­
sulted extensively the existing books on ring theory, and drawn material
from them freely. Thus lowe a great literary debt to many earlier authors in
the field. My graduate classes in Fall 1983 and Spring 1990at Berkeley were
attended by many excellent students; their enthusiasm for ring theory made
the class a joy to teach, and their vigilance has helped save me from many
slips. I take this opportunity to express my appreciation for the role they
played in making these notes possible. A number of friends and colleagues
have given their time generously to help me with the manuscript. It is my
great pleasure to thank especially Detlev Hoffmann, Andre Leroy, Ka-Hin
Leung, Mike May, Dan Shapiro, Tara Smith and Jean-Pierre Tignol for
their valuable comments, suggestions, and corrections. Of course, the re­
sponsibility for any flaws or inaccuracies in the exposition remains my own.
As mathematics editor at Springer-Verlag, Ulrike Schmickler-Hirzebruch
has been most understanding of an author's plight, and deserves a word of
special thanks for bringing this long overdue project to fruition. Keyboarder
Kate MacDougall did an excellent job in transforming my handwritten
manuscript into LaTex, and the Production Department's efficient handling
of the entire project has been exemplary.



xii Preface to the First Edition

Last, first, and always, lowe the greatest debt to members of my family.
My wife Chee-King graciously endured yet another book project, and our
four children bring cheers and joy into my life. Whatever inner strength I can
muster in my various endeavors is in large measure a result of their love,
devotion, and unstinting support.

T.Y.L.
Berkeley, California
November, 1990
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Notes to the Reader

As we have explained in the Preface, the twenty five sections in this book are
numbered independently of the eight chapters. A cross-reference such as
(12.7) refers to the result so labeled in §12. On the other hand, Exercise 12.7
will refer to Exercise 7 appearing at the end of §12. In referring to an exercise
appearing (or to appear) in the same section, we shall sometimes drop the
section number from the reference. Thus, when we refer to "Exercise 7"
anywhere within §12, we shall mean Exercise 12.7.

Since this is an exposition and not a treatise, the writing is by no means
encyclopedic. In particular, in most places, no systematic attempt is made to
give attributions, or to trace the results discussed to their original sources.
References to a book or a paper are given only sporadically where they seem
more essential to the material under consideration . A reference in brackets
such as Amitsur [56] (or [Amitsur: 56]) shall refer to the 1956 paper of
Amitsur listed in the reference section at the end of the book.

Occasionally, references will be made to the intended sequel of this book,
which will be briefly called Lectures. Such references will always be periph­
eral in nature ; their only purpose is to point to material which lies ahead . In
particular, no result in this book will depend logically on any result to ap­
pear later in Lectures.

Throughout the text, we use the standard notations of modern mathe­
matics. For the reader's convenience, a partial list of the notations com­
monly used in basic algebra and ring theory is given on the following pages.
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Some Frequently Used Notations

Notes to the Reader

c ,~

s;
IAI, Card A
A\B
A-B
6ij
Eij
tr
<x)
Z(G)
CG(A)
[G :H]
[K:F]
[K : D]t , [K : D],
KG
MR,RN
M®RN
HomR(M,N)
EndR(M)
nM (or Mn)
I1Ri

charR
U(R) ,R*
U(D) , D*, iJ
GLn(R)
GL(V)
radR
Nil*(R)
Nil*(R)
Nil R
annt(S), ann,(S)
kG,k[G]
k[Xi: iEI]

kcx, : iEI)

ring of integers
field of rational numbers
field of real numbers
field of complex numbers
finite field with q elements
set of n x n matrices with entries from S
used interchangeably for inclusion
strict inclusion
used interchangeably for the cardinality of the set A
set-theoretic difference
surjective mapping from A onto B
Kronecker deltas
matrix units
trace (of a matrix or a field element)
cyclic group generated by x
center of the group (or the ring) G
centralizer of A in G
index of subgroup H in a group G
field extension degree
left, right dimensions of K 2 D as D-vectorspace
G-fixed points on K
right R-module M, left R-module N
tensor product of M R and RN

group of R-homomorphisms from M to N
ring of R-endomorphisms of M
M EB . . . EB M (n times)
direct product of the rings {Ri }

characteristic of a ring R
group of units of the ring R
multiplicative group of the division ring D
group of invertible n x n matrices over R
group of linear automorphisms of a vector space V
Jacobson radical of R
upper nilradical of R
lower nilradical (or prime radical) of R
ideal of nilpotent elements in a commutative ring R
left, right annihilators of the set S
(semi)group ring of the (semi)group G over the ring k
polynomial ring over k with (commuting) variables
{Xi : iEI}
free ring over k generated by {Xi : i EI}
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DCC
LHS
RHS

ascending chain condition
descending chain condition
left-hand side
right-hand side
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CHAPTER 1

Wedderbum-Artin Theory

Modem ring theory began when J.H.M. Wedderburn proved his celebrated
classification theorem for finite dimensional semisimple algebras over fields.
Twenty years later, E. Noether and E. Artin introduced the Ascending
Chain Condition (A CC) and the Descending Chain Condition (DCC) as
substitutes for finite dimensionality, and Artin proved the analogue of
Wedderburn's Theorem for general semisimple rings. The Wedderburn­
Artin theory has since become the cornerstone of noncommutative ring
theory, so in this first chapter of our book , it is only fitting that we devote
ourselves to an exposition of this basic theory .

In a (possibly noncommutative) ring, we can add , subtract, and multiply
elements, but we may not be able to "divide " one element by another. In a
very natural sense, the most "perfect" objects in noncommutative ring theory
are the division rings, i.e. (nonzero) rings in which each nonzero element has
an inverse. From division rings, we can build up matrix rings, and form finite
direct products of such matrix rings. According to the Wedderburn-Artin
Theorem , the rings obtained in this way comprise exactly the all-important
class of semisimple rings. This is one of the earliest (and still one of the nicest)
complete classification theorems in abstract algebra , and has served for
decades as a model for many similar results in the structure theory of rings.

There are several different ways to define semisimplicity. Wedderburn,
being interested mainly in finite-dimensional algebras over fields, defined the
radical of such an algebra R to be the largest nilpotent ideal of R, and de­
fined R to be semisimple if this radical is zero, i.e., if there is no nonzero
nilpotent ideal in R. Since we are interested in rings in general, and not just
finite-dimensional algebras , we shall follow a somewhat different approach.
In this chapter, we define a semisimple ring to be a ring all of whose modules
are semisimple, i.e., are sums of simple modules. This module-theoretic def-
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inition of semisimple rings is not only easy to work with, but also leads
quickly and naturally to the Wedderbum-Artin Theorem on their complete
classification. The consideration of the radical is postponed to the next
chapter, where the Wedderburn radical for finite-dimensional algebras is
generalized to the Jacobson radical for arbitrary rings. With this more gen­
eralnotion of the radical, it will be seen that semisimple rings are exactly the
(left or right) artinian rings with a zero (Jacobson) radical.

Before beginning our study of semisimple rings, it is convenient to have a
quick review of basic facts and terminology in ring theory, and to look at
some illustrative examples. The first section is therefore devoted to this end.
The development of the Wedderburn-Artin theory will occupy the rest of
the chapter.

§1. Basic Terminology and Examples

In this beginning section, we shall review some of the basic terminology in
ring theory and give a good supply of examples of rings. We assume the
reader is already familiar with most of the terminology discussed here
through a good course in graduate algebra, so we shall move along at a
fairly brisk pace.

Throughout the text, the word "ring" means a ring with an identity ele­
ment 1 which is not necessarily commutative. The study of commutative
rings constitutes the subject of commutative algebra, for which the reader
can find already excellent treatments in the standard textbooks of 'Zariski­
Samuel, Atiyah-Macdonald, and Kaplansky. In this book, instead, we shall
focus on the noncommutative aspects of ring theory. Of course, we shall not
exclude commutative rings from our study. In most cases, the theorems
proved in this book remain meaningful for commutative rings, but in general
these theorems become much easier in the commutative category. The main
point, therefore, is to find good notions and good tools to work with in the
possible absence of commutativity, in order to develop a general theory of
possibly noncommutative rings. Most of the discussions in the text will be
self-contained, so technically speaking we need not require much prior
knowledge of commutative algebra. However, since much of our work is an
attempt to extend results from the commutative setting to the general setting,
it will pay handsomely if the reader already has a good idea of what goes on
in the commutative case. To be more specific, it would be helpful if the
reader has already acquired from a graduate course in algebra some ac­
quaintance with the basic notions and foundational results of commutative
algebra , for this will often supply the motivation needed for the general
treatment of noncommutative phenomena in the text.

Generally, rings shall be denoted by letters such as R, R' , or A. By a
subring of a ring R, we shall always mean a subring containing the identity
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element I of R. If R is commutative, it is important to consider ideals in R.
In the general case, we have to differentiate carefully between left ideals and
right ideals in R. By an ideal I in R, we shall always mean a 2-sided ideal in
R; i.e., I is both a left ideal and a right ideal. For such an ideal I in R, we can
form the quotient ring R := R/I , and we have a natural surjective ring ho­
momorphism from R to R sending a E R to ii = a + I E R. The kernel of this
ring homomorphism is, of course, the ideal I, and the quotient ring R has the
universal property that any ring homomorphism rp from R to another ring
R' with rp(I) = 0 "factors uniquely" through the natural homomorphism
R ---+ R.

A nonzero ring R is said to be a simple ring if (0) and R are the only ideals
in R. This requires that, for any nonzero element a E R, the ideal generated
by a is R. Thus, a nonzero ring R is simple iff, for any a#-O in R, there exists
an equation E b.ac, = I for suitable b., c; E R. Using this, it follows easily
that, if R is commutative, then R is simple iff R is a field. The class of non­
commutative simple rings is, however, considerably larger, and much more
difficult to describe.

In general, rings may have lots of zero-divisors. A nonzero element a E R
is said to be a left O-divisor if there exists a nonzero element b E R such that
ab = 0 in R. Right O-divisors are defined similarly. In the commutative set­
ting, of course, we can drop the adjectives "left " and " right" and just speak
of O-divisors, but for noncommutative rings, a left O-divisor need not be a

right O-divisor. For instance, let R be the ring (~ Z~Z) , by which we

mean the ring of matrices of the form (~ ~ ), where x, Z E Z and

y E Z/2Z, with formal matrix multiplication. (For more details, see Example
1.14 below.) If we let

a = (~ ~ ) and b = (~ ~ ),

then ab = 0 E R, so a is a left O-divisor, but a is not a right O-divisorsince

clearly implies that x, Z = 0 in Z and y = 0 in Z/2Z. On the other hand ,
b2 = 0, so b is both a left O-divisor and a right O-divisor.

A ring R is called a domain if R #- 0, and ab = 0 implies a = 0 or b = 0 in
R. In such a ring, we have no left (or right) O-divisors. The reader no doubt
knows many examples of commutative domains (= integral domains); some
examples of noncommutative domains will be given later in this section.

A ring R is said to be reducedii R has no nonzero nilpotent elements, or,
equivalently , if a2 = 0 ::::} a = 0 in R. For instance, the direct product of any
family of domains is reduced.
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An element a in a ring R is said to be right-invertible if there exists b E R
such that ab = I. Such an element b is called a right inverse of a. Left­
invertible elements and their left inverses are defined analogously. If a has
both a right inverse b and a left inverse b' , then

b' = b'(ab) = (b'a)b = b.

In this case, we shall say that a is invertible (or a unit) in R, and call b = b'
the inverse of a. (The definite article is justified here since in this case b is
easily seen to be unique.) We shall write U(R) (or sometimes R*) for the set
of units in R; this is a group under the multiplication of R (with identity I).

If a E R has a right inverse b, then a E U(R) iff we also have ba = 1. In
the literature, a ring R is said to be Dedekind-jinite (or von Neumann-jinite)
if ab = I =} ba = I, so these are the rings in which right-invertibility of
elements implies left-invertibility, Many rings satisfying some form of
"finiteness conditions" can be shown to be Dedekind-finite, but there do
exist non-Dedekind-finite rings. For instance, let V be the k-vector space
ke, Et> ke; Et> .. . with a countably infinite basis {e.: i ~ I} over a field k, and
let R = Endk ( V) be the k-algebra of all vector space endomorphisms of V. If
a,b e R are defined on the basis by

b(e;) = ei+l for all i ~ I, and

a(el) = 0, a(e;) = e;-l for all i ~ 2,

then clearly ab = I =I ba, so a is right-invertible without being left-invertible,
and R gives an example of a non-Dedekind-finite ring. On the other hand , if
Yo is a finite-dimensional k-vector space, then Ro = Endk ( Vo) is Dedekind­
finite: this is a well-known fact in linear algebra .

In some sense, the most "perfect" objects in noncommutative ring theory
are the division rings: we say that a ring R is a division ring if R =I 0 and
U(R) = R\{O} . (Note that commutative division rings are just fields.) To
check that a nonzero ring R is a division ring, it is sufficient to show that
every element a =I 0 is right-invertible (this is an elementary exercise in group
theory). From this, it is easy to see that R =I 0 is a division ring iff the only
right ideals in Rare {O} and R. Of course, the analogous statements also
hold if we replace the word " right" by the word " left" in the above . In gen­
eral, in the sequel, if we have proved certain results for rings "on the right ,"
then we shall use such results freely also "on the left," provided that these
results can indeed be proved by the same arguments applied "to the other
side."

In connection with the remark just made, it is useful to recall the forma­
tion of the opposite ring ROP to a given ring R. By definition, ROP consists of
elements of the form aOP in I-I correspondence with the elements a of R,
with multiplication defined by

aOP. b OP = (ba)OP (for a,b e R) .

Generally speaking, if we have a result for rings "on the right," then we
can obtain analogous results "on the left" by applying the known results to
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opposite rings. Of course, this has to be done carefully in order to avoid
unpleasant mistakes.

We shall now record our list of basic examples of rings. (We have to warn
our readers in advance that a few of these are somewhat sketchy in details.)
Since the first noncommutative system was discovered by Sir William
Rowan Hamilton, it seems most appropriate to begin this list with Hamil­
ton's real quaternions.

(1.1) Example. Let IHl = IRI EB lRi EB IRj EB IRk, with multiplication defined by
i2 = -1 , i = -1, and ij = - ji = k. This is a 4-dimensional IR-algebra with
center IR. If a = a + bi + cj + dk where a, b, c,dE IR, we define ii = a - bi ­
cj - dk, and check easily that

aii = ii(l. = a2+ b2+ c2+ d2
E IR.

Thus, if (I. i= 0, then (I. E U(IHl) with

(I.-I = (a2+ b2 + c2+ d2)- l ii.

In particular, IHl is a division ring (we say thatlHl is a division algebra over
IR). Note that everything we said so far remains valid if we replace IR by any
field in which

(a,b, c,d) i= (0,0,0, 0) ~ a2+ b2+ c2+ d2 i= 0

(or, equivalently, -1 is not a sum of two squares). For instance, the "ratio­
nal quaternions" a + bi + cj + dk with a, b,c,d e (i) form a 4-dimensional
division (i)-algebra RI. In RI , we have the subring R2 consisting of

{a + bi + cj + dk: a,b,c,d E 7L} .

This is not a division ring any more. In fact , its group of units is very small :
we see easily that

U(R2) = {±l , ±i, ± j , ±k} (the quaternion group) .

There is a somewhat bigger sub ring R3 of RI containing R2, called Hurwitz'
ring of integral quaternions. By definition, R3 is the set of quaternions of the
form (a + bi + cj + dk) /2, where a,b,c, dE 7L are either all even , or all odd.
This is easily checked to be a subring of R I • As an abelian group, R3 is free
on the basis

{(I +i+ j+k) /2 ,i,j,k} ,

so the (additive) index [R3 : R2] is 2. The unit group of R3 can be checked to
be

U(R3) = {±l , ±i, ±j, ±k, (±l ± i ± j ± k) /2} ,

where the signs" ± 1" are arbitrarily chosen. This group of 24 elements is the
binary tetrahedral group-a nontrivial 2-fold covering of the tetrahedral
group A4. In fact , U(R3)/{±I} ~ A4. The reader can also check easily that
U(R3) contains the quaternion group U(R 2) as a normal subgroup, so
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U(R3 ) is a split extension of the quatemion group of order 8 by a cyclic
group of order 3.

(1.2) Example (Free k-Rings). Let k be any ring, and {Xi: i E I} be a system
of independent, noncommuting indeterminates over k. Then we can form the
"free k-ring" generated by {Xi: i E I}, which we denote by

R = k(Xi: i E I) .

The elements of R are polynomials in the noncommuting variables {Xi} with
coefficients from k. Here, the coefficients are supposed to commute with each
Xi. The "freeness" of R refers to the following universal property: if
({Jo: k ---+ k' is any ring homomorphism, and {ai: i E I} is any subset of k'
such that each ai commutes with each element of ({Jo(k), then there exists a
unique ring homomorphism ({J: R ---+ k' such that ({Jlk = ({Jo, and ((J(Xi) = a, for
every i E I . The free k-ring k(Xi: i E I) behaves rather differently from the
polynomial ring k[Xi: i E I] (in which the Xi'S commute) . For instance, in the
free k-ring k(x, y) in two variables , the subring generated over k by

Zi=X/ (O:S;i:S;n)

is a free k-ring on (n+ I)-generators. This is easily verified by showing that
different monomials in {zo, . .. , zn} convert into different monomials in
{x,y}. Therefore k(x,y) contains copies of k(xo, ... ,xn ) for every n. In
fact, by the same reasoning, the subring of k(x, y) generated over k by
[z.: i ~ O} is seen to be isomorphic to k(xo,xt , . . . ), so k/;x, y) even con­
tains a copy of the free k-ring generated by countably many (noncommuting)
indeterminates. This kind of phenomenon does not occur for polynomial
rings in commuting indeterminates.

(1.3) Examples (Rings with Generators and Relations). Let k and R be as
above, and let F = {.fj: j E J} <;; R. W.:iting (F) for the ideal ge~erated by F
in R, we can form the quotient ring R = Rj(F). We refer to R as the ring
"generated over k by {Xi} with relations F" (the latter term reflects the fact
.fj({Xi: i E I}) = 0 E R for allj). The following are some specific examples.

(a) Ifwe use the relations XiXi' - Xi,Xi = 0 for all i, i' E I, the quotient ring
R is the "usual" polynomial ring k[Xi: i E I] in the commuting variables {Xi} '

(b) If R = lR(x, y) and F = {x2+ I, y2 + I ,xy + yx}, then Rj(F) is the
lR-algebra of quatemions.

(c) If R = k(x, y) and F = {xy - yx - I}, then R= Rj(F) is the (first)
Weyl alqebra' over k, which we shall denote by Al (k) . The relation

xy - yx = I

1 Since k need not be commutative, it is actually not quite right to use the term "algebra" in this
context. But the nomenclature of Weyl algebras is so well established in the literature that we
have to make an exception here.
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in AI (k) arose naturally in the work on the mathematical foundations of
quantum mechanics by Dirac, Weyl, Jordan-Wigner, D.E. Littlewood and
others. (Indeed , AI (k) has been referred to by some as the "algebra of
quantum mechanics. ") In the case when k is a field of characteristic 0, Al (k)
can also be viewed as a ring of differential operators on the polynomial ring
P = k[y] . Indeed, if D denotes the operator df dy on P and L denotes left
multiplication on P by y, then for any f(y) E P, Newton's law for the dif­
ferentiation of a product yields

d df
(DL)(f) = dy (yf) = Y dy +f = (LD + I)f ,

where I denotes the identity operator on P. Thus we have a k-algebra ho­
momorphism ({J of AI (k) into the endomorphism algebra End; P sending x
to D and y to L. It is not difficult to see that the image of ({J is exactly the ring
S of differential operators of the form

where the a;'s are polynomials in y . From this one can check that ({J is an
isomorphism from Al (k) onto S. In a later example, we shall see that AI (k)
may also be thought of as a ring of twisted polynomials in the variable x
over the ring P = k[y]. Once AI(k) is defined, we can define the higher Weyl
algebras inductively by

or, equivalently, An(k) is generated by a set of elements {Xl ,Yl>'" ,Xn,Yn},
each commuting with elements of k, with the relations:

X jYj - Y jXj = 1 (1:::;; i :::;; n), X jYj - YjXj = 0 (i # j) ,

XjXj - xjx, = 0 (i # j), Y jYj - YjYj = 0 (i # j ).

For some more details on these algebras, see (3.17).
(d) Let R = 7L<x, y ) and F = {xy} . The ring R = R/(F) is then generated

by x,y, with a "generic" relation xy = O. In this ring, x is a left O-divisor, but
it can be shown that it is not a right O-divisor. Similarly, if R = 7L<x , y ) and
F = {xy -l}, then R = R/(F) is generated by x,y, with a "generic" rela­
tion xy = 1. It is not hard to show (e.g. by specialization) that yx # 1 in R.
Thus, x has a right inverse in R, but is not a unit.

(1.4) Example. Let k be any ring, and G be a group or a semigroup (with
identity), written multiplicatively. Then we can form the (semi)group ring

A = kG = EB ka.
o e G

Elements of A are finite formal sums of the shape LaeG asa, and are multi -
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where cil = L. a.b. , with summation over all (a, r) E G x G such that
at = fl . Note that under this multiplication in A, elements of k (= k . I)
commute with elements of G (= I . G). Clearly, A is commutative iff both k
and G are commutative. This enables us to construct lots of examples of
noncommutative rings. Note that if G is the free semigroup generated by
{Xi: i E I}, then kG is just the free k-ring k/;x; i E I) discussed in (1.2). As­
suming further that k is a domain, it is easy to see that U(kG) = U(k) . If,
however, G is a group (instead of just a semigroup), then clearly G is a sub­
group of U(kG). In general, U(kG) may be much larger than U(k) . G. For
instance, when G is a cyclic group of order 5 generated by X , then in the
integral group ring 7LG, we have ab = I for

a = I - x 2
- x 3 and b = I - X - x",

so a,b are units of TLG not belonging to U(7L)G = ±G. In general, the prob­
lem of determining the group of units for a group ring kG is quite difficult,
and has been solved only in certain special cases.

(1.5) Example. Let k be a ring and {Xi: i E I} be independent variables
over k. In this example, the variables may be taken to be either pairwise
commuting or otherwise, but we shall assume that they all commute with
elements of k. With this convention, we can form the ring of formal power
series R = k[[Xi : i E I]] . The elements of R have the form fo + fl + f2 + " ' ,
where each in is a homogeneous polynomial in {Xi: i E I} over k with degree
n, and we multiply these power series formally. It is not difficult to calculate
the units of R; indeed,

F=fo+fl+f2+ ' "

is a unit in R iff the constant term fo is a unit in k . It suffices to do the "if"
part, so let us assume that fo E U(k). To find a power series

G = go + gl + g2 + ...
such that FG = I, we have to solve the equations:

I = fogo, 0 = fogl + flgo , 0 = f Og2 + flgl + f2g0, . . . , etc.

Since fo E U(k), we can solve for go ,gl , g2 , ... inductively. This shows that F
is right-invertible in R, and by symmetry we see that F is also left-invertible
in R.

(1.6) Example. For any ring k, we can define the ring k((x)) of Laurent
series in one variable X over k to be the set of formal Laurent series
F = L.~oo f.x ' , where, among the coefficients /; E k with i < 0, only finitely
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many can be nonzero . Again, these Laurent series are multiplied formally ,
with the elements of k commuting with the variable x. One particularly good
feature of R = k((x)) is that , ifk is a division ring, then so is R. To see this,
let F above be a nonzero element of R. Choose a suitable power Xi (i E Z)
such that

F · x i = go + g\x + g2x2 + ...

with go :f. O. If k is a division ring, then

go + g\x + g2x2 + ... E U(k[[x]])

by an earlier remark in (1.5). Since x i is obviously in U(R), it follows that
FE U(R). Therefore , the Laurent series construction enables us to produce
new division rings from old division rings, and, of course, this construction
can be repeated to give division rings of iterated Laurent series over a given
division ring.

(1.7) Example (Hilbert's Twist). Let k be a ring and a be a ring endomor­
phism of k. We can construct " twisted" (or skew) versions of the polynomial
ring and the power series ring over k in one variable x by relaxing our earlier
assumption that elements of k commute with x. Instead of xb = bx for bE k ,
we shall now stipulate that xb = a(b)x . Thus , elements of the skew polyno­
mial ring k[x;a] are "left polynomials" of the form Z=~o a.x' , with multi­
plication defined by:

(2:aixi) (2:bjxj) = 2:aiai(bj)xi+j.

It is easy to check that k[x;a] is indeed a ring (and the skew power series ring
k[[x;«ll is defined similarly). Note that if a is not the identity , then k[x;a]
(and k[[x; a]]) will be noncommutative rings even though k may be commu­
tative. In k[x;a], we can talk about the right polynomials (with the co­
efficients appearing on the right): Co + XCI + ...+ xncn, but these are left
polynomials of the special form

Co + a(ct}x + ... + an(cn)xn,

so not every member of k[x;a] can be written as a right polynomial. Of
course, if a is onto, then every left polynomial will be a right polynomial. If
a is not injective, say a(b) = 0 for some b e k\{O} , then xb = a(b)x = 0,
although f(x)x :f. 0 for any f :f. 0 in R. This provides another example of a
left O-divisor in a ring which is not a right O-divisor. On the other hand , if a
is injective and k is a domain, then a simple consideration of lowest-term
coefficients shows that k[x;a] and k[[x; all are also domains. The unit groups
of k[x;a] and k[[x;all are easy to determine: we have

U(k[x; a]) = U(k) , and

U(k[[x;a]]) = {ao + a\x + .. . : ao E U(k)} ,
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without any assumptions on the endomorphism a. The necessary arguments
are easy generalizations of the ones used earlier, combined with the addi­
tional observation that

ao E U(k) =} ai(ao) E U(k) for all i ~ O.

(1.8) Example. Continuing in the spirit of (1.7), we can form a twisted
(or skew) Laurent series ring k((x;a)) . For this, however, it is necessary to
assume that a is an automorphism of k. Under this assumption, we can
"commute bE k past powers of x" by the rule x'b = ai(b)x i for all i E 7L,
including negative integers. Again, it is easy to see that this leads to an
associative multiplication on left Laurent series of the form L~oo a.x! (with
finitely many terms involving negative exponents). This gives the ring
k( (x; a)) of skew Laurent series, in which we have in particular

x-Ia(b) = a-I (ab)x- I = bx- I .

Thus, a(b) = xbx:' for every b e k, so the automorphism a may now be
viewed as the conjugation by x on k((x;a)) restricted to the subring k. Just
as before, we can show that if k is a division ring, then so is k((x; a)) , as
long as a is an automorphism of k. For instance, if k = Q(t) and a is the Q­
automorphism of k sending t to 2t, then in k((x;a)) , we have the relation
xt = 2tx. Hilbert was the first one to use the skew Laurent series construc­
tion to produce examples of noncommutative ordered division rings. Indeed,
once the notion of an ordering on a division ring is defined, it is not difficult
to see that the noncommutative division ring k( (x;a)) constructed above can
be ordered . An introduction to the theory of orderings on rings will be given
in Chapter 6.

In the ring k( (x;a)) of skew Laurent series, there is also the interesting
subring consisting of L~oo a.x! with only finitely many nonzero terms.
(These are called the (skew) Laurent polynomials.) Since this ring is gen­
erated over k by x and X- I, we shall denote it by k[x ,x-I ;a].

(1.9) Example (Differential Polynomial Rings). In multiplying left poly­
nomials, there is another thing we can do if we want to relax the assumption
that elements of k commute with the variable x. To commute a E k past x,
we can try to use the new rule: xa = ax +o(a), where o(a) E k depends on a.
If this is to lead to an associative multiplication among left polynomials, we
must have x(ab) = (xa)b, so

(ab)x+o(ab) = (ax+o(a))b = a(bx+o(b)) +o(a)b.

Canceling (ab)x = a(bx), we get

o(ab) = ao(b) +o(a)b,

and, of course, to guarantee the distributive law, we also need

o(a + b) = o(a) +o(b).
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A map J: k -+ k satisfying these two properties (for all a,bE k) is called a
derivation on k. Given such a derivation, we can introduce a multiplication
on left polynomials in x by repeatedly using the rule xa = ax +J(a). The
task of checking that this indeed leads to an associative multiplication is
nontrivial, but we shall not dwell on the details here . (The interested reader
should carry out this check as a supplementary exercise.) With the multipli­
cation described above, the left polynomials L:a.x' form a ring, denoted by
k[x;J]. In the literature, this is known as a differential polynomial ring. Note
that if k is a domain, then so is k[x;J]. In the special case when J is an inner
derivation, k[x;J] turns out to be isomorphic to the usual polynomial ring
k[t] . By definition, J is an inner derivation on k if there exists c E k such that
J(a) = ca - ac for every a E k. (It is easy to check that such a J is indeed a
derivation.) For such a J , we have

(x - c)a = ax + J(a) - ca = a(x - c)

for all a E k , so t = x - c commutes with k and we can show easily from this
that k[x;J] ~ k[t]. In general, however, a derivation J need not be inner. For
instance, let k = ko[Y] where ko is some (nonzero) ring , and let J be the
derivation on k defined by formal differentiation with respect to y (treating
elements of ko as constants):

then J is not inner since y is in the center of k but J(y) = 1. In the
differential polynomial ring k[x;J] = ko[y][x;J], elements have the form
L:a;(y)x; (a;(y) E ko[Y]), and we have the relation

xy=yx+J(y) =yx+ 1.

From this, one can check without much difficulty that ko[y][x;J] IS ISO­

morphic to the Weyl algebra

Al (ko) = ko<x, y ) /(xy - yx - 1)

defined in (1.3)(c). In particular, one sees that a ko-basis for AI(ko) is given
by

It also follows by induction on n that, if ko is a domain, then the higher Weyl
algebras An(ko) are all domains.

(1.10) Examples. Let V be an n-dimensional vector space over a field k, with
n < 00 . Then we can form the tensor algebra T( V) over k. If {e., ,en} is
a k-basis on V, T(V) is essentially the free k-algebra R = k<el, ,en) .
Various quotient algebras of R are of interest. First, the symmetric algebra
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S(V) obtained from R by quotienting out the ideal generated by all

u@ v - v@ u (u, V E V)

is just the ordinary polynomial algebra k[el , . . . ,en] (with commuting e;'s).
Secondly, we have the exterior algebra 1\( V) obtained from R by quotient­
ing out the ideal generated by v @ v for all v E V. This is a finite-dimensional
k-algebra, with dime 1\(V) = z-. The ideal J of 1\(V) generated by
el , . . . .e; has the property that J" =I- 0 and In+1 = O. In the terminology to
be introduced in §19, I\(V) is a (generally noncommutative) local ring, with
residue field 1\(V) jJ ~ k. If V has some further algebraic structure, we can
define other quotients of T( V) , as follows.

(a) If k has characteristic =I- 2 and V is equipped with a quadratic form
q: V ----t k, then we can form the Clifford algebra C( V ,q) by quotienting out
the ideal of T( V) generated by v @ v - q(v) for all v E V. Again, it can be
shown that dim; C( V ,q) = 2n . In the special case when the quadratic form q
is the zero form, we get back the exterior algebra: C(V,O)~ I\(V).

(b) If V has a given structure as a Lie algebra over k with a bracket
operation

[ ,] : V x V----t V ,

we can form the universal enveloping algebra U of (V , [ , ]) by quotienting
out the ideal of T( V) generated by

u @ v - v @ u - [u , v] for all u, v E V.

If we fix a k-basis {ej , .. . ,en} on V, and let {aije} be the structure constants
of the Lie bracket operation defined by

[ei ,ej] = Laijeee,
e

then U is just the k-algebra generated with el , . . . , en with relations

eiej - eA = L aijeee.
e

(According to a famous theorem of Poincare-Birkhoff-Witt, a k-basis of U
is given by the "monomials"

{ - i, - i2 -in . · . O}ei eZ .. . en . II ,· · · , In ~ .

However, we shall not make use of this result here.) In the special case when
V is an abelian Lie algebra (that is, [u, v] = 0 for all u,v), we get back the
symmetric algebra: U ~ S( V). On the other hand, if V is the binary space
ke, EEl ke; with a Lie algebra structure given by the Lie product [el ,ez]= ez,
it can be checked that all relations in U boil down to a single one:
elez - eZel - ez = 0, so

U ~ k/;x, y)/(xy - yx - y) .
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The latter algebra V'is isomorphic to the skew polynomial ring k[x][y; 0"],
where 0" is the k-automorphism of k[x] sending x to x-I. (In this ring,
yx = O"(x)y = (x - l)y, so we have xy - yx = y.) Another description of V'
is V' ~ k[y][x,<5], where <5 is the derivation on k[y] given by

df
<5(1) = Y dy

(In k[y][x,<5], we have again xy = yx +<5(y) = yx + y.) Yet another de­
scription of V is given by identifying V with a certain subalgebra of the Weyl
algebra AI(k) = k<t,s) / (ts - st - l ). To do this, just note that, by left
multiplication of ts - st - 1 by s, we get (st)s - s(st) - s, so we can define a
k-algebra homomorphism

q>: k/;x, y)/(xy - yx - y) -t AI (k)

by taking q>(x) = sf and q>(y) = S. It follows easily that V is isomorphic to
the subalgebra of AI (k) generated by s and st.

As another example, consider the (2n + 1)-dimensional Heisenberg Lie
algebra V with basis {XI, . . . ,xn,Yl ' ... , Yn ,z} and Lie products:

[Xi ,Yi] = Z = -fYi' Xi] (1 ~ i ~ n),

with all other Lie products equal to 0. If we "identify" z with 1 in the
universal enveloping algebra Vof V, we have the relations

xiYi-Yixi=1 (l~i~n),

x.y, - YjXi = 0, XiXj - xjx, = 0, YiYj - YjYi =°(Vi =1= j) .

These are exactly the relations defining the nth Weyl algebra An(k) . Thus,
we have an isomorphism V/(z - 1) ~ An(k). The examples given in this and
the last paragraph suggest that, generally speaking, universal enveloping
algebras of Lie algebras are somewhat related to higher Weyl algebras and
iterated differential polynomial rings.

(1.11) Example (Skew Group Rings). Let k be a ring and let G be a group
acting on k as a group of automorphisms. Then we can form a skew group
ring R = k * G by taking its elements to be finite formal combinations
I:aE G aaO", with multiplication induced by:

For instance, if G is an infinite cyclic group <a) where a acts on k, then k * G
is isomorphic to the skew Laurent polynomial ring k[x ,x-I ;a]. To show how
naturally skew group rings arise in practice, let us consider a group G which
is a semidirect product of a normal subgroup T with a complement H. Here,
H acts on T by conjugation, and this action can be extended uniquely to an
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action on the (usual) group ring kT. We express this action by writing

h(l:arr) = l:arhr,
reT reT

where "t = hrh- I for hE Hand rET. Then in the (usual) group ring kG ,
we have

This shows that kG ~ (kT) * H, where the skew group ring on the RHS is
formed with respect to the action of H on kT as described above. From this
example, we see that the formation of skew group rings is helpful already in
understanding the structure of the ordinary group rings kG.

(1.12) Example. If A is any object in an additive category C(J, then Ende A
(consisting of C(J-endomorphisms of A) is a ring. For instance, if (~ is the
category of right modules over a ring R, then we have the ring of endo­
morphisms Ende A = EndR(A) associated to any right R-module A. In the
special case when A = R (viewed as a right module over itself) , we can
define a mapping L: R -.. EndR(R) by sending r E R to the left multiplication
map L(r) on R defined by L(r)(a) = ra for any a E R. Since

L(r)(ab) = r(ab) = (ra)b = (L(r)(a))b ,

we have indeed L(r) E EndR(R). A similar calculation shows that L is a ring
homomorphism. If L(r) = 0, then 0 = L(r)( I) = r, so L is one-one. Finally
L is also onto , for, if cp E EndR(R), then for r := cp(l) , we have

L(r)(a) = ra = cp(l)a = cp(a) .

Since this holds for all a E R, we have L(r) = cp . Thus, we have a ring iso­
morphism R ~ EndR(R).

(1.13) Examples. Let V be an n-dimensional right vector space over a divi­
sion ring k. Then, using a fixed basis {el ," " en} on V, we can identify
Endi. V as usual with the ring R = Mn(k) of n x n matrices over k. This
matrix ring R has many interesting subrings, some of which are described
below.

(a) The subring T of R consisting of all upper triangular matrices. The set
I of matrices of T with a zero diagonal is easily seen to be an ideal of T, with
T / I ~ k x . . . x k (direct product of n copies of k). Moreover, using linear
algebra considerations, one sees that p-I i= 0 but P = O.

(b) The set of all matrices (aij) in T with a2n = a3n = . . . = an-I,n = 0 can
be checked to be a subring of T.

(c) The set of all matrices (aij) in T with all = a22 and all off-diagonal
elements zero except perhaps aln is another subring of T.
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(
a -;;;;P)(d) Let k = C and n = 2. Then the set of matrices of the form p V<.

(where a,pE C and "bar" denotes taking complex conjugates) is IR­
isomorphic to the division ring IHI of real quaternions. An explicit iso­
morphism is given by mapping a quaternion

a+bi+cj+dk (a,b,c,dEIR)

. (a + bi -c - di) d h" h ' hto the matnx di bi Un er t IS isomorp Ism, we ave
c- 1 a- 1

I ~ (~ ~), i ~ (~ ~i), j ~ (~ ~l), and k ~ (~i ~i).

(c) Continuing the notations in (d), consider the isomorphism

rp: IHI --+ Endfi1] (IHI)

obtained in (1.12), where the last IHI is viewed as a right IHI-module. Since

Endfi1](IHI) ~ EndlR(lHI) ~ fW1l4(1R)

(using the basis {1, i, j ,k} on IHI) , rp(lHI) is the set of all 4 x 4 real matrices of
the form

(
: -: =; -:) .
c d a-b

d -c b a

Therefore, these real matrices form an IR-subalgebra of fW1l4 (1R) isomorphic to
the algebra IHI of all real quaternions.

(f) For k = 10, let

s= {(x+ y
4Y): X,YEiQ}

-Y x-Y

and

s = {( x Y) : x ,YE iQ} .
-Y x+ Y

Then S, S' are both subfields of fW1l2(iQ) isomorphic to the field

iQ(H). In fact, for a = ( ~I ~l) and a' = ( ~l ~), we have

(
X +Y 4Y ) = xl + ya and ( x y) = xl + ya'. Since a and
-y x- y -y x+ y

a' satisfy respectively their characteristic equations, we have a2 + 31 = 0 and
a'2 - a' + I = O. From this , it follows easily that S ~ iQ(H) ~ S' as 10­
algebras. An explicit isomorphism from S to S' is provided by sending
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(
x + y

- Y
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4y ) E S to
x- y

(I 0) (X + Y 4Y) (I 0)-1 (X - y 2Y)
I 2 - y X - Y I 2 - -2y x + Y

(
X ' Y' )

- - y' x ' + y ' '

where x' = x - y, y ' = 2y.
(g) The following subsets are subrings of fW1I2(iQ) :

WI = { (: ~) : a,c, d e Z, bEnZ } (abbreviated (~ ~)).

W2={(: ~) : a.b. c.d e Z, a=d(modn), b=C(mOdn)} .

W3 ={(: ~): a,dEz ,a=d(mOdn),b,CEnz} .

(h) The following subsets are subrings of fW1I2(IR(x )):

( z IR[X])
° IR '

(
10
0

IR(X))
10 [x] .

(1.15)

(1.14) Example (Triangular Rings). The rings listed in (h) above as well as

the ring (~ Z~Z ) considered earlier are all special cases of a more gen­

eral construction. Let R ,S be two rings, and let M be an (R, S)-bimodule.
This means that M is a left R-module and a right S-module such that
(rm)s = r(ms) for all r E R, m E M , and s E S. Given such a bimodule M, we
can form

A=(~ ~)={(~ :): rER,mEM,sES},

and define a multiplication on A by using formal matrix multiplication:

(
r m) (r' m') = (rr' rm' + ms' ) .°s ° s' ° ss'

A routine check shows that, with this multiplication (and entry-wise addi­
tion), A becomes a ring. (The bimodule property (rm)s = r(ms) on M is not
needed in the above definition, but is needed in verifying the associativity of
the multiplication in A.) This construction of the (so-called) triangular ring A
clearly covers all the examples mentioned at the beginning of(1.14).

In the ring theory literature, many surprising examples and counter­
examples have been produced via the triangular ring construction, by vary-
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ing the choices of R, Sand M. What makes this possible is the fact that the
left, right and 2-sided ideal structures in A tum out to be quite tractable. In
the following , we shall try to describe completely the left, right and 2-sided
ideals in A.

First, it is convenient to identify R , Sand M as subgroups in A (in the
obvious way) and to think of A as R El1 M El1 S. In terms of this decomposi­
tion , the multiplication in A may be described by the following chart:

(1.16)

R

R R
M 0
S 0

M S

M 0
o M
o S

From this, it is immediately clear that R is a left ideal , S is a right ideal , and
M is a (square zero) ideal in A. Moreover, R E9 M and M El1 S are both
ideals of A , with Aj(R El1 M) ~ Sand Aj(M El1 S) ~ R. Finally, R El1 S is a
subring of A.

(1.17) Proposition.

(1) The left ideals of A are of the form /1 El1 li , where lz is a left ideal in S,
and /( is a left R-submodule ofR El1 M containing Mho

(2) The right ideals ofA are of the form J I El1 Ji , where JI is a right ideal in
R , and J2 is a right S-submodule of M El1 S containing JI M .

(3) The ideals of A are of the form K I El1 Ko El1 K2, where K I is an ideal in
R, K2 is an ideal in S, and Ko is an (R , S )-subbimodule of M containing
K(M +MK2·

Proof. The fact that such h El1 Iz is a left ideal , JI El1 Jz is a right ideal , and
K( El1 Ko El1 K2 is an ideal is immediately clear from the multiplication table

(1.16). Conversely, let / be any left ideal of A . If ( ~ 7) belongs to I, then

so do

and

Therefore we have 1= I( El1 li , where II = In (R El1 M ) and h = InS.
Clearly, II is a left R-submodule of R El1 M , and li is a left ideal of S. Lastly,

Mh = M (I n S) ss t r, M c.t r. (R El1 M ) = II.

This proves (1), and (2) is proved similarly. If K is an ideal of A, then,
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whenever (~ 7) belongs to K, so do
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(r rn)(l o)=(r 0)
O s 00 00 '

(~ ~)(~ 7) = (~ ~).

and hence also (~ ~ ). This shows that K = KI EB Ko EB K2, where

KI = K (\ R, Ko = K (\ M , and K2 = K (\ S.

Since K and M are ideals, we must have KIM + MK2 s;; K (\ M = Ko, and
the other required properties of Ko,Ki, K 2 are clear. QED

According to this proposition, the left and right ideal structures in A are
closely tied to, respectively, the left R-module structure on M and the right
S-module structure on M. Often, these two module structures on M can be
arranged to be quite different. In such a situation, the ring A will exhibit
drastically different behavior between its left ideals and its right ideals.
To illustrate this point , we shall use the triangular formation to construct
some rings below which are left noetherian (resp., artinian) but not right
noetherian (resp., artinian).

First let us recall a few standard definitions. A family of subsets {C;: i E I}
in a set C is said to satisfy the Ascending Chain Condition (A CC) if there
does not exist an infinite strictly ascending chain

in the family. Two equivalent formulations of this condition are the
following:

(1) For any ascending chain Ci1 s;; C;2 S;; ... in the family, there exists an
integer n such that C;n = Cin+1= C;n+2 = . . . .

(2) Any nonempty subfamily of the given family has a maximal member
(with respect to inclusion).

The Descending Chain Condition (DCC) for a family of subsets of C is
defined similarly, and the obvious analogues of (1), (2) can be used as its
equivalent formulations.

Let R be a ring and let M be either a left or a right R-module. We say that
M is noetherian (resp., artinian) if the family of all submodules of M satisfies
ACC (resp., DCC). [More briefly, we can say: M has ACC (resp., DCC) on
submodules.] The following are three easy, but important, facts, which the
reader should have seen from a graduate course in algebra.
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(1.18) M is noetherian iff every submodule of M is finitely generated.

(1.19) M is both noetherian and artinian iffM has a (finite) composition series.

(1.20) Let N be a submodule of M. Then M is noetherian (resp., artinian) iffN
and M / N are both noetherian (resp., artinian) . In particular , the direct sum of
two noetherian (resp., artinian) modules is noetherian (resp., artinian) .

A ring R is said to be left (resp., right) noetherian if R is noetherian when
viewed as a left (resp., right) R-module. If R is both left and right noetherian,
we shall say that R is noetherian. The examples we shall present below will
show that "left noetherian" and "right noetherian" are independent con­
ditions, so a ring being noetherian is indeed a stronger condition than its
being one-sided noetherian. By the preceding discussion, we see that R is left
noetherian iffevery left ideal ofR isfinitely generated, iffany nonempty family
of left ideals in R has a maximal member.

A ring R is said to be left (resp., right) artinian if R is artinian when viewed
as a left (resp., right) R-module. If R is both left and right artinian, we say
that R is artinian. Again, we shall see that this is stronger than R being only
one-sided artinian.

Needless to say, the nomenclature above honors, respectively, Emmy
Noether and Emil Artin , who initiated the study of ascending and descend­
ing chain conditions for (one-sided) ideals and submodules. To complete our
review of basic facts on chain conditions , let us also recall the following
Proposition about finitely generated modules over rings satisfying chain
conditions .

(1.21) Proposition. If M is a finitely generated left module over a left no­
etherian (resp. , artinian) ring, then M is a noetherian (resp., artinian) module.

One of the most lovely results in ring theory is the fact that a left (resp.,
right) artinian ring is always left (resp. , right) noetherian. This fact was
apparently unknown to both Noether and Artin when they wrote their pio­
neering papers on chain conditions in the 1920's. Rather, it was proved
only some years later by Levitzki and Hopkins. (We note, incidentally, that
"artinian =} noetherian" works only for one-sided ideals, but not for mod­
ules!) Since this is a highly nontrivial result, we shall not assume it in the
balance of this section. A full proof of the Hopkins -Levitzki Theorem will
be given in §4in conjunction with our study of the Jacobson radical ofa ring.

As an application of (1.17), we shall prove the following useful result
about triangular rings.

(1.22) Theorem. Let A = (~ ~) be as in (1.17). Then A is left (resp.,

right) noetherian iffRand S are left (resp. , right) noetherian, and M as a left
R-module (resp., right S-module) is noetherian. The same statement holds ifwe
replace throughout the word "noetherian" by"artinian."
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Proof. It suffices to treat the "left noetherian" case, for the arguments in the
other cases are the same. First assume A is left noetherian. Since Rand 8
are quotient rings of A, they are also left noetherian. If M1 £ M2 £ . . . is
an ascending chain of left R-submodules of M, then, passing to the

(~ ~i )'s, we get an ascending chain of left ideals of A. Thus

M1 £ M2 £ . .. must become stationary, so M as a left R-module is no­
etherian. Conversely, assume that R, 8 are left noetherian, and that M as a
left R-module is noetherian . Consider an ascending chain /(1) £ /(2) £ . .. of
left ideals in A. The contraction of this chain to 8 must become stationary,
since 8 is left noetherian. On the other hand, the contraction of the chain to
RED M must also become stationary, since (by (1.20)) the left R-module
R ED M is noetherian . Recalling that

/ (i) = (/(i) 11 8) ED (/(i) 11 (R ED M)) ,

we see that /(i) £ /(2) £ . . . becomes stationary, so we have proved that A is
left noetherian. QED

(1.23) Coronary. Let 8 be a commutative noetherian domain which is not

equal to its field offractions, R . Then A = (~ ;) is left noetherian and not

right noetherian, and A is neither left nor right artinian .

Proof. In view of the theorem, it suffices to show that (1) S is not artinian,
and that (2) R as a (right) S-module is not noetherian. For (1), simply note
that if s i: 0 is a nonunit in 8, then we have

(s) ;2 (s2) ;2 (S3) ;2 .. ..
For (2), assume instead that R is a noetherian S-module. Then R is, in par­
ticular, a finitely generated 8-module, so there would exist a common de­
nominator s E 8 for all fractions in R. But then 1/S2 = S' / s for some s' E 8,
so S E U(8), contradicting 8 i: R. QED

The following can also be deduced immediately from (1.22).

(1.24) Coronary. Let 8 £ R be fields such that dims R = 00. Then A =

(~ ;) is left noetherian and left artinian , but neither right noetherian nor

right artinian.

We can make two more useful remarks about the ring A in the last
Corollary . First, as a left module over itself, A has a composition series of
length 3, namely

A;2 (~ ;);2 (~ ~);2 (0).
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The fact that this chain of left ideals cannot be further refined follows from
(1.17) (1) (or from an ad hoc calculation). This, of course, shows directly that
A is left noetherian and left artinian, in view of (1.19). Secondly, since
dims R = 00, we can easily construct an infinite direct sum EB:l M, of

nonzero (right) S-subspaces in R. By passing to the (~ ~i) 's, we obtain

then an infinite direct sum of nonzero right ideals in A. But, of course, the
fact that A is left noetherian implies that there cannot exist an infinite direct
sum of nonzero left ideals in A. Using terminology to be introduced later in
Lectures, we have in A an example of a ring which is left Goldie but not right
Goldie.

Of course there are other methods for constructing rings which are no­
etherian on one side but not on the other. We conclude this section with two
more such constructions.

(1.25) Example. Let a be an endomorphism ofa division ringk which is not an
automorphism. Then R = k[x ;a] is left noetherian but not right noetherian.
Indeed, if I is any nonzero left ideal of R, then, choosing a monic left poly­
nomial f E I of the least degree, the usual Euclidean algorithm argument
implies that I = R . f. Thus, every left ideal of R is principal (we say that R
is a principal left ideal domain); in particular, R is left noetherian. On the
other hand, fix an element b E k\a(k) . We claim that 'E~o x 'bx.R is a direct
sum of right ideals, which will imply that R is not right noetherian. Assume,
for the moment, that there exists an equation

where the first and the last terms are nonzero. Since R is a domain , this
gives bxfn(x) = xg(x) for some g(x) E R. If fn(x) has highest-degree term
c,x ' (c,:I= 0) and g(x) = 'Eaix i, a comparison of the coefficients of X,+1

gives ba(c,) = a(a,), which contradicts b ~ a(k) . Incidentally, R is also
neither left nor right artinian, since there are infinite descending chains

Rx 2 Rx2 2 . .. and xR 2 x2R 2 . . . .

(1.26) Example (Dieudonne). Let R = 7L(x , y )/(y2 , yx) . Then R is left
noetherian, but not right noetherian. To work with R, we shall confuse x, y
with their images in R. Thus, we view R as generated by x, y, with the
relations y2 = 0 and yx = O. Then R has a direct sum decomposition
R = 7L[x] E9 7L[x] y. Here 7L[x] is a subring, and 7L[x]y is an ideal. We shall
assume the Hilbert Basis Theorem , which implies that 7L[x] is a noetherian
ring. By (1.21), R = 7L[x] E9 7L[x]y is noetherian as a left 7L[x]-module, and
hence as a left R-module. This shows that R is left noetherian. To show that
R is not right noetherian, it suffices to show that 1= 7L[x]y is not finitely
generated as a right R-module. Since both x and y act trivially on the right
of I, if I were finitely generated as a right R-module, ·it would be finitely
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generated as an abelian group. This is clearly not the case, as
00

1= Z[x]y = EB Z · xi y .
i=O

Incidentally, the ring R in this example is neither left nor right artinian, since
I is an ideal in R, and R/I ~ Z[x] is not an artinian ring.

Exercises for §l

Ex. 1.1. Let (R,+,x) be a system satisfying all axioms of a ring with iden­
tity, except possibly a + b = b + a. Show that a + b = b +a for all a,b E R,
so R is indeed a ring.

Ex. 1.2. It was mentioned in the text that a nonzero ring R is a division ring
iff every a E R\{O} is right-invertible. Supply a proof for this statement.

Ex. 1.3. Show that the characteristic of a domain is either 0 or a prime
number.

Ex. 1.4. True or False: "If ab is a unit, then a, b are units"? Show the
following for any ring R:
(a) If an is a unit in R, then a is a unit in R.
(b) If a is left-invertible and not a right O-divisor, then a is a unit in R.
(c) If R is a domain , then R is Dedekind-finite.

Ex. 1.4*. Let a E R. (1) Show that if a has a left inverse, then a is not a left
O-divisor. (2) Show that the converse holds if a E aRa.

Ex. 1.5. Give an example of an element x in a ring R such that Rx ~ xR.

Ex. 1.6. Let a, b be elements in a ring R. If 1 - ba is left-invertible (resp.
invertible), show that 1 - ab is left-invertible (resp. invertible), and construct
a left inverse (resp. inverse) for it explicitly. (Hint. R(l - ab) contains
Rb(1 - ab) = R(l - ba)b = Rb, so it also contains 1. This proof lends itself
easily to an explicit construction of the needed (left) inverse.)

Ex. 1.7. Let B1, .. . , B; be left ideals (resp. ideals) in a ring R. Show that
R = B) Ei1 . . . Ei1 B; iff there exist idempotents (resp. central idempotents)
el, . . . , en with sum I such that eiej = 0 whenever i =I- j, and B, = Rei for all
i. In the case where the B/s are ideals, if R = B) Ei1 . . . Ei1 Bn , then each B,
is a ring with identity ei, and we have an isomorphism between R and the
direct product of rings B) x . .. x Bn. Show that any isomorphism of R with
a finite direct product of rings arises in this way.

Ex. 1.8. Let R = BI Ei1 . . . Ei1 Bn , where the B/s are ideals of R. Show that
any left ideal (resp. ideal) I of R has the form I = h Ei1 . . . Ei1 In where, for
each i, Ii is a left ideal (resp. ideal) of the ring Bi,

Ex. 1.9. Show that for any ring R, the center of the matrix ring Mn(R)
consists of the diagonal matrices r . In, where r belongs to the center of R.
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Ex. 1.10. Let p be a fixed prime.
(a) Show that any ring (with identity) of order p2 is commutative.
(b) Show that there exists a noncommutative ring without identity of order p2.
(Hint. Try the multiplication (a, b)(c , d) = ((a + b)c, (a + b)d) on (7L/p7li .)
(c) Show that there exists a noncommutative ring (with identity) of order p3.

Ex. 1.11. Let R be a ring possibly without an identity. An element e E R is
called a left (resp. right) identity for R if ea = a (resp. ae = a) for every a E R.
(a) Show that a left identity for R need not be a right identity.
(b) Show that if R has a unique left identity e, then e is also a right identity.
(Hint. For (b), consider (e + ae - a)c for arbitrary a, c E R.)

Ex. 1.12. A left R-module M is said to be hopfian (after the topologist H.
Hopf) if any surjective R-endomorphism of M is an automorphism.
(I) Show that any noetherian module M is hopfian.
(2) Show that the left regular module RR is hopfian iff R is Dedekind-finite.
(In particular, R being hopfian is a left-right symmetric notion.)
(3) Deduce from (1), (2) that any left noetherian ring R is Dedekind-finite.

Ex. 1.13. Let A be an algebra over a field k such that every element of A is
algebraic over k . (Such A is called an algebraic k-algebra.)
(a) Show that A is Dedekind-finite.
(b) Show that a left O-divisor of A is also a right O-divisor.
(c) Show that a nonzero element of A is a unit iff it is not a O-divisor.
(d) Let B be a subalgebra of A, and b e B. Show that b is a unit in B iff it is a
unit in A.

Ex. 1.14. (Kaplansky) Suppose an element a in a ring has a right inverse
b but no left inverse . Show that a has infinitely many right inverses. (In
particular, if a ring is finite, it must be Dedekind-finite.)

Ex. 1.15. Let A = Clx ;a], where a denotes complex conjugation on C.
(a) Show that Z(A) = lR[x2] .

(b) Show that A /A . (x 2 + I) is isomorphic to 1Hl, the division ring of real
quaternions.
(c) Show that A /A · (x" + 1) is isomorphic to M2(C) .
(Hint. For (c), define a ring homomorphism rp: A -+ M2(C) by taking

rp(x) = (~ ~) and rp(a) = (~ a~aJ for a E C)

Ex. 1.16. Let K be a division ring with center k .
(I) Show that the center of the polynomial ring R = K[x] is k[x].
(2) For any a E K\k, show that the ideal generated by x - a in K[x] is the
unit ideal.
(3) Show that any ideal I ~ R has the form R . h where h E k[x].

Ex. 1.17. Let x , y be elements in a ring R such that Rx = Ry. Show that
there exists a right R-module isomorphism f : xR -+ yR such that f(x) = y.
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Ex. 1.18. For any ring k, let

A={(: ~) : a+C=b+dEk}.

Show that A is a subring of tMI 2(k), and that it is isomorphic to the ring R of
2 x 2 lower triangular matrices over k.

Ex. 1.19. Let R be a domain. If R has a minimal left ideal, show that R is a
division ring. (In particular, a left artinian domain must be a division ring.)

Ex. 1.20. Let E = EndR(M) be the ring of endomorphisms of an R-module
M, and let nM denote the direct sum of n copies of M. Show that EndR(nM)
is isomorphic to tMIn(E) (the ring of n x n matrices over E).

Ex. 1.21. Let R be a finite ring. Show that there exists an infinite sequence
nl < nz < n3 < ... of natural numbers such that, for any x E R, we have
xn1 = xn2 = x n3 = .. ..

Ex. 1.22. For any ring k, let A = tMI n(k) and let R (resp. S) denote the ring
of n x n upper (resp. lower) triangular matrices over k.
(1) Show that R ~ S.
(2) Suppose k has an anti-automorphism (resp. involution). Show that the
same is true for A, Rand S.
(3) Under the assumption of (2), show that R, S, ROP, s op are all isomorphic.

Ex. 1.23. For a fixed n~ 1, let R = (~ n:) and S = (n~ ~ ). Show

that R ~ S, and that these are rings with involutions.

Ex. 1.24. Let R be the ring defined in Exercise 23, where n ~ 1 is fixed.
(1) Show that m e 7L is a square in R iff m is a square in 7L/n7L.

(2) Let R = (~ 2~7L) where p is an odd prime. Show that 2p E R2,

P E R2, but 2 E R2 iff 2 is a square in 7L/p7L.

Ex. 1.25. (Vaserstein) Let a, b, Cbe such that ab + C= 1 in a ring R. If there
exists x E R such that a + ex E U(R), show that there exists y E R such that
b+ yCE U(R).
(Hint. Set u = a + cx E U(R) , and check that the element y = (1 - bx)u-1

works. For this choice of y, an inverse for b + yc is given by a + x(l - ba).
The calculations are tricky, and have to be carried out carefully.)

Ex. 1.26. For any right ideal A in a ring R, the idealizer of A is defined to be

nR(A) = {r E R : rA £; A}.

(1) Show that nR(A) is the largest subring of R that contains A as an ideal.
(2) The ring IER(A) := nR(A)/A is known as the eiqenrinq of the right ideal A.
Show that IER(A) ~ EndR(R/A) as rings. (Note that, in a way, this "com­
putes" the endomorphism ring of an arbitrary cyclic module over any ring.)
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Ex. 1.27. Let R = M1n(k) where k is a ring, and let A be the right ideal of R
consisting of matrices whose first r rows are zero. Compute the idealizer
~R(A) and the eigenring IER(A).

Ex. 1.28. Do the same for the right ideal A = xR in the free k-ring
R = k<x ,y).

§2. Semisimplicity

After studying some of the basic examples in the last section, we shall now
begin more systematically the study of noncommutative rings. The main
focus of the present chapter is on a very important class of rings, called
semisimple rings. In this section, we shall first study the main properties
of these semisimple rings; in the next section, we shall present the basic struc­
ture theory for these rings, due to Wedderburn and Artin. Much of this
material now lies in the foundations of the theory of noncommutative
rings. In fact, it is perhaps not an exaggeration to say that the Wedderburn­
Artin structure theory of semisimple rings marked the beginning of the mod­
ern phase of development of noncommutative ring theory in the twentieth
century.

There are several possible approaches to the notion of semisimple rings.
We shall follow a somewhat more modern approach, using the convenient
language of modules. We assume the reader is familiar with the rudiments of
the theory of modules; in particular, we shall use freely in the text basic facts
about submodules, direct sums, composition factors , homomorphisms and
exact sequences, etc. If R is a ring and M is a left (resp., right) R-module, we
shall often write Mas RM (resp., MR);this suggests that the scalars of R act on
the elements of M from the left (resp., right). If R, S are rings and M is an
(R,S)-bimodule (as defined in (1.14)), we shall similarly write Mas RMs.

Fundamental to the study of the theory of modules are the following two
definitions.

(2.1) Definitions. Let R be a ring, and M be a (left) R-module.

(a) M is called a simple (or irreducible) R-module if M =F 0, and M has no
R-submodules other than (0) and M.

(b) M is called a semisimple (or completely reducible) R-module if every
R-submodule of M is an R-module direct summand of M .

Note that, according to these definitions, the zero module is semisimple,
but not simple. A direct application of the definition (b) above leads to the
following.

(2.2) Remark. Any submodule (resp., quotient module) of a semisimple
R-module is semisimple.
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Clearly, if RM is simple, then it is also semisimple. To understand more
precisely the relationship between simplicity and semisimplicity, we first prove
the following intermediate fact.

(2.3) Lemma. Any nonzero semisimple left R-module M contains a simple
submodule.

Proof. Let m be a fixed nonzero element of M . In view of (2.2), it suffices to
treat the case when M = R · m. By Zorn's Lemma, there exists a submodule
N of M maximal with respect to the property that m ¢ N . Take a (necessarily
nonzero) submodule N' such that M = NEt> N' . We finish by showing that
N' is simple. Indeed if Nil is a nonzero submodule of N', then NEt> Nil must
contain m (by the maximality of N), and so NEt> Nil = M , which clearly
implies that N il = N' , as desired. QED

The Lemma above enables us to give two other characterizations of
semisimple modules. Often these characterizations are used as alternative
definitions for semisimplicity.

(2.4) Theorem. For an R-module M = RM, the following three properties are
equivalent:

(1) Mis semisimple.

(2) M is the direct sum ofa family ofsimple submodules.

(3) M is the sum ofa family ofsimple submodules.

(Convention: The sum and direct sum of an empty family of submodules
are both understood to be the zero module. This convention makes the fol­
lowing argument valid in all cases, including the case M = (0).)

Proof of(2.4). (1) =} (3). Let M I be the sum of all simple submodules in M ,
and write M = M 1 Et> M 2, where M 2 is a suitable R-submodule. If M2 #- (0),
the Lemma implies that M2 contains a simple R-submodule. But the latter
must lie in M I , a contradiction. Thus , M 2 = (0); i.e., M I = M .

(3) =} (1). Write M = L ief M i , where M;'s are simple submodules of M .
Let N s M be a given submodule. To show that N is a direct summand of
RM, consider subsets J s I with the following properties :

(a) L jeJ M, is a direct sum.

(b) N n LjeJ Mj = (0).

It is routine to check that Zorn's Lemma applies to the family of all such J's ,
with respect to ordinary inclusion. (This is a nonempty family as it contains
the empty set.) Thus, we can pick a J to be maximal. For this J, let

M' := N + LMj = NEt> Ef>Mjo
je J j eJ
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We finish by showing that M' = M (for then N is a direct summand of RM).
For this, it suffices to show that M' 2 M, for all i E I. But if some M, 't M',
the simplicity of M, implies that M' n M, = (0). From this we have

M' + M i = N Ei3 (EB Mi ) Ei3 M i ,
jEi

in contradiction to the maximality of J.
(3)~ (2) follows from the argument above applied to N = (0).
(2)~ (3) is a tautology. QED

We are now ready to introduce the notion of a (left) semisimple ring.

(2.5) Theorem and Definition. For a ring R , the following statements are
equivalent:

(1) All short exact sequences of left R-modules split .

(2) All left R-modules are semisimple.

(3) Allfinitely generated left R-modules are semisimple.

(4) All cyclic left R-modules are semisimple.

(5) The left regular R-module RR is semisimple.

Ifany of these conditions holds, R is said to be a left semisimple ring.

Note. By using right modules instead , we can similarly define the notion of
a right semisimple ring. We shall see later, however, that a ring is left semi­
simple iff it is right semisimple. After we prove this fact, we shall be at liberty
to drop the adjectives "left" and "right" and just talk about semisimple rings.

Proof of (2.5). Note that (1), (2) are clearly equivalent, and we have a
sequence of trivial implications

(2) ~ (3) ~ (4) ~ (5).

Therefore, it suffices to prove that (5)~ (2). Let M be any left R-module
where R satisfies (5). In view of (2.2), (5) implies that any cyclic submodule
R · m of M is semisimple. Since M = 2:mEM R · m, it follows (from the
characterization (2.4)(3)) that Mis semisimple. QED

Let R be a left semisimple ring. Using the characterization (2.5)(5), we
have a decomposition R = EBiEI miinto simple left R-modules mi,which are
just minimal left ideals in R. Since I E R, this direct sum is easily seen to be a
finite direct sum. From this finite decomposition, we can write down a com­
position series for RR with composition factors {Rmi}. It follows from (1.19)
that RR satisfies both the Aeeand the Dee for R-submodules.

(2.6) Corollary . A left semisimple ring R is both left noetherian and left
artinian.
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The characterization (2.5)(1) of a left semisimple ring in terms of split
short exact sequences enables us to give a homological interpretation of left
semisimplicity. This is done by using the important notion of a projective
module. Recall that a left R-module Pis R-projective (or projective for short)
if, for any surjective R-homomorphism f: A ---. B between left R-modules A,
B, and any R-homomorphism g: P ---. B, there exists an R-homomorphism
h: P ---. A such that f 0 h = g.

The following well-known Proposition in homological algebra offers two
alternative characterizations of projective modules. The easy proof of this
Proposition will be left to the reader.

(2.7) Proposition. A (left) R -module P is projective iff P is (isomorphic to) a
direct summand of a left free R-module, iff any surjective R-homomorphism
from any left R-module onto P splits.

Using this Proposition, we can now state the homological characterization
of the class of (left) semisimple rings.

(2.8) Theorem. The following conditions on a ring R are equivalent:

(1) R is left semisimple;

(2) All left R-modules are projective;

(3) Allfinitely generated left R-modules are projective;

(4) All cyclic left R-modules are projective.

Proof. (1) {::} (2) follows from (2.5) and (2.7), and (2) ~ (3) ~ (4) is obvious.
We finish by showing that (4) ~ (1). To check (1), we shall verify that the
left regular module RR is semisimple . Consider any left ideal 2l ~ R. By (4)
the left R-module RI2l is projective, so by (2.7) the short exact sequence

o---. 2l ---. R ---. RI2l ---. 0

splits. This implies that 2l is an R-module direct summand of RR , as
desired . QED

There is also the notion of an injective module which is directly dual to the
notion of a projective module. We say that a left R-module I is R-injective
(or injective for short) if, for any injective R-homomorphism f: A ---. B be­
tween left R-modules A, B, and any R-homomorphism g: A ---. I , there exists
an R-homomorphism h: B ---. I such that h 0 f = g. As is easily shown , the
second part of (2.7) admits the following dual: I is injective iffany injective R­
homomorphism from I to any left R-module splits. From this characterization
of injective modules, we deduce the following partial analogue of (2.8).

(2.9) Theorem. The following conditions on a ring R are equivalent:

(1) R is left semisimple;

(2) All left R-modules are injective.
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Actually, the full analogue of Theorem 2.8 does hold, so one could have
added to (2.9) two more equivalent conditions:

(3) Allfinitely generated left R-modules are injective.

(4) All cyclic left R-modules are injective.

Of course, we have (1) ::::} (2) ::::} (3)::::} (4), but the implication (4) ::::} (1)
(due to B. Osofsky) is much harder. For a proof of this implication, we refer
the reader to pp. 223-224 in Lectures.

There are many more characterizations of semisimple rings besides
the ones mentioned here. For an exhaustive list of 23 characterizations, see
p. 496 (Vol. I) of Rowen [88].

Exercises for §2

Ex. 2.1. Is any subring of a left semisimple ring left semisimple? Can any
ring be embedded as a subring of a left semisimple ring?

Ex. 2.2. Let {F; : i E I} be a family of fields. Show that the direct product
R = TI; F; is a semisimple ring iff the indexing set I is finite.

Ex. 2.3. What are semisimple Z-modules?

Ex. 2.4. Let R be the (commutative) ring of all real-valued continuous
functions on [0, I]. Is R a semisimple ring?

Ex. 2.5. Let R be a (left) semisimple ring. Show that, for any right ideal I
and any left ideal J in R, IJ = I II J. If I, J, K are ideals in R , prove the
following two distributive laws:

I II (J + K) = (I IIJ) + (I 11K),

1+ (J II K) = (I + J) II (I + K) .

Ex. 2.6. Let R be a right semisimple ring. For x, y E R, show that Rx = Ry
iff x = uy for some unit u E U(R) . (Hint. Assume Rx = Ry. By Exercise
1.17, there exists a right R-homomorphism f : xR ---> yR such that f(x) = y.
Now extend f to an automorphism of RR')

Ex. 2.7. Show that for a semisimple module M over any ring R , the follow­
ing conditions are equivalent:
(l) M is finitely generated;
(2) M is noetherian;
(3) Mis artinian;
(4) M is a finite direct sum of simple modules.

Ex. 2.8. Let M be a semisimple (say, left) module over a ring. Let {Vi: i E I}
be a complete set of nonisomorphic simple modules which occur as sub­
modules of M. Let M; be the sum of all submodules of M which are iso­
morphic to Vi, It is easy to show that M = EB;M;: the M;'s are called the
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isotypic components of M. In the following , we assume that each M, is
finitely generated. By Exercise 7, this means that each M, ~ m, V; for suitable
integers mi. Let N be any submodule of M. Show that N ~ EBin, V; for
suitable n, :::;; mi, and that M / N ~ EBi(mi - ni)V;.

§3. Structure of Semisimple Rings

In the last section, we studied various characterizing properties of left semi­
simple rings. In this section, we shall present the full structure theory of this
important class of rings, due to J.H.M. Wedderburn (1907) and E. Artin
(1927). In essence, the Wedderburn-Artin Theorem enables one to deter­
mine completely the class of (left) semisimple rings starting from the more
elementary class of division rings. This theorem, regarded by many as the
first major result in the abstract structure theory of rings, has remained as
important today as in the earlier part of the twentieth century when it was
first discovered.

As we have mentioned earlier, the definition of (left) semisimple rings we
adopted in §2 is somewhat different from the one Wedderburn originally
used . In developing the structure theory of finite-dimensional algebras (or
"systems of hypercomplex numbers," as they were called at the beginning of
the century), Wedderburn defined the radical of such an algebra A to be the
largest nilpotent ideal in A. If this (Wedderburn) radical happens to be zero ,
A is called a semisimple algebra. About twenty years later, Artin extended
Wedderburn's methods to the class of rings satisfying the Dee on left
ideals." For these rings A (now called left artinian rings), Artin showed that
there is also a largest nilpotent ideal, so the Wedderburn radical of A is still
defined . If this radical is zero, the left artinian ring A is said to be semisimple.
In his 1927 paper, Artin obtained the structure theory of these semisimple
(left artinian) rings, in full generalization of Wedderburn's earlier structure
theory of semisimple finite-dimensional algebras.

In the next section, we shall show that the Wedderburn-Artin definition of
semisimple rings agrees with the definition we gave in §2 (cf. (4.14)). In our
exposition, we do not emphasize the Wedderburn radical since it is defined
only for certain classes of rings, instead of for all rings. (In the next chapter,
we shall study more generally the Jacobson radical, which is defined for all
rings, and which agrees with the Wedderburn radical for left artinian rings.)
The definition of (left) semisimple rings we gave in (2.5) has the advantage
that it is independent of the notion of the radical; for this reason, it is more
convenient for our exposition. Actually, this definition of semisimplicity is
also quite natural, and very much in keeping with the spirit of the work of
E. Noether and H. Weyl in representation theory. We shall continue to use
this definition throughout this section.

2 Actually, Artin worked with rings satisfying both Dec and Aee on left ideals, without real­
izing that the former implies the latter , which was later proved by Levitzki and Hopkins.
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Before we proceed to the formulation of the Wedderburn-Artin Theorem,
it will be useful to first construct some examples of left semisimple rings. The
only obvious example so far is that of a division ring. If D is a division ring,
then its left modules are the left vector spaces over D. It is well-known that
any short exact sequence of vector spaces splits, so D is left (and right) semi­
simple. To produce more examples, we shall use the construction of (finite)
matrix rings. First let us prove the following elementary result on the classi­
fication of ideals in a full matrix ring.

(3.1) Theorem. Let R be a ring and Mn(R) be the ring ofn x n matrices over
R. Then any ideal I of Mn(R) has the form Mn(m) for a uniquely determined
ideal mof R. In particular, if R is a simple ring, so is Mn(R) .

Proof. If m is an ideal in R , clearly Mn(m) is an ideal in Mn(R). If m, 'S are
both ideals in R, it is also clear that m = 'S iff Mn(m) = Mn('S). Now let I
be any ideal in Mn(R) , and let mbe the set of all the (1, I)-entries of matrices
in I. This mis easily seen to be an ideal in R, and we are done if we can show
that I = Mn(m). For any matrix M = (mij), we have an identity

(3.2) EijMEk£ = mjkE;e ,

where {Eij} denote the matrix units. Assume MEl. Letting i = e= 1, the
equation above shows that mjkE\l E I, and so mjk E mfor all j , k. This shows
that Is Mn(m). Conversely, take any (aij) E Mn(m) . To show that (aij) E I,
it is enough to show that a;eE;e E I for all i,e. Find a matrix M = (mij) E I
such that a;e = mil . Then, for j = k = 1, (3.2) gives

ai€E ;e = m\lEi€ = EilMEI € E I.

The last conclusion of the Theorem is now clear. QED

In the next theorem, we study in detail the properties of a matrix ring over
a division ring.

(3.3) Theorem. Let D be a division ring, and let R = Mn(D) . Then

(1) R is simple , left semisimple, left artinian and left noetherian.

(2) R has (up to isomorphism) a unique left simple module V. R acts faith­
fully on V, and RR ~ n . Vas Rsmodules?

(3) The endomorphism ring End(R V), viewed as a ring ofright operators on
V, is isomorphic to D.

Before we proceed to the proof, a few words on notation are in order here,
concerning (3). As a rule, when we consider modules over a ring, endo­
morphisms will be written opposite the scalars. Thus , for a left module, we'll
write endomorphisms on the right of the arguments, and consequently , we'll

3 n . V (or sometimes n V) denotes the direct sum of n copies of the R-module V.
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use the right-hand rule for mapping composition. This convention means, in
essence, that we'll be using sometimes the left-hand rule and sometimes the
right-hand rule. Whichever rule is being used, however, should always be
clear from the context, as it is dictated by the side on which the mappings are
written. The adoption of this convention enables us to completely get rid of
the formation of opposite rings in the formulation of the Wedderburn-Artin
theory. Another considerable notational advantage is the following: If R is a
ring and V is a left R-module, with E = End(RV) viewed as a ring of right
operators on V, then V = RVE becomes as (R, E)-bimodule.

We now return to give the

Proofof (3.3). Since D is a simple ring, the simplicity of R follows from (3.1).
We may view R = Mn(D) as a left D-vector space, and, as such, R has finite
D-dimension n2• Since the left ideals of Rare D-subspaces of R , it is clear
that they must satisfy the DCC as well as the ACe.

Let V be the n-tuple column space D", viewed as a right D-vector space.
The ring R = Mn(D) acts on the left of V by matrix multiplication, so we
can view Vas a left R-module. In fact R may be identified with End( VD ) by
using the usual matrix representation of linear transformations. This shows
that RV is a faithful R-module, and facts in linear algebra (over a division
ring) imply that it is a simple R-module. (Alternatively, one can check by a
direct matrix calculation that, for any v i= 0 in V, R· v = V. This clearly
implies the simplicity of RV,)

Now consider the direct sum decomposition

R = 21( EB . . . EB 21n ,

where 21; (I ::s; i ::s; n) is the left ideal of R consisting of matrices all of whose
columns other than the ith are equal to zero. As a left R-module, 21; is clearly
isomorphic to RV, so RR ~ n - V is semisimple. This shows that the ring R is
left semisimple. To show the uniqueness of V, let V' be another simple left
R-module. Since V' ~ Rim for some maximal left ideal meR, V'is a
composition factor of RR. By the Jordan-Holder Theorem, it follows that
V/~ V .

Finally, let us compute E := End(RV) , We have a natural ring homo­
morphism A: D --> E defined by

v·A(d)=v·d (veV,deD).

The proof will be complete if we can show that A is an isomorphism. The
injectivity of A is clear since D acts faithfully on VD . To prove the surjectivity
of A, consider f' e E. Writing
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we have

Hence f = A(d). QED

33

In order to produce more examples of semisimple rings, we make the fol­
lowing observation on finite direct products of rings.

(3.4) Proposition. Let Ri , . . . .R, be left semisimple rings. Then their direct
product R = R 1 X ••• x R, is also a left semisimple ring.

Proof. Let R, = mil EEl ... EEl mimi' where each mij is a minimal left ideal of
R i . Viewing R, as an ideal in R, mij is also a minimal left ideal of R . From

RR = R i EEl .. . EEl R, = EB mij,
i ,j

we conclude that R is left semisimple. QED

From (3.3) and (3.4), it follows that, if DI, . .. . D, are division rings, then
for arbitrary natural numbers nl , .. . . n.,

MlnJDi) x ... x Mln,(Dr)

is a left semisimple ring. This gives a good stock of examples of left semi­
simple rings. Remarkably, it turns out that these are all the examples! This is
the content of the following celebrated result.

(3.5) Wedderburn-Artin Theorem. Let R be any left semisimple ring. Then
R ~ MIni (D i ) X ••• X Min, (Dr) for suitable division rings DI, . . . .D, and posi­
tive integers ni , . . . .n.. The number r is uniquely determined, as are the pairs
(ni,Dt}, .. . ,(nr,Dr) (up to a permutation). There are exactly r mutually
nonisomorphic left simple modules over R .

Before we give the proof of this theorem, let us first prove another classical
result , due to Issai Schur.

(3.6) Schur's Lemma. Let R be any ring, and RV be a simple left R-module.
Then End(RV) is a division ring.
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Proof. Let 0 ¥- f E End(RV) , Then im(f) ¥- 0 and ker(f) ¥- V. Since
im(f) and ker(f) are both submodules of V, it follows that im(f) = V and
ker(f) = 0; i.e.,fis invertible in End(RV) , QED

To prove the Wedderburn-Artin Theorem, let R be a left semisimple ring.
Decompose RR into a finite direct sum of minimal left ideals. Grouping these
according to their isomorphism types as left R-modules, we can write

(A)

where VI, .. . , V, are mutually nonisomorphic simple left R-modules. If V is
any simple left R-module, V is isomorphic to a quotient of RR and hence (by
the Jordan-Holder Theorem) isomorphic to some V;. Therefore {VI, . . . , V,}
is a full set of mutually nonisomorphic left simple R-modules.

Let us now compute the R-endomorphism rings of the two modules in (A),
using the convention that endomorphisms of left modules are written on the
right. For RR, the R-endomorphisms are given by right multiplications by
elements of R, so End(RR) ~ R. (This is the analogue of (1.12) for the left
regular module.) To compute Endin, VI (fl ... (fl n, V,), let D; = End( V;). By
Schur's Lemma, each D; is a division ring, and by Exercise 1.20,
Endin, V;) ~ Mni(D;). Since there is no nonzero homomorphism from V; to
Tj for i ¥- j, we have

Endin, VI (fl . . . (fl n;V,) ~ Endini VI) x x Endin, V,)

~ Mn, (Dd x x Mn,(Dr).

Thus, we get a ring isomorphism R ~ Mn,(DI) x· · · x Mn,(Dr).
To prove the uniqueness of this decomposition, suppose we have another

isomorphism
R ~ Mn;(D;) x . .. x Mn;(D;),

where D; ,... ,D; are division rings. Let V;' be the unique simple left module
over Mn~(Dn. We can also view V;' as a simple left module over R; clearly
V;' 't V/ as R-modules if i ¥- j . By (3.3) and (3.4) we have

(A') RR~n;V;'(fl .. · (fln;W·

By the Jordan-Holder Theorem, we see from (A) and (A') that r = sand
that (upon reindexing) n, = n[, and V; ~ V;' for all i. Writing R; = Mni(D[),
we have by (3.3)(3):

D: ~ EndRi(V;') ~ EndR(V;') ~ EndR( V;) = D;
for all i. QED

Since Mn,(DI ) X ... x Mn, (Dr) is right semisimple as well as left semi­
simple, we have the following interesting consequence of (3.5).

(3.7) Corollary. A left semisimple ring R is always right semisimple (and
conversely).
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From now on, we may , therefore, speak of "semisimple rings" without the
adjectives " left" or "right."

Note that the existence of an isomorphism

R ~ Mnl (DI) x . . . x Mn,(Dr)
in (3.5) amounts to the fact that there are ideals BI , . . . , B, in R such that
R = BI EB . .. EB Br, and that, as a ring, each B; is isomorphic to the simple
ring Mnj(D;) . The following general lemma on direct decompositions of a
ring implies that the B;'s are not only determined up to isomorphism as
rings, but they are, in fact , uniquely determined as ideals in R. In the sequel,
we shall call them the simple components (or Wedderburn components) of the
(semisimple) ring R.

(3.8) Lemma. Let R be a ring with nonzero ideals B(, .. . .B, and C\ , ... , C,
such that

R = B1 EB ... EB B, = CI EB . . . EB Cs

and such that each B; as well as each Cj is indecomposable as an ideal (i.e., not
a direct sum of two nonzero subideals). Then r = s, and after a permutation of
indices, B; = C; for 1 ~ i ~ r.

Proof. Viewing the B;'s as rings, R ~ B1 X . • . x B; Under this isomorphism,
the ideal Cl in R corresponds to an ideal II x . . . x I, where each I; is an
ideal in B; (see Exercise 1.8). Since Cl is indecomposable as an ideal , all but
one I; must be zero. After a permutation of indices, we may assume
l: = . .. = I, = 0, and so Cl ~ B\ . Similarly , we have B, ~ C; for some i.
But then C\ ~ C; implies that i = 1; hence C1 = BI • Repeating the same
argument for the other C/s, we obtain the desired conclusion. QED

Let R be a semisimple ring. By (3.5) and (3.8), we know that R has a finite
number of uniquely determined simple components: they are minimal (two­
sided) ideals in R, and R is their direct sum. One may ask the following
natural question: Is it possible to give a more intrinsic construction of
these simple components? We shall show that this is indeed possible, even
independently of the proof we have given for (3.5). In particular, the con­
struction below provides a second route to the existence of the " simple
decomposition" of R.

For any minimal left ideal ~ in a ring R, let Bm be the sum of all the
minimal left ideals of R which are isomorphic to ~ as left R-modules. The
following general properties of Bm are valid without any assumptions on the
ring R.

(3.9) Lemma. (1) Bill is an ideal of R. (2) If~ , ~' are minimal left ideals
which are not isomorphic as left R-modules, then Bm. Bm, = 0.

Proof. For (1), it is enough to show that, if'B is a minimal left ideal with
'B ~ ~ (as left R-modules), then 'B . r ~ Bm for any r E R. But 'B . r (as a left
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R-module) is a homomorphic image of !8, so we can only have !8 . r = 0
or !8 . r ;;; !8 ;;; 21. In either case, !8 . r £; B« . For (2), it is enough to show
that 21· 21' = O. Assume, on the contrary, that 21· a' =P 0 for some a' E 21'.
Since 21' is a minimal left ideal , we must have 21 · a' = 21'. But then
21 ;;; 21 . a' = 21' (as left R-modules), a contradiction. QED

Now assume R is a semisimple ring. We can decompose RR as

21) El1 .. . El1 21r El1 ... El1 21n

where each 21 j is a minimal left ideal. We may assume the indexing is
arranged in such a way that 21), . . . ,21r are pairwise nonisomorphic (as left
R-modules), and that each 21 j is isomorphic to (exactly) one of 21), .. . ,21r •

Let B, = Bm; (1 ~ i ~ r). By (3.9)(1), these are ideals in R; their sum includes
all 21 j (1 ~ i ~ n), and so must be equal to R. By (3.9)(2), we also have
B, . Bj = 0 for i =P j ; from this, we see easily that

(*) R = B ) El1 ... El1 B:

Note that for any minimal left ideal 21 of R, we have (by the Jordan-Holder
Theorem) 21 ;;; 21 j for some i ~ r, and so Bm = B, for the same i. (The B;'s
are just the isotypic components of RR in the sense of Exercise 2.8. Thus,
the direct sum decomposition in (*) would also have followed from that
exercise.) Finally, we claim that,for each i, B, is a simple, left artinian ring.
The fact that B, is left artinian is clear, since R itself is left artinian (by (2.6))
and B, is a homomorphic image of R. To see that B, is simple, let I =P 0 be an
ideal of Bi. Then I is also an ideal in R , and so I contains a minimal left ideal
21 of R. By what we said earlier, Bm is one of B), ... .B); since Bm contains
21 £; Bi, we must have Bm = Bi. We finish by showing that any minimal
left ideal !8 ~ 21 is contained in I, for then we must have I ;2 Bm = Bi. Fix
an R-module isomorphism rp: 21 -+ !8. Since 21 is a direct summand of RR,
we have 21 = R · e for some idempotent e E 21 (see Exercise 1.7). Then 21 · e =
(R . e)e = 21, and so

!8 = rp(21) = rp(21 · e) = 21 . rp(e) £; I ,

as desired.
Note that, by the above method, we have decomposed the semisimple ring

R into a finite number of simple components, independently of the proof of
(3.5). As a by-product of this construction, we have the following variation
of the Wedderburn-Artin Theorem, characterizing the class of simple left
artinian rings.

(3.10) Theorem. Let R be a simple ring. The following statements are
equivalent:

(1) R is left artinian.

(2) R is (left) semisimple.

(3) R has a minimal left ideal.

(4) R ~ Mn(D) for some natural number n and some division ring D.
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Proof. Since R is simple, (2) {::} (4) follows from (3.5). Thus we need only
show the equivalence of (1), (2), and (3). Now (1)~ (3) is obvious, and
(2)~ (1) is done in (2.6), so the only implication left is (3)~ (2). Let 21 be a
minimal left ideal of R and consider the ideal Bm. Since R is simple, Bm= R.
But then RR is a semisimple R-module, so (2) follows. QED

From the equivalences in (3.10), it follows that if a simple ring R is left
artinian, then it is also right artinian (and conversely, by symmetry). For
brevity, we shall henceforth refer to such a ring R as a simple artinian ring,
without the adjectives " left" or "right." Note that, by (2.6), such a ring is
also left and right noetherian.

The classification of simple artinian rings as matrix rings over division
rings is usually regarded as a part of the Wedderburn-Artin Theorem. There
are several possible ways to arrive at this classification. We have described
one approach in the foregoing. Because of the great importance of the
Wedderburn-Artin Theorem, it will be worthwhile to describe another
approach, due to M. Rieffel. This approach is no more complicated than the
one we have already described, and yet it gives a more general result which is
meaningful for any simple ring (not just the ones satisfying the descending
chain condition). The result is the following.

(3.11) Theorem. Let R be a simple ring, and 21 be a nonzero left ideal. Let
D = End(R21) (viewed as a ring of right operators on 21). Then the natural
map f : R --+ End(21D) is a ring isomorphism.

(In the literature, this property of R21 is sometimes referred to as the
" Double Centralizer Property.")

Proof (M. Rieffel). By definition, the natural map f takes r E R to the left
multiplication by r on 21. Thisfis a ring homomorphism into End(21D ) (the
latter being viewed as a ring of left operators on 21). Since R is simple, f is
injective; we finish by showing that f is surjective. First let us show that, for
r E 21 and h E E := End(21D) , we have

(3.12) h . f(r) = f (h(r)) E E.

In fact, for any a E 21, right multiplication by a on 21 gives an element in D,
so h(ra) = h(r)a. From this, we have

(h· f(r))(a) = h(ra) = h(r)a = f(h(r))(a) ,

hence (3.12). From (3.12), it follows that E . f(21) ~ f(21). Since R is simple
and 21 #- 0, we have 21 . R = R and so f(R) = f(21)f(R). But then

E . f(R) = E . f(21)f(R) ~ f(21)f(R) = f(R) ,

so f(R) is a left ideal in E. Since f(R) clearly contains the identity of E, this
implies that f(R) = E. QED
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Using the theorem above, it is easy to give another proof of the structure
theorem for simple left artinian rings (or simple rings with minimal left ideals).

(3.13) Corollary. Let R be a simple ring with a minimal left ideal. Then
R ~ Mn(D) for some n and some division ring D, both of which are uniquely
determined.

Proof. The uniqueness of nand D follows from (3.3). To prove their
existence, let m: be any minimal left ideal of R. By Schur's Lemma,
D := End(Rm:) is a division ring, so m: is a right vector space over D. By
(3.11), we have R ~ E := End(m:D). Thus, E is simple. If dimDm: is infinite,
the set of endomorphisms of finite rank in E would give an ideal different
from (0) and E. Thus, we must have n := dimDm: < 00 , and hence R ~ E ~

Mn(D), as desired. QED

Now let R be any semisimple ring. Using the "Bm" construction, we have
a unique decomposition of R into its simple components, say

R = B1 x ·· · x B:

Each B; is a simple left artinian ring, so by (3.13), B; ~ Mni(D;) for some
integer n, and some division ring D;. This gives a second proof of the
Wedderburn-Artin Theorem.

In later chapters (and in Lectures), when we go more deeply into the study
of the structure of rings, we will find several results which are of the same
genre as the Wedderburn-Artin Theorem. For instance, Jacobson's structure
theorem on left primitive rings and Morita's theorem on the equivalence of
module categories are both more powerful results than the Wedderburn­
Artin Theorem, and may be regarded as generalizations of it. To prove these
more powerful results, we shall need to use certain new ideas and methods.
In the special case of simple (left) artinian rings, these higher methods will
yield two more proofs of the structure theorem (3.13) for such rings. How­
ever, in order to preserve the historical perspective of this structure theorem,
we have refrained in this section from using the more powerful methods of
primitive rings or the tools of category equivalences. In this way, we have
tried to make the exposition of the Wedderburn-Artin Theorem as ele­
mentary as possible. Later , when we study the more general theorems
of Jacobson and Morita, we will be able to see how the main idea of the
Wedderburn-Artin Theorem evolved into its various higher forms.

To conclude our discussion of the Wedderburn-Artin Theorem, let us
remark on two of its special cases. Let k be a field and let R be a finite­
dimensional k-algebra. Since any left (or right) ideal of R is a k-subspace of
R, any chain of such ideals has bounded length. In particular, R is left (and
right) noetherian and artinian. If R is a simple algebra, we have by (3.13)
R ~ Mn(D) for some n and some division ring D. Since D is characterized as
the R-endomorphism ring of the unique left simple R-module V, D has also
the structure of a (finite-dimensional) k-algebra. Similarly, if R is a finite-
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dimensional semisimple k-algebra, then

R';;i, Mn,(DI) x .. . x Mn,(Dr),

where each D; is a finite-dimensional k-division algebra. We sha ll refer to
this fact as the Wedderburn Theorem, since this was the case originally
treated by Wedderburn in his 1907 paper. If the ground field k is algebrai­
cally closed, each D; must be k itself and we have

R';;i, Mn, (k ) x . . . x Mn,(k) .

In the special case when k = C, this fact goes back even earlier to the
Estonian mathematician T. Molien.

If we work in the category of commutative rings, the Wedderburn-Artin
Theorem is basically an easy result. Since simple commutative rings are just
fields, the decomposition argument following (3.9) shows that any semisimple
commutative ring is a finit e direct product offields (and conversely). Rings of
this type occur, for instance, in linear algebra. Recall that a linear operator T
on a finite-dimensional vector space V over a field k is said to be semisimple
iff any T-invariant subspace of V has a T-invariant complement. Assuming
some future results (cf. (I Ll) and (11.7) (1)), it can be seen that Tis semi­
simple iff the subalgebra k [T] of Endk( V) is semisimple. Now if m(x ) is the
minimal polynomial of T, and

m(x ) = ml (x) e l •• • mr(xr ' E k [x ],

where the m;(x )'s are distinct irreducible factors , then

(3.14)
_ k [x] _ r k [x]

k [T] = (m(x)) = J] (m;(x)ei )'

This gives a decomposition of k [T] into a finite direct sum of indecom­
posable ideals. From (3.8), it follows that k [T] is semisimple iff each

k [x]/ (m;(x)ei
)

is a field; i.e., iff each e, = 1. This is a well-known characterization of semi­
simple operators in linear algebra. Note that, in the special case when k is
algebraically closed, this characterization boils down to : Tis semisimple iff it
is diagonalizable.

Since we have completely determined the structure of artinian simple
rings, one may wonder how much of this structure theory can be extended to
non artinian simple rings. For left noetherian simple rings, there does exist
a fairly substantial structure theory (see, for instance, Cozzens-Faith [75]);
however, the structure of general simple rings remains difficult. We shall not
go into this subject in this book. To close this section , we shall, instead, give
some examples of nonartinian simple rings. This will serve to beef up our
stock of nontrivial examples of rings started in §1.

The first example to be constructed is based on the following observation.
Suppose we have a chain of rings
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which share the same identity; if each R, is a simple ring, then so is the
union

R= URi'
i~ O

In fact, let I be a nonzero ideal in R. Then I 11 R, # 0 for some i , and I 11 R,
is an ideal in Ri. Since R, is simple, 111 R, contains 1, and so 1= R. To
construct an explicit example, let D be a fixed division ring and consider
R, = fMIz i(D) (i ~ 0). We shall regard R, as a subring of Ri+l by identifying

. . . I . I (M 0)a 2' x 2' matrix M with the 21+ x 21+ matrix 0 . In this way, we
have a chain of simple rings M

Ro S;;; R 1 S;;; Rz S;;; " ' ,

where Ro = D. Let R be their union. This is a simple ring; however, we shall
show below that it is not (left) artinian. For i ~ 0, let ei be the matrix unit in
R, with 1 in the (1, 1)-position , and zeros elsewhere. Each e, is to be viewed
as an element of R by using the embeddings

Ris;;;Ri+l S;;; •• • s;;;R.

It is easy to see that, for every i , ei+1 = ei+lei E RHI. Hence we have a
descending chain

of left ideals in R. We shall show that this is a strictly descending chain by
showing that, for each i, e, ¢ ReHI . This will complete the proof that R is a
nonartinian simple ring. Assume, for the moment, that e, E ReHI . Then
e, E Rjei+l for some j > i, so ei = Mei+l E Rj for some 2j x 2j matrix M.
However, the (2 i + 1,2 i + 1) entry of MeHI is 0, and the (2 i + 1,2 i + 1)
entry of e, (viewed as a matrix in Rj ) is 1.This gives the desired contradiction.
We leave it to the reader to show that the ring R here is also not left (or
right) noetherian.

To get a second example of a nonartinian simple ring, let D be a division
ring as before, and let

V= EEl e.D
i~l

be a right D-vector space of countably infinite dimension. Let E = End (VD)

and let I be the ideal of E consisting of endomorphisms of finite rank. We
claim that the quotient R := E / I is a simple ring. To see this, let m: be any
ideal of R properly containing I; we fix an endomorphism g E m:\I. It suffices
to show that, for suitable endomorphisms f,h E E, we have fgh = 1, for
then m: must be the unit ideal. Write V = ker g EF> U and let {UI, ui, ...} be a
basis for U. Then {g(ud ,g(uz), .. .} are linearly independent, so there exists
fEE which sends each g(Ui) to ei. Finally, let hE E be the endomorphism
which sends each ei to Ui. Then fgh(ei) = f(g(U i)) = e, for any i, so we have
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I gh = I, as desired. Next, we claim that the simple ring R is not left no­
etherian. To see this , we choose another basis of V consisting of the vectors

{Wij: I~i<oo , I~j<oo} ,

and, for n ~ I, let

21n = {f EE : I(wij) = 0 for r z x and j z I}.

Then, 0 = 211 ~ 212 ~ . . . is a chain of left ideals in E. We finish by showing
that

21, + I ~ 212 + I ~ 213 + I ~ . . .

is a strictly increasing chain. To show that

21n + I S; 21n+1 + I ,

consider an endomorphism I E 21n+1 with the property that I(wnj) = Wnj for
allj. If 1= h + k where h E 21n and k E I, then

Wnj = I(wnj} = h(Wnj) + k( wnj} = k(Wnj)

for all j. But then k( V) ;2 Ej~' wnjD, contradicting the fact that k is an
endomorphism of finite rank. This shows that R is not left noetherian, and
hence also not left artinian, by (3.3) and (3.10). More explicitly, a strictly
decreasing chain of left ideals containing I can be constructed by using the
same idea: we simply take

!Bn = {f E E: I(wij) = 0 for i ~ nand j ~ I}

and show , as before, that

iB, + I 2 iB2 + I 2 . . . .

For further properties of the ring E, see Exercises 14 and 15 below.
To conclude this chapter, we shall present some more constructions of

nonartinian simple rings by using skew polynomials and skew Laurent
polynomials. We first consider the case of the differential polynomial ring
k[x;J], where J is a derivation on the ring k. Let us call an ideal 21 of k a
J-ideal if J(21) ~ 21. We shall say k is J-simple if k =f (0) and the only J-ideals
in k are (0) and k. Using these notions, we have the following characteriza­
tion for k[x;J] to be a simple ring , in the case when k is a !I)-algebra.

(3.15) Theorem. For any !I)-algebra k with a derivation J, R = k[x;J] is a
simple ring iffk is o-simple and J is not an inner derivation on k .

Proof. First assume J is inner, so that, for some c E k , J(b) = cb - be for all
b E k. Then, as we have observed in (1.9), R = k[t] for t = x - c, so R is
clearly not simple. Next assume k has a J-ideal 21 =f (0), k. Then

I := {L a.x' E R: all ai E 21} = 21 . R
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is an ideal of R since
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if all a, E~. Since I =1= (0), R , again R is not simple. This proves the "only
if" part of the theorem. To prove the converse, assume k is o-simple , but R is
not simple, with, say, an ideal I =1= (0) , R. We finish by showing that 0 must
be inner. To see this, let n be the minimum degree for the nonzero (left)
polynomials in I, and let ~ be the set of leading coefficients a of polynomials
f E I of degree n, together with O. Observing that

xf - fx = o(a)xn+ ... ,

we see easily that ~ is a (nonzero) o-ideal of k, so 1 E ~; i.e., there exists a
polynomial g = x" + dxn- I + .. . in I . Since I =1= R,n > O. For any b e k , we
see easily by induction that x"b = bx" + nJ( b)xn- I + ..., so

bg - gb = (bd - db - nJ(b))xn-1 + (lower-degree terms) .

Since bg - gb E I (and iQ s k), we see that

for every b e k, so 0 is an inner derivation. QED

(3.16) Corollary (Amitsur). Let k be any simple ring of characteristic O. Then
for any non-innerderivation 0 on k, R = k[x;o] is a nonartinian simple ring.

Proof. The center C of k is a field (by Exercise 3.4 below), so char k = 0
implies that iQ s C; i.e., k is a iQ-algebra. Obviously k is o-simple, so the
theorem applies. The descending chain of left ideals

RX2Rx22 ...

shows that R is not (left) artinian. QED

(3.17) Corollary. Let ko be any simple ring (resp. , domain) ofcharacteristic O.
Then the Weyl algebras An(ko) (n ~ 1) are all nonartinian simple rings (resp.,
domains).

Proof. Since An(ko) = Al (An-I (ko)), it suffices to prove the Corollary for
n = 1. The fact that Al(ko) is nonartinian follows as in the last corollary. To
show that Al(ko) is simple, we use the identification AI(ko) = ko[Y][x;o],
where 0 = d jdy on k = ko[Y] ' Since y is in the center of ko[Y] but o(y) = 1,
we see that 0 is not an inner derivation on k. We finish by showing that,
though k is not simple, it is o-stmple. Let ~ be any nonzero o-ideal of k. If
f = ay" + ...has minimal degree n among the nonzero (left) polynomials in
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0(1) = df = nayn-I + ... E ~
dy

implies that na = O. Since a i= 0 and CD c ko, we must have n = O. Thus
f = a E ~ n ko, and the fact that ko is a simple ring implies that 1 E ~ n ko,
so ~ = ko[Y]. QED

Though the An(ko)'s are not artinian, it can be shown that they are noe­
therian if the ground ring ko is noetherian. Thus, (3.17) provides an inter­
esting class of noetherian simple rings (resp., domains) . We note, however,
that the assumption on the characteristic of ko is essential in (3.17). In fact, if
ko has characteristic p > 0, then in

AI (ko) = ko<x, y)/(xy - yx - 1),

we have (by induction on m) xmy - yxm = mx m-I, and hence xt' commutes
with y (as well as with x). Therefore Al (ko)xP is a nonzero ideal SAl (ko), so
Al (ko) is not simple. Similarly, the higher Weyl algebras are also not simple.

Next we shall present the analogue of (3.15) for skew Laurent poly­
nomials. Here, we start with a base ring k equipped with an automorphism
a, and consider the ring R = k[x, X-I ; a] of skew Laurent polynomials
defined in (1.8). The elements of R have the form 'L.:=r a.x' where a, E k ,
r S s in 71. , and multiplication for elements of R is induced by the rule
x'a = ai(a)x i. The innerorderof a is the smallest natural number n such that
an is an inner automorphism of k. If no such natural number n exists, we say
that a has infinite inner order. In analogy to the case of derivations consid­
ered before, we call an ideal ~ £; k a a-ideal if a(~) = ~, and we say that k
is a-simple if k i= (0), and the only a-ideals of k are (0) and k . Using this
terminology , we can give an explicit criterion for R = k[x,X-I ; a] to be
simple, in analogy to (3.15). Our presentation here follows a paper of D.A.
Jordan [84] .

(3.18) Theorem. For k and R = k[x, x -I ;a] as above, thefollowing statements
are equivalent:

(l) R is a simple ring.

(2) k is a-simple and a has infinite inner order.

(3) k is a-simple, and there is no natural number mfor which am is an inner
automorphism ofk inducedby a unit ofk fixed by a.

Proof. First we prove (2) <=> (3), which can be done without reference to the
ring R. Of course, we need only prove (3) :::} (2). Suppose, for some n ~ 1, an
is an inner automorphism, say an(r) = brb:" for all r, where b e U(k). Let
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a = b -a(b) . a2(b)· · · an-I (b) E U(k). Since an(b) = b, we have

a(a) = a(b)a2(b) .. . an(b)

= a(anb)a2(anb)· ··an(anb)

= an(a(b)a2(b)·· · an(b))

= b(a(b)a2(b) .. 'an(b))b- I

= aan(b)b- I = a.

Now consider the inner automorphism of k induced by the unit ai(b) (i ~ 0).
For C E k, we have

ai(b)cai(br l = ai(ba- i(c)b- I)

= a'to" (a- i (c)))

= an(c).

Thus , the inner automorphism induced by ai(b) (for any i ~ 0) is an. It fol­
lows that the inner automorphism induced by a = b . a(b) . . . an-I (b) is an2.

Since a(a) = a, this gives what we want.
Next we shall prove (I) ::::} (3). Assuming (1), let ~ # 0 be a a-ideal in k.

Then ~[x, x- I;a] is easily seen to be a (nonzero) ideal in R. Therefore we
must have ~[x, x-I ;a] = R, and so ~ = k . Next , assume that, for some
n ~ 1, there is a unit a E U(k ) fixed by a such that an(c) = aca- 1 for all
c E k. We claim that a-I x n is in the center of R. To see this, it suffices to
show that a- Ix" commutes with x and with any c E k. This is seen as follows:

x -a-I x" = a(a- I)xn+1 = a-I xn+1 = a- Ix" . x ,

a-Ixn . c = a-Ian (c)xn = a-I . aca-Ixn = c · a-I xn.

Therefore, 1 + a-I x" is central in R, and , being a nonunit, it generates an
ideal #(0), R in R, contradicting (1).

We finish by proving now (3) ::::} (1). Assuming (3), let 1# 0 be an ideal in
R. Clearly , In k [x; a] # O. The leading coefficients of the nonzero poly­
nomials in In k[x;a] of minimal degree (say n), together with 0, form a
nonzero ideal ~ in k. If

b.x" + ...+ bo E I n k[x;a],

we also have

x(bnx n+ .. .+ bO)x-1
E I n k[x;a];

hence a(bn) E ~, and similarly a -I (bn) E ~. This shows that a(~) = ~ and
so, by (3), ~ = k. Using this, we can find a monic polynomial

f (x ) = xn + an_IXn- 1 + ...+ ao E In k[x ;a].

The polynomials f( x) - xf(x)x- I and cf(x) - f( x)a-n(c) (for c E k) both
belong to In k [x;a] and have degree < n. Hence they must be both zero,
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which shows that a, = a(ai) and ca, = aiai-n(c) for all c E k and i :5 n - 1.
In particular, aik = ka., and this is a a-ideal in k . If some a, =F 0, then, by (3),
we must have a.k = ka, = k, so a, E U(k). But then c = aiai-n(c)ajl , and
hence an-i(c) = a.cat"; for all c E k, in contradiction to (3). Thus, all a, must
be zero, and so f(x) = x" E I . Since x" E U(R) , we have now I = R, as de-
sired. QED

The following easy consequence of (3.18) yields another large family of
nonartinian simple rings.

(3.19) Corollary. Let k be any fi eld with an automorphism a of infinite order.
Then R = k[x,x-I; a] is a nonartinian simple domain.

Proof. The simplicity of the domain R follows from (3.18). The descending
chain of left ideals

shows that R is not (left) artinian. (In general, a domain R can never be left
or right artinian, unless it is a division ring: see Exercise 1.19.) QED

Exercises for §3

Ex. 3;1. Show that if R is semisimple, so is IW1J n (R).

Ex. 3.2. Let R be a domain. Show that if IW1J n (R ) is semisimple, then R is a
division ring.

Ex. 3.3. Let R be a semisimple ring.
(a) Show that any ideal of R is a sum of simple components of R.
(b) Using (a), show that any quotient ring of R is semisimple.
(c) Show that a simple artinian ring S is isomorphic to a simple component
of R iff there is a surjective ring homomorphism from R onto S.

Ex. 3.4. Show that the center of a simple ring is a field, and the center of a
semisimple ring is a finite direct product of fields.

Ex. 3.5. Let M be a finitely generated left R-module and E = End(RM).
Show that if R is semisimple (resp. simple artinian) , then so is E.

Ex.3.6A. Let M be a left R-module and E = End(RM). If RM is a semi­
simple R-module, show that ME is a semisimple E-module.

Ex. 3.6B. In the above Exercise, if ME is a semisimple E-module, is RM
necessarily a semisimple R-module?

Ex. 3.7. Let R be a simple ring which is finite-dimensional over its center k.
(k is a field by Exercise 4 above.) Let M be a finitely generated left R-module
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and let E = End(RM). Show that

(dimk M)2 = (dimk R)(dimk E).

Ex.3.8. For R as in Exercise 7, show that R is isomorphic to a matrix algebra
over its center k iff R has a nonzero left ideal 21 with (dimk 21)2 ::;; dimi. R.

Ex. 3.9. (a) Let R, S be rings such that Mlm(R) ~ Mln(S) . Does this imply
that m = nand R ~ S?
(b) Let us call a ring A a matrix ring if A ~ Mlm(R) for some integer m ;;::: 2
and some ring R. True or False: "A homomorphic image of a matrix ring is
also a matrix ring"?

Ex. 3.10. Let R be any semisimple ring.
(1) Show that R is Dedekind-finite, i.e. ab = I implies ba = I in R.
(2) If a E R is such that I = aR is an ideal in R, then I = Ra.
(3) Every element a E R can be written as a unit times an idempotent.
Remark. (3) expresses the fact that semisimple rings are "unit-regular": for a
more general view of this, see Exercises 4.l4B and 4.14C.

Ex. 3.lt. Let R be an n2-dimensional algebra over a field k . Show that
R ~ Mln(k) (as k-algebras) iff R is simple and has an element whose minimal
polynomial over k has the form (x - a1)·· · (x - an) where al, "" an E k.
(Hint. For the "if" part, produce a chain of left ideals of length n in R, and
apply the Wedderbum-Artin Theorem.)

Ex. 3.12. For a subset S in a ring R, let anne(S) = {a E R : as = O} and
ann,(S) = {a E R : Sa = O}. Let R be a semisimple ring, I be a left ideal and
J be a right ideal in R. Show that anne(ann,(I)) = I and ann,(anne(J)) = J .

Ex. 3.13. Let R be a simple, infinite-dimensional algebra over a field k.
Show that any nonzero left R-module V is also infinite-dimensional over k.

Ex. 3.14. (Over certain rings, the "rank" of a free module may not be
defined.) Let D be a division ring, V = EB:I e.D, and E = End( VD ) . Define
11'/2 E E by 11 (en) = e»; I2(en) = e2n-l for n ;;::: 1. Show that {II '/2} form a
free E-basis for EE. Therefore, as right E-modules, E ~ E 2; using this, show
that Em ~ En for any finite m,n > O!

Ex. 3.15. Show that the ring E above has exactly three ideals: 0, E, and the
ideal consisting of endomorphisms of finite rank.

Ex. 3.16. Generalize the exercise above to the case of E = End(VD) , where
dimj, V = (X is an arbitrary infinite cardinal. (Hint. For any infinite cardinal
fJ ::;; «, let Ep be the ideal of E consisting of all endomorphisms of rank < fJ.
Show that the ideals of E are: 0, E, and all the Ep's. It follows, in particular,
that E / Erx is a simple ring.)

Ex. 3.17. (K.A. Hirsch) Let k be a field of characteristic zero, and (aij) be an
m x m skew symmetric matrix over k. Let R be the k-algebra generated by
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Xl, • • . ,Xm with the relations X;Xj - XjX; = aij for all i, j . Show that R is a
simple ring iff det(aij) =I- O. In particular, R is always nonsimple if m is odd.
(Hint. After a congruence transformation, we may assume that (aij) consists

of a number of diagonal blocks (~I ~) together with a zero block of size

r ~ O. If r > 0, Xm generates a proper ideal in R. If r = 0, then m = 2n for
some n, and R is the nth Weyl algebra An(k) over k.)

Ex. 3.18. (Quebbemann) Let k be a field of characteristic zero, and let R be
the Weyl algebra AI (k) with generators X , y and relation xy - yx = 1. Let
p(y) E k[y] be a fixed polynomial.
(a) Show that R . (x - p(y)) is a maximal left ideal in R, and that the simple
R-module V = R j R . (x - p(y)) has R-endomorphism ring equal to k .
(b) Show that R ---+ End( Vk ) is injective but not an isomorphism.
(Hint. Identify V with k[y] and show that X - p(y) acts as differentiation on
k[y] . If v(y) E V \ {O} has degree m, R · v(y) contains (x - p(y))m . v, which
is a nonzero constant. Finally, let f E End(RV) and let f(l) = g(y). Then
f(x · I) = xf(l) shows that dgjdy = O. Therefore g E k and f(v(y)) =
f(v(y) . I) = v(y)g .)

Ex. 3.19. True or False: "If I is a minimal left ideal in a ring R, then Mn(I)
is a minimal left ideal in Mn(R)"?

Ex. 3.20. Let 21; (I ::;; i s;n) be ideals in a ring R, and let 21 = n ;21;. If each
Rj21; is semisimple, show that R j21 is semisimple.

Ex. 3.21. For any finitely generated left module M over a ring R, let J.l(M)
denote the smallest number of elements that can be used to generate M . If R
is an artinian simple ring, find a formula for J.l(M) in terms of £(M) , the
composition length of M .

Ex. 3.22. (I) Generalize the computation of J.l(M) in the above exercise to
the case of a finitely generated left module M over a semisimple ring R.
(2) Show that J.l is subadditive, in the sense that J.l(M <£> N) ::;; J.l(M) + J.l(N)
for finitely generated R-modules M , N .
(3) Show that N ~ M =} J.l(N) ::;; J.l(M) .

Ex. 3.23. Show that a nonzero ring R is simple iff each simple left R-module
is faithful.

Ex. 3.24. (Jacobson) A subset S in a ring R is said to benil (resp. nilpotent)
if every S E S is nilpotent (resp. if S'" = 0 for some m, where S'" denotes the
set of all products Sl . . . Sm with S; E S).
(I) Let R = Mn(D) where D is a division ring. Let S ~ R be a nonempty nil
set which is closed under multiplication. Show that S" = O.
(2) Let R be any semisimple ring . Show that any nonempty nil set S ~ R
closed under multiplication is nilpotent.



CHAPTER 2

Jacobson Radical Theory

Historically , the notion of the radical was a direct outgrowth of the notion of
semisimplicity. It may be somewhat surprising, however, to remark that the
radical was studied first in the context of nonassociative rings (namely, finite­
dimensional Lie algebras) rather than associative rings. In the work of
E. Cartan, the radical of a finite-dimensional Lie algebra A (say over C) is
defined to be the maximal solvable ideal of A: it is obtained as the sum of all
the solvable ideals in A. The Lie algebra A is semisimple iff its radical is zero,
i.e., iff it has no nonzero solvable ideals. Cartan characterized the semi­
simplicity of a Lie algebra in terms of the nondegeneracy of its Killing form,
and showed that any semisimple Lie algebra is a finite direct sum of simple
Lie algebras . Moreover, he classified the finite-dimensional simple Lie alge­
bras (over C). Therefore, the structure theory of finite-dimensional semi­
simple Lie algebras is completely determined .

The theory of semisimple rings we developed in the last chapter may be
viewed as the analogue of Cartan's theory in the context of associative rings.
It was developed by Molien and Wedderburn for finite-dimensional (asso­
ciative) algebras, and generalized later by Artin to rings satisfying the de­
scending chain condition. In the last chapter, we based the development of
this theory on the use of semisimple (or completely reducible) modules; this
treatment is somewhat different from the original treatment of Wedderburn.
In developing the theory of finite-dimensional algebras over a field, Wed­
derburn defined for every such algebra A an ideal, rad A , which is the largest
nilpotent ideal of A, i.e., the sum of all the nilpotent ideals of A. In par­
allel with Cartan's theory , the (finite-dimensional) algebra A is semisimple
iff its radical is zero. Such an algebra A is (uniquely) the direct product
of a finite number of finite-dimensional simple algebras Ai , and each Ai is

48
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(uniquely) a matrix algebra over a finite-dimensional division algebra. This
beautiful theory of Wedderburn laid the modern foundation for the study of
the structure of finite-dimensional algebras. Artin extended Wedderburn's
theory to rings with the minimum condition (appropriately called Artinian
rings). For such rings R, the sum of all nilpotent ideals in R is nilpotent , so R
has a largest nilpotent ideal rad R, called the Wedderburn radical of R . As
we saw in the last Chapter, Wedderburn's theory of simple and semisimple
algebras can be extended successfully to rings satisfying the descending chain
condition on one-sided ideals.

What about rings which do not satisfy Artin's descending chain condition?
For these rings R, the sum of all nilpotent ideals need no longer be nilpotent;
thus, R may not possess a largest nilpotent ideal, and so we no longer
have the notion of a Wedderburn radical (see Ex. 4.25). The problem of
finding the appropriate generalization of Wedderburn 's radical for arbitrary
rings remained untackled for almost forty years. Finally, in a fundamental
paper in 1945, N. Jacobson initiated the general notion of the radical of
an arbitrary ring R: by definition, the (Jacobson) radical, rad R, of R is the
intersection of the maximal left (or maximal right) ideals of R. For rings
satisfying a one-sided minimum condition, the Jacobson radical agrees with
the classical Wedderburn radical, so, in general, the former provides a good
substitute for the latter. Ever since its inception, Jacobson 's general theory
of the radical has proved to be fundamental for the study of the structure of
rings. In this chapter , we shall present the basic definition and properties
of the Jacobson radical, and study the behavior of the radical under cer­
tain changes of rings. In the next chapter, we shall apply this material to
the representation theory of algebras and groups, and explain the basic
connections between ring theory and group representation theory, with some
applications to group theory itself.

Needless to say, this chapter is a beginning, not an end. Having defined
the Jacobson radical for arbitrary rings, we are led to a more general notion
of semisimplicity: a ring R is called Jacobson (or J-) semisimple if rad R = O.
These J-semisimple rings generalize the semisimple rings in Chapter I, and
therefore should play an important role in the study of rings possibly not
satisfying the descending chain condition. We shall try to develop this theme
in more detail in Chapter 4. Also, there are several other radicals which can
be defined for arbitrary rings, and which provide alternative generalizations
of the Wedderburn radical. These other radicals may not be as fundamental
as the Jacobson radical, but in one way or another, they reflect more accu­
rately the structure of the nil (and nilpotent) ideals of the ring, so one might
say that these other radicals resemble the Wedderburn radical more than
does the Jacobson radical. However, we can do only one thing at a time. So,
in this chapter, we focus our attention on the Jacobson radical; other kinds
of radicals (upper and lower nilradicals and the Levitzki radical) will be
taken up in a future chapter.
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2. Jacobson Radical Theory

As we mentioned in the Introduction, the Jacobson radical of a ring R ,
denoted by rad R, is defined to be the intersection of all the maximal left
ideals of R. Note that if R #- 0, maximal left ideals always exist by Zorn's
Lemma, and so rad R #- R. If R = 0, then there are no maximal left ideals;
in this case, of course, we define the Jacobson radical to be zero.

In the definition of rad R above , we used the maximal left ideals of R , so
rad R should be called the left radical of R , and we can similarly define the
right radical of R (by intersecting the maximal right ideals). It turns out,
fortuitously, that the left and right radicals coincide , so the distinction is,
after all, unnecessary. We shall now try to prove this result: this is done by
obtaining a left-right symmetric characterization of the (left) radical rad R.
First we prove a lemma characterizing the elements of rad R in terms of the
left-invertible elements of R, and in terms of the simple left R-modules.

(4.1) Lemma. For y E R , the following statements are equivalent:

(I) y E rad R;

(2) I - xy is left-invertible for any x E R;

(3) yM = °for any simple left R-module M .

Proof. (I)::::} (2) Assume y E rad R. If, for some x, I - xy is not left­
invertible, then R · (I - xy) S R is contained in a maximal left ideal m of R.
But I - xy E m and y E m imply that I E m, a contradiction.

(2) ::::} (3) Assume ym #- °for some m e M . Then we must have
R · ym = M. In particular, m = x -ym for some x E R, so (I - xy)m = 0.
Using (2), we get m = 0, a contradiction.

(3) ::::} (I) For any maximal left ideal m, R/m is a simple left R-module, so
by (3), y . R/m = °which implies that y E m. By definition, we have
y e rad R. QED

For any left R-module M , the annihilator of M is defined to be

ann M := {r E R: rM = O}.

This is easily seen to be an ideal of R . Consider the special case of a cyclic
module M : we can take M to be R/'l1, where 'l1 is a left ideal in R . In this
case

ann M = {r E R : r -R/'l1 = O} = {r E R : rR ~ 'l1}.

This is easily seen to be the largest ideal of R contained in 'l1. It is sometimes
called the core of the left ideal 'l1. (If R happens to be commutative then , of
course , ann(R/'l1) = 'l1.) The Lemma (4.1) above has the following immedi­
ate consequence.
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(4.2) Corollary. rad R = nann M, where M ranges over all the simple left
R-modules. In particular , rad R is an ideal of R .

The next result is a refinement of (4.1). It adds a fourth condition to the
list in (4.1) which is a strengthening of the condition (2) there. We could have
proved all four equivalences in one stroke, but the proof below will show
that it is more convenient to prove (4.1) (and (4.2)) first before adding the
fourth equivalent condition.

(4.3) Lemma. For y E R, the following statements are equivalent:

(I) y E rad R;

(2)' I - xyz E U(R) (the group ofunits ofR)for any x , Z E R.

Proof. Since (2)' => (2) in (4.1) (by letting Z = I), it suffices to prove (I) =>
(2)' . Let y e rad R, x. z e R. By (4.2), yz e rad R, so by (4.1), there exists
u E R such that u(1 - xyz) = 1. Again by (4.2), xyz E rad R , so another
application of (4.1) shows that u = I + u(xyz) is left-invertible. Since u is
also right-invertible, we have u E U(R) and hence I - xyz E U(R) . QED

(4.4) Remark. Since (2) and (2)' involve only the notion of invertible and
left-invertible elements, it is perhaps not unreasonable to ask for a direct
proof for (2) => (2)', not using the notion of the radical. Such a proof can
indeed be given, using an exercise from Chapter I. Suppose y E R satisfies (2)
in (4.1), and let X ,Z E R . Then there exists v E R such that v(1 - zxy) = 1.
Now v = 1+ (vzx)y is left-invertible as well as right-invertible , so v E U(R)
and therefore I - z(xy) E U(R) . By Exercise 1.6, it follows that
I - (xy)z E U(R).

Let us now record some consequences of the results above.

(4.5) Corollary. (A) rad R is the largest left ideal (and hence the largest ideal)
21 ~ R such that I + 21 ~ U(R). (B) The left radical ofR agrees with its right
radical.

Proof. (A) follows from (4.1), (4.2) and (4.3). Since (A) gives a left-right
symmetric characterization of rad R, the conclusion (B) follows. (Of course,
(2)' in (4.3) is another left-right symmetric characterization of rad R.)

QED

For later reference, we record here one more property of the Jacobson
radical. The proof of this is immediate , so we suppress it .

(4.6) Proposition. Let 21 be any ideal of R lying in rad R . Then
rad(Rj2I) = (rad R)j2I.
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The notion of the Jacobson radical of a ring leads to a new notion of
semisimplicity, which we now introduce.

(4.7) Definition. A ring R is called Jacobson semisimple (or J-semisimple for
short) if rad R = O.

Jacobson semisimple rings are also called semiprimitive rings in the litera­
ture; we shall henceforth use these two terms interchangeably. Of course, the
latter term may seem a little mysterious at this point, since we have not yet
introduced the notion of primitive rings. After we have introduced primitive
rings in a later chapter, the reader will be able to put the term "semiprimitive
rings" in a better perspective. At this point, the reader should be warned
that, in many books and papers, " J -semisimplicity" is taken as the definition
of "semisimplicity." We will not adopt this convention as it will confuse the
J-semisimple rings in the sense of (4.7) with the semisimple rings we studied
in Chapter 1. (The precise relationship between these two notions will be
clarified a little later.)

In a manner of speaking, Jacobson semisimple rings are ubiquitous: for
any ring R, Rlrad R is a J-semisimple ring associated with R (see (4.6)). One
might hope to study the structure of a ring R by first studying the structure
of Rfrad R. The two rings Rand Rlrad R share certain common properties,
as we shall show in the following.

(4.8) Proposition. Rand Rlrad R have the same simple left modules . An ele­
ment x E R is left-invertible (resp., invertible) in R iff x E R is left-invertible
(resp., invertible) in R := Rlrad R.

Proof. The first statement follows easily from (4.2). For the second state­
ment, it is enough to treat the case of left-invertibility. The "only if" part
is clear. For the "if" part, take y E R such that yx = 1 E R. Then 1­
yx E rad R, so

yx E 1+ rad R S;; U(R) .

Clearly this implies that x has a left inverse in R. QED

Next we shall study the relationship between rad R and the nil (resp.,
nilpotent) ideals of R. Let us first recall the appropriate definitions.

(4.9) Definition. A one-sided (or two-sided) ideal m: S;; R is said to be nil if m:
consists of nilpotent elements; m: is said to be nilpotent if m:n = 0 for some
natural number n.

Note that m:n = 0 means that a\· · · an = 0 for any set of elements
a\ , .. . ,an Em:. This condition is much stronger than m: being nil. For
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instance, in the (commutative) ring

R = Z[X) ,X2,X3, l/(xf,X~, x~ , . . .),

the ideal ~ generated by X) , X2,X3, is nil, but easily shown to be not nil-
potent. One advantage of "nilpotent" over "nil" is seen from the following
easy result.

(4.10) Lemma. Let ~i (1 ::s; i ::s; m) be a finite set ofleft ideals in R. Ifeach ~i

is nilpotent, then ~I + ...+ ~m is also nilpotent.

Proof. By induction, it is enough to handle the case m = 2. Changing nota­
tions, let~, lB be nilpotent left ideals, say ~n = °= lBn

. For (£: = ~ + lB, we
claim that (£:2n = 0. To see this, consider a product

(al +bl ) · · · (a2n + b2n)

of 2n elements in (£: (ai E ~,bi E lB). When this product is expanded, each
term in it is a product of 2n elements, some from ~ and some from lB. In
each of these terms, there will be at least n factors from ~, or else at least n
factors from lB. Since ~, lB are left ideals, it follows from ~n = lB n =°that
such a product is zero, and so (£:2n = °as claimed. QED

(4.11) Lemma. If a left (resp. , right) ideal ~ ~ R is nil, then ~ ~ rad R.

Proof. Let y E~. Then for any x E R, xy E ~ is nilpotent. It follows that
1 - xy has an inverse (given by I:::o(XY) i). Therefore, by (4.1), we have
y e rad R. QED

We are now ready to show that the Jacobson radical provides a good
generalization of the Wedderburn radical in that, in the case of left artinian
rings, the two radicals indeed coincide .

(4.12) Theorem. Let R be a left artinian ring. Then rad R is the largest nil­
potent left ideal, and it is also the largest nilpotent right ideal .

Proof. In view of the above lemma , we are done if we can show that
J := rad R is nilpotent. Applying the left DCC to

J ~ J2 ~ J3 ~ . . . ,

there exists an integer k such that

Jk = Jk+1 = . .. = f (say) .

We claim that f = 0. Indeed, if f ¥- 0, then , among all left ideals ~ such that
f .~ ¥- 0, we can choose a minimal one, say ~o (by the left DCC). Fix an
element a E ~o such that f . a ¥- 0. Then

f · (fa) = f2a = fa ¥- 0,
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so by the minimality of 210, we have I . a = 210• Thus, a = ya for some
y E I£: rad R. But then (1 - y)a = 0 implies that a = 0 since 1 - y E U(R).
This is a contradiction, so we must have I = Jk = O. QED

The theorem we just proved and the lemma preceding it have the follow­
ing pleasant consequence:

(4.13) Corollary. In a left artinian ring, any nil I-sided ideal is nilpotent.

In ring theory, there are many similar results of the "nil implies nilpotent"
variety. The one above is the first one we encounter in our exposition. There
will be a few other such results that will be developed in future chapters.

If R is a commutative ring, then any nilpotent element of R is contained in
rad R (since all the nilpotent elements form a nil ideal) . If R is not commu­
tative, however, this may no longer be the case . For instance, let D be any
division ring, and R = tMI n(D) (n ~ 2). Using the known structure of left
ideals in R (as developed in Chapter 1), it is easy to see that rad R = O. Thus,
R has no nonzero nil left ideals , but nevertheless, nilpotent elements abound.

The next theorem gives the basic connection between the semisimple rings
as we have defined them in Chapter 1, and the J-semisimple rings defined in
(4.7).

(4.14) Theorem. For any ring R , the following three statements are equivalent:

(1) R is semisimple.

(2) R is J-semisimple and left artinian.

(3) R is J-semisimple, and satisfies Dee on principal left ideals.

Proof. (1) * (2). Assume R is semisimple, and let 21 = rad R . There exists a
left ideal IB such that R = 21 EEl lB. If 21 #- 0, then IB is contained in a maxi­
mal left ideal m. But then m 1J 21, a contradiction.

(2) * (3) is trivial, so it only remains to show that (3) * (1). Assume R
satisfies (3). We can derive the following two properties of R:

(a) Every left ideal 21 #- 0 contains a minimal left ideal I. (Indeed, choose
I to be a minimal member of the family of nonzero principal left
ideals £: 21; then I is clearly minimal as a left ideal.)

(b) Every minimal left ideal B is a direct summand of RR. (In fact, since
IB #- 0 = rad R, there exists a maximal left ideal m not containing lB.
Then IBI\ m = 0 and so RR = IB EEl m.)

Now assume R is not semisimple. Take a minimal left ideal Bj , and write
RR = 1B 1 EEl 211• Then 21\ #- 0, and so (by (a)) there exists a minimalleft ideal
1B2 £: 211• By (b), 1B2 is a direct summand in RR and hence also in 21\, so we
can write 21\ = 1B2 EEl 212. Continuing in this fashion, we get a descending
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chain of left ideals
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211 ;2 212 ;2 213 ;2 . . ..

These are direct summands of RR, so they are principal left ideals of R. This
contradicts (3), so R must be semisimple. QED

In the theorem above, of course, we can also show (2) => (1) without
routing through the condition (3). Assuming R is left artinian, we can write
rad R = n;=1 m, for a finite number of maximal left ideals mi , ... , mn. If
rad R = 0, then R embeds into EB;=I Rim;, so RR is semisimple. However, it
is nice to have the extra equivalent condition (3). More importantly, the class
of rings satisfying the DCC on principal left ideals turn out to be of inde­
pendent interest: these are the right (not left!) perfect rings which we shall
study in a later chapter. Using this terminology , (1) {::} (3) in the theorem
says that R is semisimple iff R is J-semisimple and right perfect. This result
will be rather "clear" from the more general perspective of perfect rings
from §§23-24. Also worth noting is the fact that the same result is true with
"J -semisimple" above replaced by "semiprime": see (10.24).

When Artin proved his analogues of Wedderburn's structure theorems
for left DCC rings in 1927, he did not seem to realize that left DCC in fact
implies left ACe. Throughout his work, he assumed, in fact, that the rings in
consideration satisfy both chain conditions. The result that left DCC implies
left ACC was obtained only some years later , independently by C. Hopkins
and J. Levitzki. Using the notion of the Jacobson radical, we shall now give
a proof of this very important result.

(4.15) Hopkins-Levitzki Theorem (1939). Let R be a ring for which rad R is
nilpotent, and R = R f rad R is semisimple . (Such a ring R is called semi­
primary.) Thenfor any R-module RM, the following statements are equivalent:

(1) M is noetherian.

(2) M is artinian.

(3) M has a composition series.

In particular, (A) a ring is left artinian iff it is left noetherian and semiprimary;
(B) any finitely generated left module over a left artinian ring has a composi­
tion series.

Proof. By (4.12) and (4.14), a left artinian ring is semiprimary. Thus , (A)
follows from the equivalence of (1) and (2), applied to the left regular
module RR. (B) follows from the equivalence of (2) and (3) since a finitely
generated left module over a left artinian ring is also artinian.

We have observed before (cf. (1.19)) that, for any RM, (3) implies (1) and
(2). To complete the proof, it is therefore enough to show that (1) => (3) and
(2) => (3) for semiprimary rings.
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Assume M is either noetherian or artinian. For J = rad R, fix an integer n
such that J" = 0 and let R = RjJ. Consider the filtration

M2JM2J2M2 . . . 2rM=0.

It is enough to show that each filtration factor JiM jJi+I M has a composi­
tion series. But JiMI J i+ I M is either noetherian or artinian, as a module over
R. Since R is semisimple, fMIJi+IM is a direct sum of simple R-modules.
The chain condition on JiMI J i+1 M implies that this direct sum must be
finite, so J iMI Ji+l M does have a composition series as an R-module.

QED

For an example of a semiprimary ring which is neither left nor right
artinian (resp., noetherian), see Exercise 26.

We now give some examples illustrating the notion of the Jacobson
radical.

(I) The ring 7L , or more generally, any full ring R of algebraic integers in a
number field K ([K : QJ < 00 ) is J-semisimple . In fact, if 0 =I- a E R, then
only a finite number of prime ideals contain it. On the other hand, there are
infinitely many nonzero prime (= maximal) ideals in R, so a cannot be in the
Jacobson radical.

(2) Let R be a commutative affine algebra over a field k. By this we mean
that R is finitely generated as a k-algebra, say R ~ k[xi , . . . ,xnJ/m:, where 21
is an ideal in the polynomial ring k[XI, .. . ,xn]. By Hilbert's Nullstellensatz,
the radical of 21, defined by

Jm := {f E k[XI, . .. ,xnJ : f' E 21 for some r},

coincides with the intersection of all the maximal ideals of k[Xl, " " xnJ
containing 21. (A full proof of this will be given in the next section in the
more general context of Hilbert rings: see (5.4).) From this, it follows that
rad R is exactly the nil radical

Nil R= {rER : risnilpotent} .

In particular, it follows that R is J-semisimple iff R is reduced (i.e., R has no
nonzero nilpotent elements).

(3) For commutative rings R in general , rad R may not be equal to the nil
radical Nil R. For instance , if R is a commutative local domain, then
Nil R = 0, but rad R is the unique maximal ideal of R, which is nonzero if R
is not a field.

(4) Let V be an n-dimensional vector space over a field k, and let

R = I\(V) = k $ 1\1 (V) $ .. . $l\n(V)

be its exterior algebra . Let m be the ideal I\I(V) $ ... $l\n(V). Since
v 1\ v = 0 for any vector v E V, we see easily that mn+1 = O. Thus
m ~ rad R. From Rim ~ k, it follows that m = rad R , and that m is the
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unique maximal left (resp., right) ideal of R. (In the terminology of§19, R is
a (noncommutative) local ring.)

(5) Any simple ring R is J-semisimple, since rad R, being an ideal sR,
must be zero.

(6) Let k be a division ring, and R be the ring of upper triangular n x n
matrices with entries in k . Let J be the subset of R consisting of matrices with
zeros on the main diagonal. We claim that J = rad R. First , it is easy to see
that J is an ideal of R, and that J" = o. Thus , J ~ rad R. By (4.6), we have
(rad R)/J = rad(RjJ). But R/J is isomorphic to the ring of n x n diagonal
matrices, so

RjJ ~ k x · · · x k

is semisimple. This gives rad(R/J) = 0, and so rad R = J . From the
decomposition of R/J , we see that, up to isomorphism, there are exactly n
simple left R-modules, each being l-dimensional over k . The ith one, M i , is
given by Rk, with the action

(
all * ) . b = aiib (forbEk) .

o ann

There is also a natural left R-module V, given by the space of column n­
tuples with the usual matrix action of R on the left. It is of interest to com­
pute the composition factors of R V. To do this, let Vi (0 s is n) be the set
of column n-tuples with the last n - i entries = O. These are easily seen to be
R-submodules of V, giving a filtration

0= Vo S VI S ... S Vn = V.

The filtration factor Vi/Vi-I is l-dimensional over k , with k-basis given by
the ith unit column vector e.. The R-action on Vi/Vi-I is given by

(aij) ' (ei + Vi-I) = aue, + Vi-I .

Thus , Vii Vi-J ~ Mr , and the composition factors of R V are precisely
{M( , .. . , Mn }, each occurring with multiplicity 1. As an easy exercise, the
reader can verify that Ji V = Vn-i, and that R V is "uniserial," that is,

o= Vo S VI S .. . S Vn = V

is the only composition series for R V.
(7) What is the Jacobson radical of a full matrix ring Mn(R) over a given

ring R? The hardly surprising answer is that

rad Mn(R) = Mn(rad R) .

For the inclusion ";;2 , " it suffices to show that a E rad R implies
that aEij E rad Mn(R), i.e., that N = 1- M . aEij is invertible for every
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ME Mn(R). (As usual, the E;/s denote the matrix units.) Write
M = LmUEu. Then

N = I - M . aEij = I - L mkiaEkj = I - mjiaEjj - L mkiaEkj.
k ki'j

Write (I - mjiarJ as 1- b, where b e R. Then I - bEjj is the inverse of
I - mjiaEjj, so

(I - bEjj)N = I - (I - bEjj)LmkiaEkj = I - LmkiaEkj.
ki'j ki'j

Since the matrix on the RHS is invertible (with inverse I + Lki'j mkiaEkj), it
follows that N is invertible. This shows that rad(Mn(R)) ::2 Mn(rad R) . For
the reverse inclusion, write rad Mn(R) = Mn(~) , where ~ is a suitable
ideal in R (see (3.1)). For a E~, we have then a - I E rad Mn(R) so
I - b- aI = (1 - ba)I is invertible for any b e R. This clearly implies that
1 - ba is invertible in R and so, by (4.1), a E rad R. Thus, ~ ~ rad R,
from which we have rad Mn(R) ~ Mn(rad R). (A more general method for
deriving the equation rad Mn(R) = Mn(rad R) will be given later by using
the theory of idempotents; see (21.14).)

(8) Let R be a ring such that S := U(R) u {O} is a division ring. Then R is
J-semisimple. To see this, note that S (l rad R is an ideal in S, so it is zero.
Now let y E rad R. Then 1 +Y E U(R) ~ S. Subtracting I, we see that
yES (l rad R = O.

(4.16) Corollary. Any ring Rfreely generated by a set of indeterminates {Xi}
over a division ring k is J-semisimple.

Proof. By an easy degree argument, a polynomial in the indeterminates {Xi}
is invertible iff it is a nonzero constant in k. Thus U(R) u {O} = k, so the
Corollary follows from the preceding observation (8). QED

By exactly the same degree argument, we can also deduce from (8):

(4.17) Corollary. Let k be any division ring. Then any polynomial ringk[{Xi}]
in the commuting variables {Xi} is J-semisimple . The skew polynomial rings
k[x;0'] (0' any endomorphism of k) and k[x;<5] (<5 any derivation ofk) are also
.l-semisimple.

(9) Let k be a field, and R be a k-algebra. An element X E R is said to
be algebraic over k if it satisfies a nontrivial polynomial equation with co­
efficients in k. We have the following interesting description of the algebraic
elements in the Jacobson radical of R.

(4.18) Proposition. Let X E rad R, where R is a k-algebra. Then X is algebraic
over k iffX is nilpotent.
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Proof. The "if" part is obvious. For the converse, let x E rad R be algebraic
over k. Write down a polynomial equation for x in ascending degrees , say

x' + a,x'+1 + . . . + a.x'?" = 0

where U; E k . Since

1+ a,x + ... -I-a.x" E I + rad R s U(R),

it follows that x' = 0 so we must have r ~ I and x is nilpotent. QED

A k-algebra R is said to be an algebraic algebra if every element x E R is
algebraic over k. The Proposition we just proved, together with (4.11), imply
the following :

(4.19) Corollary. Let R be an algebraic algebra over k. Then rad R is the
largestnil ideal of R.

At this point, we ought to mention some examples of algebraic algebras.
First, any finite-dimensional algebra over a field k is clearly an algebraic
k-algebra. In general, then , an algebraic algebra is just a k-algebra which is a
union of its finite-dimensional k-subalgebras. For some infinite-dimensional
examples, we can take algebraic field extensions Klk with [K: k] = 00 .

Further examples are given by group algebras kG over groups G which
are locally finite (any finitely generated subgroup of G is finite): here, any
element r.x = al gl + ...+ angn of kG belongs to the finite-dimensional k­
subalgebra kH where H is the (finite) group generated by gt , . .. , gn' In par­
ticular, if G is any abelian torsion group, then kG is an algebraic k-algebra.

There are some further consequences of (4.18) which involve the consid­
eration of the cardinal numbers, Ikl and dime R. We shall give some such
consequences in the following

(4.20) Theorem (Amitsur). Suppose dime R < Ikl (as cardinal numbers),
where R is a k-alqebra . Then rad R is the largest nil ideal of R .

Proof. It suffices to show that rad R is nil. First suppose k is a finite
field. The hypothesis implies that R is a finite ring . In particular R is left
artinian, so by (4.12), rad R is, in fact , nilpotent. In the following, we
may therefore assume that k is infinite. To show that rad R is nil, it suffices
(by (4.18)) to show that every r E rad R is algebraic over k. For any
a E k: = k\{O} , a - r = a(1 - a-Ir) E U(R) . Since dime R < Ikl = Ik*l , the
elements {(a - rr l

: a E k*} cannot be k-linearly independent. Therefore,
there exist distinct elements al,' . . .a; E k" such that there is a dependence
relation

n

Lb;(a; - r)-I = 0,
;=1
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where b, E k are not all zero . Clearing denominators, we have
n ___

2::bi(al - r)·· · ia, - r) ·· · (an - r) = 0,
i=1

where, as usual, wedge means omission of a factor. Therefore, r is a root of
the k-polynomial ---f(x) = 2:: b.ia, - x) . . . (ai - x) ... (an - x ).

Sincef(ai) = b,I1N i(aj - ai) is nonzero at least for some i,Jis not the zero
polynomial. Therefore, r is algebraic over k, as claimed. QED

(4.21) Corollary. Let R be a countably generated algebra over an uncountable
field k. Then rad R is the largest nil ideal ofR.

Proof. As a k-vector space, R has a countable basis , so the hypothesis
dime R < Ikl in the Theorem is fulfilled. QED

To conclude this section, we shall prove the following result which is of
fundamental importance in the theory of rings and modules.

(4.22) Nakayama's Lemma. For any left ideal J £;; R, the following state­
ments are equivalent:

(1) J £;; rad R .

(2) For any finitely generated left R-module M, J . M = M implies that
M=O.

(3) For any left R-modules N £;; M such that M / N is finitely generated,
N +J . M = M implies that N = M .

Proof. (1) :::} (2). Assume M 1= O. Then, among all submodules s M, there is
a maximal one, say M'. (This M' exists by Zorn's Lemma, in view of the
finite generation of M .) Then M / M' is simple , and so J . (M / M ') = 0; i.e.,
J. M £;; M'. In particular, J. M 1= M .

(2) :::} (3) follows by applying (2) to the quotient module M / N .
(3) :::} (1). Suppose some element y E J is not in rad R . Then y ~ m for

some maximal left ideal m of R. We have m + J = R so, a fortiori ,
m + J . R = R . From (3) it follows that m = R, a contradiction. QED

Remark. (1) :::} (2) can also be proved without Zorn's Lemma, as follows. If
J . M = M and M 1= 0, let m" . . . ,mk be a minimal set of generators
(k ~ 1). We can then write m, = rIm, + ...+ rim« for suitable ri E J . Since
1 - rl is a unit, this implies that m, E Rm2 + ... + Rmi, a contradiction.



§4. The Jacobson Radical 61

While we have called (4.22) Nakayama's Lemma, the idea behind this
lemma originated from the work of more than one mathematician. In the
commutative case and when M itself is an ideal of R, (I) ~ (2) was dis­
covered and used effectively by W. Krull. The module-theoretic formulation
of (2), (3) above is due to G. Azumaya and T. Nakayama. When Nakayama
himself was asked what would be the correct attribution of (4.22) (see Nagata
[62], p. 213), he suggested modestly that it should be Krull-Azumaya in the
commutative case, and Jacobson-Azumaya in the noncommutative case.
Since this is obviously too complicated, we shall follow the majority of
mathematicians and call (4.22) Nakayama's Lemma. Most often , this
Lemma is used in the form (3) for J = rad R .

We close this section by discussing a very important class of rings which is
"between" semisimple rings and J-semisimple rings. These are the von
Neumann regular rings, discovered (around 1935) by John von Neumann in
connection with his work on continuous geometry and operator algebras.
The following memorable result is "Part II , Chapter 2, Theorem 2.2" in von
Neumann's book "Continuous Geometry."

(4.23) Theorem. For any ring R, the following are equivalent :

(1) For any a E R, there exists x E R such that a = axa.

(2) Every principal left ideal is generated by an idempotent.

(2)' Every principal left ideal is a direct summand of RR.

(3) Every finitely generated left ideal is generated by an idempotent.

(3)' Every finitely generated left ideal is a direct summand of RR.

Since the condition (I) is left-right symmetric, we see that the same
theorem also holds with the word "left" replaced by "right" in the last four
conditions. In general, an element a E R is said to be von Neumann regular if
a E aRa. If every a E R is von Neumann regular, we say that R is a von
Neumann regular ring. The conditions (2), (2)' , (3), (3)' above (and their right
analogues) are therefore characterizations of such rings.

Proof of (4.23). (2) ¢:} (2)' and (3) ¢:} (3)' are easy (see Exercise 1.7). Let us
prove (1) ¢:} (2). Assume (1), and consider a principal left ideal R . a. Choose
x E R such that axa = a. Then

e:= xa = xaxa = e2
,

and e E R · a while a = axa = ae E R· e, so R · a = R · e. Conversely, assume
(2) and let a E R . Writing R · a = R· e where e = e2, we have e = xa and
a = ye for some x ,y E R. Then

axa = ye . e = ye = a.

Since (3) obviously implies (2), it only remains to show that (2) ~ (3). By
induction, it suffices to show that, for any two idempotents e,I, I = Re + Rf



62 2. Jacobson Radical Theory

is generated by an idempotent. Now I = Re + Rf(1 - e) and Rf(1 - e) = Re'
for some idempotent e', for which e'e E Rf(l - e)e = O. Thus, e'(e' + e) = e',
which leads easily to

I = Re + Re' = R(e' + e).

Therefore, 1= Re" for some idempotent e". (An explicit choice for e" is
e + e' - ee', as the reader may check.) QED

(4.24) Corollary. Semisimple =} von Neumann regular=} I-semisimple.

Proof. The first implication follows from the characterization (2)' of von
Neumann regular rings. (In view of this characterization, we see, in fact, that
von Neumann regularity is a very natural weakening of semisimplicity.) The
second implication follows from the general observation that, if a E aRa in
any ring R, then a E rad R =} a = O. Indeed, if a = axa where x E R, then
a(l - xa) = 0 implies a = 0 since I - xa E U(R).

The earlier result (4.14) that semisimple rings are exactly the left (resp.,
right) artinian J-semisimple rings has the following good analogue.

(4.25) Theorem. Semisimple rings are exactly the left (resp., right) noetherian
von Neumann regular rings.

Proof. We have already seen that semisimple rings are left noetherian and
von Neumann regular ((2.6) and (4.24)). Conversely, if a ring R is left no­
etherian and von Neumann regular, then every left ideal of R is finitely
generated and hence a direct summand of RR, by using the characterization
(3)' of (4.23). Therefore, R is (left) semisimple. QED

(4.26) Corollary. If a von Neumann regular ring is left noetherian, then it is
noetherian and artinian.

Note that direct products and quotient rings of von Neumann regular
rings are all von Neumann regular . Any Boolean ring (a ring in which every
element is idempotent) is von Neumann regular . More generally, any ring in
which every element a satisfies an(a) = a for some n(a) ~ 2 is von Neumann
regular.

For an element a in a von Neumann regular ring R, there exist usually
more than one x E R such that a = axa. Any such x may be thought of as a
kind of pseudo-inverse of a. (If a E U(R), then of course x is unique and
x = a-I.) The idea of such pseudo-inverses is best illustrated by the proof of
the following Proposition, which provides a big class of examples of von
Neumann regular rings.

(4.27) Proposition. Let M be any semisimple (right) module over a ring k.
Then R = End(Mk) is von Neumann regular.
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Proof. Consider any fER , with K := ker f. Fix a k-submodule N ~ M such
that M = K E!1 N. Then f maps N isomorphically onto N' := f(N), and we
can find another k-submodule K' ~ M such that M = K' E!1 N'. Now define
g E R to be such that g(K') = 0 and giN' is the inverse of fiN . Then clearly
fgf=f! QED

In the above, if k is a division ring, then Mk is always semisimple. In the
special case when M has finite dimension n over k, the Proposition shows
that M1n(k) is von Neumann regular. By taking finite direct products of such
matrix rings, we have a round-about way of seeing that semisimple rings are
von Neumann regular. But we could have taken infinite direct products to
get nonsemisimple examples. And of course, if dim M; is infinite, we get
nonsemisimple, non-Dedekind-finite examples as well.

Finally , we note that the two rings R constructed on p. 40 are both simple
non-noetherian von Neumann regular rings.

Exercises for §4

In this book we deal only with rings with an identity element. In particular,
the theory of the Jacobson radical was developed in the text for rings with an
identity. However, by doing things a little more carefully, the whole theory
can be carried over to rings possibly without an identity . In Exercises 1-7
below, we sketch the steps necessary in developing this more general theory ;
in these exercises, R denotes a ring possibly without 1.

Ex. 4.1. In R, define a °b = a + b - aboShow that this binary operation is
associative, and that (R, 0) is a monoid with zero as the identity element.

Ex. 4.2. An element a E R is called left (resp. right) quasi-regular if a has a
left (resp. right) inverse in the monoid (R,0) with identity . If a is both left
and right quasi-regular, we say that a is quasi-regular.
(1) Show that if ab is left quasi-regular, then so is ba.
(2) Show that any nilpotent element is quasi-regular.
(3) Show that, if R has an identity 1, the map rp: (R,o) --+ (R, x) sending a
to 1 - a is a monoid isomorphism. In this case, an element a is left (right)
quasi-regular iff 1 - a has a left (resp. right) inverse with respect to ring
multiplication.

Ex. 4.3. A set I ~ R is called quasi-regular (resp. left or right quasi-regular)
if every element of I is quasi-regular (resp. left or right quasi-regular) . Show
that if a left ideal I ~ R is left quasi-regular, then it is quasi-regular.

Ex. 4.4. Define the Jacobson radical of R by

rad R = {a E R : Ra is left quasi-regular} .

Show that rad R is a quasi-regular ideal which contains every quasi-regular
left (resp. right) ideal of R. (In particular, rad R contains every nil left or
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right ideal of R.) Show that, if R has an identity, the definition of rad R here
agrees with the one given in the introduction to this section.

Ex. 4.5. A left ideal I £; R is said to be modular (or regular 1
) if there exists

e E R which serves as a "right identity mod 1"; i.e. re == r (mod I) for every
rE R.
(a) Show that if I s:; R is a modular left ideal, then I can be embedded in a
modular maximal left ideal of R.
(b) Show that rad R is the intersection of all modular maximal left
(resp. right) ideals of R. (Hint. If e E R is not left quasi-regular, then I =
{r - re : r E R} is a modular left ideal not containing e.)

Ex. 4.6. A left R-module M is said to be simple (or irreducible) if R · M # °
and M has no R-submodules other than (0) and M. Show that RM is simple
iff M ~ R/m (as left R-modules) for a suitable modular maximal left ideal
meR. Show that rad R is the intersection of the annihilators of all simple
left R-modules.

Ex. 4.7. Show that rad(R/rad R) = 0, and that, if I is an ideal in R, then,
viewing I as a ring, rad I = I n rad R . This shows, in particular, that a ring
R may be equal to its Jacobson radical: if this is the case, R is said to be a
radical ring. Show that R is a radical ring iff it has no simple left (resp. right)
modules.

In the following problems, we return to our standing assumption that all rings
to be considered have an identity element.

Ex. 4.8. An ideal I s:; R is called a maximal ideal of R if there is no ideal of
R strictly between I and R. Show that any maximal ideal I of R is the anni­
hilator of some simple left R-module, but not conversely. Defining rad'R to
be the intersection of all maximal ideals of R , show that rad R £; rad'R, and
give an example to show that this may be a strict inclusion. irad'R is called
the Brown-McCoy radical of R .)

Ex. 4.9. Let R be a J-semisimple domain and a be a nonzero central element
of R. Show that the intersection of all maximal left ideals not containing a is
zero.

Ex. 4.10. Show that if f : R ....... S is a surjective ring homomorphism, then
f(rad R) £; rad S. Give an example to show that f(rad R) may be smaller
than rad S.

Ex. 4.11. If an ideal I £; R is such that R / I is J-semisimple, show that
I :2 rad R . (Therefore, rad R is the smallest ideal I £; R such that R / I is
J-semisimple.)

1 We mention this alternate term only because it is sometimes used in the literature . Since "reg­
ular" has too many meanings, we shall avoid using it altogether.
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Ex. 4.12A. Let 21; (i E I) be ideals in a ring R, and let 21 = ('\; 21; . True or
False: "If each R/21; is J-semisimple, then so is R/21"?

Ex. 4.12B. Show that, for any direct product of rings fl R;, rad(fl R;) =
fl rad R;. (Therefore, any direct product of J-semisimple rings is J­
semisimple.)

Ex. 4.13. Let R be the ring of all continuous real-valued functions on a
topological space. Show that R is J-semisimple, but "in most cases" not von
Neumann regular .

Ex. 4.14. (Generalization of (4.27).) Show that a ring R is von Neumann
regular iff IJ = III J for every right ideal I and every left ideal J in R.

Ex. 4.14A. Let R = Endk(M) where M is a right module over a ring k .
Show that an element fER is von Neumann regular iff ker(f) and im(f)
are both direct summands of Mi,

Ex.4.14B. For any ring R, show that the following are equivalent:
(1) For any a E R , there exists a unit u E U(R) such that a = aua .
(2) Every a E R can be written as a unit times an idempotent.
(2)' Every a E R can be written as an idempotent times a unit.
If R satisfies (1), it is said to be unit-regular.
(3) Show that any unit-regular ring R is Dedekind-finite.

Ex. 4.14C. (Ehrlich, Handelman) Let M be a right module over a ring k
such that R = Endk(M) is von Neumann regular. Show that R is unit­
regular iff, whenever M = K EB N = K' EB N' (in the category of k-modules),
N 2::: N' implies K 2::: K' .

Ex.4.14D. Let M bea semisimple right k-module . Show that R = Endk(M)
in unit-regular iff the isotypic components M ; of M (as defined in Exercise
2.8) are all finitely generated.

Ex. 4.15. For a commutative ring R, show that the following are equivalent:
(1) R has Krull dimension 0.2

(2) rad R is nil and Rfrad R is von Neumann regular .
(3) For any a E R, the descending chain Ra ;2 Ra 2 ;2 . . . stabilizes.
(4) For any a E R, there exists n ~ 1 such that an is regular (i.e. such that
an E anRan).

Specializing the above result, show that the following are also equivalent:
(A) R is reduced (no nonzero nilpotents), and K-dim R = O.
(B) R is von Neumann regular.
(C) The localizations of R at its maximal ideals are all fields.

Ex. 4.16. (Cf. Exercise 1.12) A left R-module M is said to be cohopfian if
any injective R-endomorphism of M is an automorphism.

2 Recall that the Krull dimension of a commutative ring R is the supremum of the lengths of
chains of prime ideals in R. In part icular, K-dim R = 0 means that all prime ideals in Rare
maximal ideals.
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(1) Show that any artinian module Mis cohopfian .
(2) Show that the left regular module RR is cohopfian iff every non right-O­
divisor in R is a unit. In this case, show that RR is also hopfian.
Remark . The fact that RR is cohopfian ==> RR is hopfian may be viewed as
an analogue of the fact that RR is artinian ==> RR is noetherian. It is, how­
ever, easy to see that RR is hopfian need not imply that RR is cohopfian (e.g.
take R = Z) . :

Ex. 4.17. Let R be a ring in which all descending chains

Ra :2 Ra2 :2 Ra3 :2 . ,. (for a E R)

stabilize. Show that R is Dedekind-finite, and every non right-O-divisor in R
is a unit. (Comment. Rings satisfying the descending chain condition above
are known as strong n-reqular rings. For more details, see Exercise 23.5.)

Ex. 4.18. The soclesoc(M) of a left module M over a ring R is defined to be
the sum of all simple submodules of M. Show that

soc(M) s; {m EM: (rad R) . m = O} ,

with equality if Rlrad R is an artinian ring.

Ex. 4.19. Show that for any ring R, soc(RR) (= sum of all minimal left
ideals of R) is an ideal of R. Using this, give a new proof for the fact that if R
is a simple ring which has a minimal left ideal, then R is a semisimple ring.

Ex. 4.20. For any left artinian ring R with Jacobson radical J, show that

soc(RR) = {r E R : Jr = O} and SOC(RR) = {r E R : rJ = O} .

Using this, construct an artinian ring R in which soc(RR) '" SOC(RR)'

Ex. 4.21. For any ring R, let GLn(R) denote the group of units of M1n(R).
Show that for any ideal I s; rad R, the natural map GLn(R) --> GLn(RI1) is
surjective. (Hint. First prove this for n = 1.)

Ex. 4.22. Using the definition of rad R as the intersection of the maximal
left ideals, show directly that rad R is an ideal. (Hint. For y E rad R, r E R,
and many maximal left ideal, we must have y r E m. We may assume that
r if m, so m + Rr = R. Look at R --> Rim given by right multiplication by r,
and show that the kernel is a maximal left ideal.)

Ex. 4.23. (Herstein) In commutative algebra , it is well known (as a con­
sequence of Krull 's Intersection Theorem) that, for any commutative
noetherian R, nn~ 1(rad R)n = O. Show that this need not be true for non­
commutative right noetherian rings.

Ex. 4.24. For any ring R, we know that

rad(R) s; {r E R: r + U(R) s; U(R)} .

Give an example to show that this need not be an equality. (Hint. Let I(R)
be the set on the RHS , and consider the case R = A[t] where A is a com­
mutative domain. Here, rad(R) = 0, but U(R) = U(A) shows that I(R)
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contains rad(A), which may not be zero. Of course, equality does hold
sometimes; see, for instance, Exercise 20.10B.)

Ex. 4.25. Let R be the commutative iQ-algebra generated by Xl , X2, . • • with
the relations x: = 0 for all n. Show that R does not have a largest nilpotent
ideal (so there is no "Wedderburn radical " for R).

Ex. 4.26. Let R be the commutative iQ-algebra generated by Xl , X2 , • . . with
the relations XiX} = 0 for all i, j . Show that R is semiprimary, but neither
artinian nor noetherian. (For a noncommutative example, see Exercise 20.5.)

§5. Jacobson Radical Under Change of Rings
The main problem we shall consider in this section is the following: suppose
S is a ring, and R is a subring of S, what kind of relations hold between the
Jacobson radical of R and the Jacobson radical of S? In general, we certainly
cannot expect that one radical would "determine" the other, but if we are
given more specific information on the pair of rings Rand S, it is reasonable
to expect that certain inclusion relations hold between rad Rand R 11 rad S,
or between rad Sand S · (R 11 rad S). This section is devoted to results
of this general sort. In particular, we shall consider the behavior of the
Jacobson radical under polynomial extensions of rings, and under scalar
extensions of algebras over fields.

To begin this section, we shall first work with commutative rings. To de­
termine the behavior of the Jacobson radical under a polynomial extension
turns out to be fairly straightforward in the commutative case. In the fol­
lowing, let T = {t;: i E I} be a (nonempty) set of commuting independent
variables over a commutative ring R. Recall that Nil R denotes the ideal of
nilpotent elements of R. The following theorem gives the complete determi­
nation of the Jacobson radical of R[T] = R[t;: i E f].

(5.1) Theorem (E. Snapper). Let R be a commutative ring and let R[T] be a
polynomial ring over R. Then rad R[T] = Nil(R[T]) = (Nil R)[T].

Proof. Recall that a ring is called reduced if it has no nonzero nilpotent
elements. Since RINil R is reduced, it is easy to see that (RINil R)[T] is
reduced. But

(RINil R)[T] ~ R[T]/(Nil R)[T],

so it follows that (Nil R)[T] = Nil(R[T]). Also, Nil(R[T]) £; rad(R[T]), so it
only remains to show the reverse inclusion. For this, we may assume that T
is a singleton, say t. Let

f(t) = ro + ...+ rntn E rad(R[t]).
Then

I + tf(t) = I + rot+ ...+ rntn+l
E U(R[t]).

Let p be any prime ideal in R. Then the invertibility of the polynomial above
in (Rip )[t] implies that each r, E p, Since this holds for all prime ideals
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peR, we have r, E Nil R by a standard theorem in commutative algebra.
Thus,/(t) E (Nil R)[t]. QED

(5.2) Corollary. Let Rand T be as above . Then R[T] is Jacobson semisimple
iff R is reduced.

Next we shall obtain some general results about a class of commutative
rings called Hilbert rings. These results will be strong enough for us to
deduce the classical Hilbert Nullstellensatz which we alluded to in Example
(2) of §4. First we prove the following result on finitely generated commuta­
tive ring extensions.

(5.3) Theorem. Let R s A be commutative domains such that A is finitely
generated as an R-algebra, and R is .l-semisimple. Then A is also .l-semisimple.

Proof. It suffices to treat the case where A = R[a]. We may assume that a
is algebraic over the quotient field K of R, for otherwise we are done by
Snapper's Theorem above. Assume that there exists a nonzero element
b e rad A. Then a and b are both algebraic over K. Let

n

Lr/,
i=O

m

LS/ER[t]
i= O

be polynomials of the smallest possible degrees n, m ~ 1, satisfied, respec­
tively, by a and b. Since A is a domain,

m

So = - L>ibie rad A
i=1

is not zero , and so rnso ¥- O. From rad R = 0, we can find a maximal ideal m
of R such that rnso ¢ m. Upon localizing at S = R\m, rn becomes a unit, so
a satisfies a monic equation over S-I R ; in particular, S-I A = (S-I R)[a] is
finitely generated as a module over S-I R . By Nakayama's Lemma (4.22),

(rad S -1 R) . S-I A S S-I A .

In particular, m · A SA. Let m' be a maximal ideal of A containing m · A.
Then clearly m' n R = m, and so So ¢ m implies that So ¢ m', contradicting
the fact that So E rad A . QED

It is now convenient to define Hilbert rings. A commutative ring (resp.,
domain) R is called a Hilbert ring (resp., Hilbert domain) if every prime ideal
in R is an intersection of maximal ideals. If R is Hilbert, clearly so is every
homomorphic image R /'l1; moreover, rad R is the intersection of all prime
ideals of R, so rad R = Nil R . In particular, if R is a Hilbert domain, then R
is J-semisimple.

(5.4) Corollary. Let R s A be commutative rings such that A is finitely gen­
erated as an R-algebra and R is a Hilbert ring. Then A is also a Hilbert ring.
(In particular, rad A = Nil A .)
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Proof. Let peA be a prime ideal. Then A/p is a finitely generated domain
over Rj» 11 R. The latter is a Hilbert domain so rad(R/p 11 R) = O. By the
Theorem, rad(A/p) = 0, which means precisely that p is the intersection of
all the maximal ideals containing p. Therefore, A is Hilbert. QED

Taking R above to be a field k, it follows from (5.4) that any commutative
k-affine algebra A is Hilbert. This proves the assertions made about A in
Example (2) of §4. To complete our discussion of Hilbert's Nullstellensatz,
we give one more result on commutative J-semisimple domains.

(5.5) Theorem. Let R s:; A be commutative domains such that rad R = 0 and
A isfinitely generatedas an R-algebra. IfA is afield, then so is R, and A/R is
a finite (algebraic) field extension.

Proof. First let us treat the "monogenic" case: A = R[a]. Clearly a must be
algebraic over the quotient field of R. Let

n

I:rit i ER[t]
i= O

be a polynomial (with rn =1= 0) satisfied by a, and let m be a maximal ideal in
R with rn ¢ m. (Such a maximal ideal exists because rad R = 0.) As we saw
in the proof of (5.3), m . A ~ A. Since A is a field, the ideal m . A must be
zero. Therefore, m itself is zero, which implies that R is a field. To treat
the general case, let A = R[al,'" ,am] and write R' = R[aJl . By (5.3),
rad R' = O. Invoking an inductive hypothesis (on m), we see that R' is a field
and each a, (2 ~ i ~ m) is algebraic over R'. By the monogenic case, we
conclude that R is a field and a\ is algebraic over R. It follows that each a, is
algebraic over R, and that A / R is a finite (algebraic) field extension .

QED

In the special case when R is already assumed to be a field, Theorem (5.5)
is known as Zariski's Lemma in commutative algebra. Stated in another
form, this says that, for any field R, and any maximal ideal m of the poly­
nomial ring R[XI,"" Xm], the quotient ring R[XI , . .. ,xm]/m is a finite field
extension of R. In case R is algebraically closed, this implies, in particular,
that m has the form (XI - bi , . . . , Xm - bm) for suitable bi, ... ,b.; E R. It
follows that any proper ideal ~ ~ R[XI , . . . ,xm] has a zero in R'": this is the
so-called Weak Nullstellensatz . The Strong Nullstellensatz is essentially the
geometrical translation of the fact that rad A = Nil A for any (commutative)
affine algebra A over a field. In (5.3), (5.4), (5.5), we have succeeded in
extending these basic results in commutative algebra to a somewhat more
general setting by using the notion of the Jacobson radical. Our treatment
here follows the ideas of Eagon [67].

We shall now leave commutative rings and consider again general rings.
Our next goal will be to extend the result (5.1) to the noncommutative case.
The main trouble in this case is that the nilpotent elements of R need no
longer form an ideal (or even an additive group) , so we first need to find a
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substitute for the expression (Nil R)[T] in Snapper's Theorem. Also, since the
proof of this theorem depends heavily on the commutativity of R, some new
ideas are needed to extend the proof to the case of noncommutative rings.

Before we proceed to the consideration of R[T], it will be convenient to
collect a few general facts about the behavior of the radical under a change
of rings. In the first result below, we consider a pair of rings R s; S and study
sufficient conditions on Rand S from which we can draw the conclusion
R n rad S S; rad R.

(5.6) Proposition. Let R S; S be two rings. Assume either

(1) as a left R-module, RR is a direct summand of RS, or

(2) there is a group G of automorphisms of the ring S such that R is the
subring offixed points SG := {s E S : g(s) = s 'rig E G}.

Then R n rad S S; rad R.

Proof. First assume (1). Write S = R EB T where T is a suitable left R­
submodule of RS. We are done if we can show that ro ERn rad S =} 1 - ro
is right-invertible in R. Let

1 = (1 - ro)(r + t) = (1 - ro)r + (1 - ro)t,

where r E Rand t E T . Since S = REB T and 1 E R, this implies that
( l - ro)r = 1, as desired.

Next assume that R = S G, where G is as in (2). We proceed as in the proof
of (1). For ro ERn rad S, let (1 - ro)s = 1 where s E S. Clearly s is fixed
under the action of G. Hence s E S G= R so 1 - ro is right-invertible in R.

QED

Next, let i : R --+ S be a ring homomorphism. We shall investigate suffi­
cient conditions under which we can conclude that i(rad R) s; rad S. One
such sufficient condition which readily comes to mind is that i: R --+ S be
surjective. Under this assumption, an easy application of (4.1) shows that
i(rad R) s; rad S. (This was Exercise 4.10.) In the following, we shall try to
develop a more general sufficient condition. Note that, via the homo­
morphism i : R --+ S, we can view S as a bimodule RSR. For ease of notation,
we shall denote the left and right R-actions on S by multiplication: for
instance, if r E Rand s E S, r . s shall mean i(r)s.

(5.7) Proposition. Let i: R --+ S be as above. Assume that

S = R . X l + ...+ R . X n

where each Xj commutes (elementwise) with i(R ). Then i(rad R ) S; rad S.

Proof. Note that if M is any left S-module, we can view M also as a left R­
module via i. Let J := rad R. To prove that i(J ) s; rad S, it suffices to show
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that J annihilates every simple left S-module M (see (4.1)). Write M = S· a
for some a E M . Then

M = (R· XI + ...+ R · xn)a = R · xla + ... + R · xna,

so RM is finitely generated. Consider J. M . This is an S-submodule of M
since

Xj(J ' M) = xjJ . M = J . x.M s;; J . M .

Since M # 0, Nakayama's Lemma (4.22) implies that J . M s; M . Recalling
that sM is a simple module, we have J . M = 0, as desired. QED

(5.8) Remark. The proof above shows that the conclusion i(rad R) S;; rad S
is already valid under the following considerably weaker hypothesis on
Xj (I 5,j 5, n): For each Xj, there exists a ring automorphism (Jj of R such
that Xj . r = (Jj(r) . Xj (for every r E R). For, under this hypothesis, we have
already Xj . J S;; (Jj(J) . Xj = J . Xj (J = rad R being clearly invariant under
all automorphisms of R), and the rest of the proof goes over without any
change.

The Proposition above is most often used in the following somewhat
simpler form:

(5.9) Corollary. Let R be a commutative ring and S be an R-algebra such that
S isfinitely generatedas an R-module. Then (rad R) . S S;; rad S.

After the above preliminaries , we shall now resume the consideration of a
polynomial extension, ReS := R[T], where T = {ti: i E I} is a nonempty
set of independent (commuting) variables . (Of course, we shall not assume
that R is commutative.) The following nice result of Amitsur [56] describes
the structure of the radical of S = R[T ]' thus providing a noncommutative
analogue of Snapper's Theorem (5.1).

(5.10) Amitsur's Theorem. Let R be any ring, and S = R[T]. Let J = rad S
and N = R n J . Then N is a nil ideal in R, and J = N[TJ. In particular, if R
has no nonzero nil ideal, then S is Jacobson semisimple.

The proof of this important theorem will be presented in several steps. In
the following, the notations introduced in (5.10) will be fixed. Let us first
prove the easier part.

(5.10A) Proposition. N is a nil ideal in R.

Proof. Let a E Nand t = tio be one of the variables. Then I - at is invertible
in R[T], say (I - at)g(T) = 1. Setting all variables ti (i # io) equal to zero,
we have
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for some aj E R. Comparing coefficients, we have
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ao = 1, al = aao = a, .. . ,

and 0 = aa; = an+1, as desired . QED

The next two results establish the truth of (5.10) in the case of one vari­
able , T = {t}. Our treatment here is modeled upon that of Passman [91]
(p. 192), following an earlier idea of G. Bergman (cf. Exercise 8 below).

(5.10B) Proposition. Let S = R[t], J = rad S, and ao , · · . .a; E R. If f(t) =
ao + ait + ... + antn E J , then a.t ! E J for all i.

Proof. The conclusion is clearly true for n = O. By induction, we may assume
the truth of the conclusion (for all rings R) for smaller n. Let p be any prime
number > n, and let RI be the ring

To simplify notations, we shall write ( for the image of ( in RI; then (P = I
in RI . Note that, for any positive integer j < p, we have

(5.11)

. ~ -
In fact , in the quotient ring Rt/W - I)R\ we have ( = I and hence (= I.

- -p-\ . .
Therefore, 1 +( + ... + ( = 0 Implies that fJ = O. Now let S\ = R I [t] and
J\ = rad SI. Since

SI = S EB (S EB . .. EB c:'S

and ( is central in S\ , we have J I n S = J by (5.6) and (5.7). Applying the
automorphism t t---> (t on SI,f(t) E J £: JI leads tof((t) E J\ and hence

Cf(t) - f((t) = ao((n - 1) + al (C - ()t + ... + an-l (C - C-I )tn- I
E JI ·

Invoking the inductive hypothesis (over Rt), we have ai(C - (i)t i E J( and
hence «u:" - I)t i E J\ for any i ~ n - 1. Using (5.11), we see that
pa.t' E J 1 n S = J . Applying this argument to another prime q > n, we have
also qa.t' E J; therefore, a.t' E J for all i ~ n - I. Since f(t) E J, it follows
that antn E J as well. QED

(5.10C) Proposition. In the notation of (5.lOB), if f(t) E J, then a, E J for
all i.

Proof. Applying the automorphism t t---> t + I on R[t], the earlier conclusion
a.t' E J leads to

ai(1 + t) i = ai + ia.t + '" + a.t' E J.

Applying (5.lOB) again, we see that a, E J. QED
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For another proof of (5.10C) using somewhat different ideas, in the case
when R is an algebra over a field, see Exercises (3) and (4) below.

Coming back now to Amitsur's Theorem (5.10), our remaining task is
to deduce the general case of many variables from the case of one variable
settled in (5.IOC).

Proof of (5.10). The desired conclusion J = N[T] (N = J n R) means that, if
a polynomial f(T) E J , then all of its coefficients must belong to J. To see
this, we induct on the number m of variables appearing in! If m = 0, this is
clear. If m > 0, fix a variable t appearing in! Write T = To0 {t} (disjoint
union) andf(T) = Li ai(To)ti. Applying (5.1OC) to R[T] = R[To][t]' we see
that ai(To) E J for all i . Since the number of variables actually appearing in
each ai(To) is <m - I, the induction proceeds. QED

At this point, let us make some comments about Amitsur's Theorem
(5.10). One drawback of this theorem is that it does not "determine" what
N = R n rad R[T] really is, other than that it is a nil ideal. Now in any ring
R, there is always a largest nil ideal, since the sum of all nil ideals is nil. (The
easy proof of this can be found in (10.25).) Let us denote this largest nil ideal
by Nil' R; it is called the uppernilradical of R. An interesting problem is to
determine whether the N in Amitsur's Theorem is indeed equal to Nil' R, so
that rad R[T] = (Nil' R)[T]. In other words :

(5.12) Problem. If I is a nil ideal in R, is I[T] ~ rad R[T]?

If I is in fact nilpotent, say P = 0, then clearly I[Tt = 0 and we can
conclude from (4.11) that I[T] ~ rad R[T]. But if I is only nil, and R is
noncommutative, (5.12) has remained a difficult unsolved problem in ring
theory. In fact , (5.12) turns out to be equivalent to another famous problem
in ring theory called Kothe's Conjecture. For more information on this , see
§IO and Exercise 10.25.

In the case when R is an algebra over a field k, it is possible to obtain an
analogue of (5.10) for the algebra R(T) . Here , R(T) is defined to be the
scalar extension of the k-algebra R when we enlarge the scalars from k to
k(T) , the rational function field over k in the set of variables T. Since k(T) is
the quotient field of k[T] and R rgJk k[T] = R[T], R(T) is the localization of
R[T] at the central multiplicative set k[T]\{O} . For the structure of the rad­
ical of R(T) , we have the following analogue of(5 .10), also due to Amitsur.

(5.13) Theorem. Let J' = rad R(T) and N' = R r. J', Then N' is a nil ideal
in R, and J' = N'(T) := N' ®k k(T) . In particular, if R has no nonzero nil
ideals, then R(T) is Jacobson semisimple.

Proof. The proof here runs along the same line as in the case of a polynomial
extension. Repeating the earlier arguments, we can show that, in the case of
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one variable , whenever a, E R:
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L a/ E rad R(t) ==::} all a, E rad R(t) .

In the case of many variables, consider f(T)/g(T) E J', where f(T) E R[T]
and 0 =1= g(T) E kIT]. We havef(T) E g(T)J' £; J', so it suffices to show that
f(T) E J' implies that all coefficients offare in J' . Inducting on the number
of variables appearing in/, writef(T) = L ai(To)ti as in the proof of (5.10),
where T = To 0 {t} . Let R* = R(To), viewed as an algebra over k:" = k(To).
We can make the following identifications:

R(T) = R &h k(To) ®k(Tol k(To, t) = R* ®k' k*(t) = R*(t) .

From L ai(To)ti E J', we conclude from (t) (applied to R*) that ai(To) E J'
for all i, so we are done by induction as before.

To complete the proof of (5.13), we still have to show that N' is a nil ideal
in R. In fact a somewhat stronger statement is true for scalar extensions of
algebras . We shall now investigate, in more detail, the behavior of the radi­
cal of algebras under scalar extensions. Then result (5.15) we prove below
will, in particular, imply that the ideal N' in (5.13) is nil.

Let R be a k-algebra where k is a field, and let K 2 k be a field extension.
We can form the algebra R K := R ®k K, in which multiplication is defined
by

(r ® a)(r' ® a') = rr' ® aa' for r, r' E R and a,a' E K.

The K-algebra RK is called the scalar extension of R to the new scalar field
K. The subring R ® k = R ® I of RK is isomorphic to R, so we shall identify
it with R. Note that we do not need to impose any condition on the exten­
sion K 2 k; thus, this may be a transcendental extension as well as an alge­
braic extension. The following sequence of results describes the relationship
between the two radicals rad Rand rad RK.

(5.14) Theorem. For any k-algebra R and any field extension Kfk, we have
R (l rad RK £; rad R. If Klk is an algebraic extension, or if dimi. R < 00 ,

then R (l rad RK = rad R. If[K : k] = n < 00 , then

(rad RK)n £; (rad R)K(= (rad R) ®kK) .

Proof. Let {e.} be a basis of K as a k-vector space, with, say eio = 1. Then

RK = R (,J) EB R . ei
iio io

is a direct sum decomposition of RK as a left R-module. Therefore ,
R (l rad RK £; rad R by (5.6). If dim; R < 00 , then by (4.121 rad R is nilpo­
tent, so (rad R)K £; RK is also nilpotent. Therefore (rad R) £; rad RK and
hence rad R £; R (l rad RK. To prove the same inclusion for K[k algebraic
(and for arbitrary R), an easy direct limit argument reduces the consid­
eration to the case [K: k] = n < 00 . In this case, the direct sum decom­
position for R K above is finite, and each e, centralizes R. By (5.7), we
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have rad R £; R n rad RK, as desired. Finally, to see that (rad RK)n £;

(rad R) @K, let V be any simple right R-module. Then V K = V@kK is a
right RK-module . Viewed as an R-module,

n

V K ~ EB( V @ ei)
i= 1

has composition length n. Therefore, viewed as an RK-module, V K has
composition length s;n. Thus, for any Z E (rad RK)n, V K. Z = O. Write
Z = L:r, @ e, where rt E R. For any v E V, we have

0= (v@l)(I::ri@ei) = I::vri@ei===} or, = 0 (I s i s n).

Therefore V · rt = 0 and so ri E rad R for all i, from which we have
Z = L:r, @ e, E (rad R) @ K. QED

If K jk is not an algebraic extension, the inclusion R n rad RK £; rad R
may no longer be an equality . In fact, we shall show below that in this case,
R n rad R K is always a nil ideal. So, if rad R itself is not nil, we have a strict
inclusion R n rad R K s; rad R.

(5.15) Proposition. Let Kjk be afield extension which is not algebraic. Then
for any k-algebra R, R n rad RK is a nil ideal in R. (This shows, in particular,
that the ideal N' in (5.13) is nil.)

Proof. Let a ERn rad R K and let t E K be transcendental over k.
Applying the first part of (5.14) to the extension k(t) £; K, we see that
a ERn rad Rk('). To see that a is nilpotent, it suffices therefore to assume
that K = k(t). Since I - at E U(R K), there exists an equation

(I - at) -f(t)jg(t) = I,
where

f(t) = bo+ bl t + + bmtm E R[t] (bm =1= 0),

g(t) = Co + Cit+ + Cm+1tm+1 E k[t] .

Comparing coefficients, we get Co = bo, Ci = b, - abi_1 (I ~ i ~ m + I) , with
the convention that bm+l = O. Solving the b;'s in terms of the Cj's, we have,
inductively,

For i = m, the fact that bm =1= 0 implies that Co, . . . , Cm are not all zero. For
i = m + I, therefore, the equation

0= bm+ 1= am+1co+ ...+ aCm+ Cm+1

shows that a is algebraic over k. Since a E rad Rk(I), it follows from (4.18)
that a is nilpotent. QED

From here on we shall focus our attention on scalar extensions of algebras
when Kjk is a separable algebraic extension. In this case, one can obtain
very specific information: see (5.17) below.
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(5.16) Lemma. Let R be a k-algebra, and Kfk be a separable algebraic
extension. If R is J-semisimple, then so is RK.

Proof. If Z E rad RK, then, for some L C;;; K of finite degree over k, we have
Z E R L n rad RK C;;; rad RL , by (5.14). Therefore we may assume that K[k is
finite. Let E be the normal hull of Kover k; then Elk is finite Galois. By
(5.14) (applied to ElK),

rad RK C;;; rad(RK) E = rad RE.

Therefore it suffices to show that rad RE = O. Let el , .. . .e; be a k-basis for
E, and let G be the Galois group of Elk. We can extend the G-action to
R E = R (Bh E by identifying (1 E G with I ® (1 . Given any element

Z = L r, ® e, E rad R E,
i

we have , for any (1 E G and any indexj:

(1(ze)) = (1 (2;>i ® eie}) =~ r, ® (1(eie}) .

These elements belong to rad RE since rad RE is an ideal of RE which is
invariant under all automorphisms. Summing these elements over (1 E G and
writing "tr" for the field trace of Elk, we get

L r, ® L (1(eie}) = L r, ® tr(eie})
i aeG

= Lritr(eie}) ® 1.
i

This element belongs to Rnrad R E C;;; rad R = 0 (see (5.14)); hence
L. i r,tr(eie}) = 0 for all j. Since Elk is separable, the trace form

(x ,y) t--t tr(xy)

is nondegenerate; equivalently, the k-matrix (tr(eie})) is invertible. From the
linear equations L.i r,tr(eie}) = 0, we conclude, therefore, that r, = °for all i,
andsoz=O. QED

(5.17) Theorem. Let R be a k-algebra, and K fk be a separable algebraic
extension. Then rad(R K) = (rad R)K.

Proof. By (5.14), we have (rad R)K C;;; rad(R K) . Moreover,

R K[irad R)K ~ iRfrad R)K.

Since Rlrad R is J-semisimple, the Lemma implies that iRlrad R)K is
J-semisimple. By (4.6), it follows that rad(R K) = (rad R)K. QED

Note that the hypothesis that Kfk be separable is essential in (5.16) and
(5.17). If K contains inseparable elements over k, counterexamples are easy
to find. The following is perhaps everyone's favorite counterexample. Let
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k be a field of characteristic p > 0 and suppose a E k\kP. Let K = k(ex)
where exP = a, so K is a purely inseparable extension of k. As a k-algebra ,
R := K is of course semisimple (it is a field!) , but the scalar extension
R K = R (gh K = K &h K is isomorphic to

K e, k[t] ~ K[t] = K[t] = K[t]
(tP- a) - (tP- a) (tP- exp ) (t - ex)P '

This is not semisimple; in fact its radical is clearly the nilpotent ideal
(t - ex)/(t - ex)P . Tracing back through the isomorphism, we have that
rad(K @k K) is generated by the nilpotent element 1 @ ex - ex @ 1. In fact,
with the notation above, A K is never J-semisimple for any k-algebra A con­
taining K in its center, since A @k K has a central nilpotent element
l@ex-ex@l.

Exercises for §5

Ex. 5.0. (This exercise refines some of the ideas used in the proof of (5.6).)
For any subring R £;; S, consider the following conditions:
(1) RR is a direct summand of RS and RR is a direct summand of SR.
(2) R is a full subrinq of S in the sense that R Il U(S) £;; U(R) .
(3) R Il rad S £;; rad R.
(For examples of full subrings, see, for instance, Exercises 1.13 and 6.3.)
(A) Show that (1) =? (2) =? (3).
(B) Deduce from the above that, if C = 2(S) (the center of S), then
C Il rad S £;; rad C.
(C) Does equality hold in general in (B)?

Ex. 5.1. Let R be a commutative domain and S-I R be the localization of R
at a multiplicative set S. Determine if any of the following inclusion relations
holds:
(a) rad R £;; R Il rad S-l R,
(b) R Il rad S-l R £;; rad R,
(c) rad S-IR £;; S-l(rad R).

Ex. 5.2. Give an example of a ring R with rad R ¥- 0 but rad R[t] = O.

In the following two exercises, we sketch another proof of (5.1 OC) in the case
when R is an algebra over a field k . As in (5.1OC), we let J = rad R[t] and
N = RIlJ.

Ex. 5.3. Assume k is an infinite field. Show that J = N[t] . (Hint. First show
that J¥-O~N¥-O. Let f(t)=ao+alt+ · · ·+antnEJ\{O} with n
chosen minimal. For any ex E k, f(t + ex) - f(t) E J implies that f(t + ex) =
f(t) . Setting t = 0 gives anexn+ ...+ al ex = 0 for any ex E k . Since k is infinite,
this implies that an = .. , = al = 0.)

Ex. 5.4. Assume k is a finite field. Show that J = N[t]. (Hint. Let k be the
algebraic closure of k, and R = R @k k , j = rad(R[tJ) . By the first part of
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(5.14),1 = R[t] n J. Letf(t) = ao + a(t + ...+antn E J . Thenf(t) E J, and,
since k is infinite, Exercise 3 yields a; E J for all i. But then a; ERn J =
Rn (R[t] nJ) = RnJ = N.)

Ex. 5.5. Let R be any ring whose additive group is torsion-free. Show
(without using Amitsur's Theorem) that J = rad R[t] =1= 0 implies that
R n J =1= O. (Hint. Let f(t) E J \ {O} be of minimal degree and consider
f(t+ I) - f(t) EJ.)

Ex. 5.6. For any ring R, show that the Jacobson radical of the power series
ring A = R[[t]] is given by

P:= {a + if(t) : a E rad R, f(t) E A} .

Ex. 5.7. For any k-algebra R and any finite field extension Kjk, show that
rad R is nilpotent iff rad R K is nilpotent.

Ex. 5.8. (This problem, due to G. Bergman, is the origin of the proof of
(5.l0B) .) Let R be a graded ring, i.e.

R = Ro EB R( EB . . .

where the R;'s are additive subgroups of R such that R;Rj ~ R;+j (for all i,j)
and 1 E Ro. Show that J = rad R is a graded ideal of R, in the sense that J
has a decomposition

J = Jo EB J( EB " ' ,

where J; = J n R i • (Hint. Use the ideas in the proof of (5.10B).)

Ex. 5.9. Let A = R[T], where T is an infinite set of commuting indetermi­
nates. Show that rad A is a nil ideal.

Ex. 5.10. Let us call a commutative ring R "rad-nil" if its Jacobson radi­
cal is nil, that is, if rad(R) = Ni/(R) . [Examples include: (commutative)
J-semisimple rings, algebraic algebras and affine algebras over fields, etc.]
Show that:
(I) a commutative ring is Hilbert iff all of its quotients are rad-nil;
(2) any commutative artinian ring is Hilbert;
(3) any commutative ring is a quotient of a rad-nil ring.
(4) Construct a commutative noetherian rad-nil ring that is not Hilbert.

§6. Group Rings and the l-Semisimplicity Problem

In §l we have explained the formation of a group ring. This not only gives a
nice source of examples of noncommutative as well as commutative rings,
but also provides the basic connection between ring theory and the theory of
group representations. Classically, group rings of finite groups over the
complex numbers provided some of the earliest nontrivial examples of semi­
simple rings. For infinite groups, the associated group rings are no longer
semisimple; the study of this class of rings can be used, therefore, as a guide
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to the general study of nonsemisimple rings. On the other hand, ideas and
results in ring theory have had very important impact on the development of
the theory of representations of groups . In the 1920's, Emmy Noether ini­
tiated the viewpoint that representations of groups amount to modules over
the associated group rings. From this viewpoint, the Wedderburn structure
theory of finite-dimensional algebras has natural interpretations in the frame­
work of finite group representations. In particular, this enabled Noether to
re-prove effectively many of the classical results of Frobenius and Schur in
representation theory from a ring-theoretic perspective. This section will be
devoted to the elementary study of group rings, with special emphasis on the
question of semisimplicity (and J-semisimplicity). The major application of
this material to representation theory will be given in §8 of the next chapter.

We begin by recalling the basic relationship between group representa­
tions and modules over group rings. To simplify matters, the base co­
efficientsare assumed to form a field k. For any (multiplicative) group G, let
R = kG be the group ring (or group algebra) of Gover k. An n-dimensional
representation of Gover k is defined, classically, to be a homomorphism D
from G to GLn(k) , the general linear group of invertible n x n matrices over
k. (D stands for Darstellung, the German word for representation.) Given
such a homomorphism, G then acts as a group of linear transformations on
k"; we denote this action by (a, v) f---4 a . v, for a E G and v E k", If we extend
this action to the group ring R = kG by taking

(2.: aua) . v = 2.: au(a . v),
U EG UEG

the vector space k" becomes a (left) R-module. Conversely, if we are given a
left R-module V such that dim; V = n, then G acts as a group of linear
transformations on V, and, by fixing a k-basis on V, we obtain a represen­
tat ion D of G by n x n invertible matrices . If we use a different k-basis for V,
a routine computation shows that the resulting representation D' of G differs
from D by an inner automorphism of GLn(k ). Two representations D, D'
which differ by an inner automorphism of GLn(k ) are said to be equivalent.
Conversely, it is easy to show that two equivalent representations give rise to
a pair of isomorphic (left) kG-modules. Thus , equivalence classes of finite­
dimensional representations of G may be identified with isomorphism classes
of left kG-modules finite-dimensional over k. In this sense, the study of rep­
resentations of G and the study of (left) kG-modules are essentially equiva­
lent. The k-representations of G afforded by irreducible kG-modules are
called the irreducible representations of Gover k .

Classically, the representation theory of finite groups over fields of char­
acteristic zero is of special importance. The most basic ring-theoretic result
in this setting is that the associated group ring is a semisimple ring (in the
sense of §2). This famous result is due to H. Maschke in 1898. Maschke 's
Theorem is also valid for fields k whose characteristic does not divide the
order of G (as pointed out by Dickson ), but not valid otherwise. We state
below this theorem of Maschke , with its modem embellishments.
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(6.1) Theorem. Let k be any ring and G be a finite group. Then R = kG is
semisimple iff k is semisimple and IGI . 1 is a unit in k.

Proof. For the "if" part, let W be an R-submodule of a left R-module V.
We want to show that W is an R-module direct summand of V. Fix a k­
homomorphism f: V ---> W such that fl W is the identity. (Such a map
exists since W is a k-module direct summand of V.) We shall modify finto
a map g with the same properties asJ, but such that g is a homomorphism of
R-modules. If such a g can be found, then V = WEBker(g) gives what we
want. We define g: V ---> V by the following "averaging" device :

g(v) := IGI-1 L a-'f(av) , v E V.
GEG

Since g(v) E IGI-1
L:GEG a-I. W ~ W, we may view the k-homomorphism g

as from V to W. If v E W, then

g(v) = IGI-1 La-I (av) = v,
GEG

so g is the identity on W. Finally, the following computation shows that g is
an R-homomorphism: for any rEG,

g(rv) = IG\-I La-I(f(ar .v))
GEG

= IGI- I L rd-'f(a'v)
u'EG

= rg(v) .

For the "only if" part of the theorem, assume now that R = kG is semi­
simple. We have a ring homomorphism (the augmentation map)

s : kG --+ k

defined by taking elk = Idk and e(G) = 1. Therefore, as a homomorphic
image of kG, k is semisimple (cf. Exercise 3.3). We finish by showing that
any prime p dividing IGI is a unit in k. By Cauchy's Theorem in group theory,
there exists an element a E G of order p. Since the semisimple ring R is
von Neumann regular (see (4.24)), there exists an element r:x E R such that
(1 - a)r:x(1 - a) = 1 - a, from which

[I - (1 - a)r:x] · (1 - a) = O.

By the Lemma below, we can write

1 - (1 - a)o: = fJ . (1 + a + ...+ 0"-1 )

for some fJ E R. Applying the augmentation map e, we have 1 = e(fJ) .p, so
p = p . 1 is invertible in k, as desired. QED

We now supply the missing link in the argument above.

(6.2) Lemma. For r E R = kG, and a E G of order p, r- (1 - a) = 0 iff
r E R . (1 + a + ... + aP- 1) .
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Proof. We need only prove the "only if" part. Let r = LrE G rrr. We shall
induct on the number n of r's occurring in r with nonzero coefficients. If
n = 0, then r = °and we are done. Otherwise, look at some r with r- #- 0.
Since

r = r . a = r . a 2 = . . . ,
the group elements r , ra, . . . , raP- 1 all appear in r with the same coefficient
r. , Therefore

p-l (k-combination of )r - r (r + ra + ...+ ra ) +
- r other group elements

= rrr(1 + a + ...+ aP-
I

) + r' (say).

Since r - (1 - a) = °implies that r' · (I - a) = 0, the proof proceeds by
induction . QED

In Maschke's Theorem, we have considered only finite groups. The fol­
lowing supplement to the theorem explains why.

(6.3) Proposition. Let k #- °be any ring, and G be an infinite group . Then the
group ring R = kG is never semisimple.

Proof. For the augmentation map e : kG ~ k defined above, let m:= ker(e)
be the "augmentation ideal." Assuming R = kG is semisimple, we have
R = mEt> ~ where ~ c R is a suitable left ideal. Write

m= R . e and ~ = R -I,
where e,fare idempotents such that e +/ = 1 (see Exercise 1.7). Clearly, e,f
are not zero. We have m-I = Re -I = 0, so (a - 1)/ = 0, i.e., / = af, for
any a E G. Let rEG be a group element which appears in/with a nonzero
coefficient. Then at appears in / with the same coefficient, for any a E G.
This means that / involves all group elements of G; since G is infinite, this
contradicts the definition of a group ring. QED

After Jacobson introduced the Jacobson radical in 1945, one obtains a
new notion of semisimplicity for rings possibly not satisfying any chain
conditions: a ring R is called Jacobson semisimple if rad R = 0. In view of
Maschke's classical result that the group ring of a finite group over a field of
characteristic zero is semisimple, a natural question would be to ask whether
the group ring of an arbitrary group over a field of characteristic zero is
always J-semisimple. The earliest result in this direction is due to C. Rickart
[50] who used Banach algebra methods to show that, for any group G, the
complex and real group algebras CG and IRG are, indeed, J-semisimple.
Later , Amitsur and Herstein showed independently that kG is J-semisimple
for k any uncountable field of characteristic zero. Improving this result fur­
ther, Amitsur [59] showed that, for any field k of characteristic zero, kG is
J-semisimple except perhaps when k is a field of algebraic numbers (i.e.,
when k is an algebraic extension of Q). In this case, a number of difficulties
remain, and the problem seems to be still unsolved as of this date . Consid-
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erable work has also been devoted to special classes of groups, e.g., ordered
groups, abelian groups, solvable groups, and certain linear groups. For all the
special classes considered so far, the known answers to the J-semisimplicity
problem have been uniformly affirmative. Analogous results have also been
obtained for fields of characteristic p.

In the following , we shall give an exposition of the results on the J­
semisimplicity problem described above. We shall follow the chronological
order of these results in spite of the (obvious) fact that the later results are
stronger than the earlier ones. The motivation for this approach is, in part,
that we want to preserve the historical perspective of the problem: it was
Rickart's pioneering result on the J-semisimplicity of CG and IRG that gave
the main impetus to the effort for solving the same problem over arbitrary
fields of characteristic zero . A second reason for including Rickart's result is
that Rickart's proof used certain interesting ideas from the theory of topo­
logical algebras. It is hoped that a study of this proof will provide a glimpse
of the interaction between the purely ring-theoretic methods and the meth­
ods of functional analysis and complex analysis.

(6.4) Rickart's Theorem. For any group G, the complex group algebra CG is
J-semisimple . (In view of (5.7), this implies that the real group algebra IRG
is also J-semisimple .)

For the sake of a self-contained exposition, we shall present Rickart's
proof in a somewhat disguised form, following Passman [77], pp. 269-271.
In this version of the proof, one does not need to introduce the general
terminology of Banach algebras used in Rickart's paper. Nevertheless, this
proof will be sufficient to convey the general flavor of Rickart's analytic
methods.

Let us first give an overview of the proof. For any element a = L:agg in
the complex group algebra CG, we define the trace of a to be tr(a) = al E C.
The proof of (6.4) consists of two main parts.

(6.5) Lemma (The Algebraic Part). If rad(CG) =I- 0, there exists an element
a E rad(CG) such that,for any m ;;::: 1,

tr(azm) E IR and tr(azm) ;;::: 1.

(6.6) Lemma (The Analytic Part). For any a E rad(CG) ,

lim tr(a n
) = °in C.

n-oo

Obviously, these two lemmas give the desired conclusion rad(CG) = 0.
Now we must prove these lemmas! Since the algebraic part is the easier one,
we shall do it first.

We begin by recalling the idea of an involution. By an involution on a
ring k, we mean an additive homomorphism *: k --+ k such that a** = a and
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(ab) * = b*a* for all a,bE k. (The latter implies that 1* = 1.) For instance , if
k is a commutative ring, the identity map a f---+ a* = a gives an involution on
k, and the transpose map on matrices gives an involution on Mn(k). The
usual complex conjugation map gives an involution on C.

If k is a ring with an involution -, we can define on any group ring kG:

It is easy to check that this gives an involution on kG extending the given
involution on k. In the following, we shall take k to be C, with "bar" given
by complex conjugation. The group algebra R = CG then has an involution
*, as defined above .

Proof of (6.5). For any a = L agg E R, we have

tr(a*a) = L agag = L lal ~ lad 2 = Itr a1 2
,

gEG gEG

where [z] denotes the modulus of a complex number z. In particular, if a is a
*-symmetric element (i.e., a* = a), then by induction on m 2:: 1 we have
tr(a2m

) 2:: Itr al
2m

in Ilit If rad(R) contains a nonzero element P = LPgg,
then tr(p*p) = L IPi i= 0 and we have

a := p*Pltr(p*p) E rad R

since rad R is an ideal. Clearly, a* = a, tr(a) = 1, so by what we said above,
tr(a2" ) is a real number 2:: 1 for all n. QED

Next , we shall try to do the "Analytic Part" (Lemma 6.6). To begin
the proof, let us first set up some notations. For Ct. = L Ct.gg E R, define
lal = L lagl E R One checks easily the following properties:

(1) Itr al ::::; 1Ct.1 ,
(2) 1Ct. +PI ::::; lal + IPI,
(3) ICt.PI ::::; 1Ct.1 . IPI ·

In view of (2), if we define a distance function on R by

dist(a,p) := la - PI ,
R becomes a metric space. Thus, we can talk about continuity of functions to
or from R. For instance, by property (1) above, tr: R ---> C is a continuous
(C-linear) function .

In the following, let a be a fixed element of rad R. Then for any z E C,
1 - zo: E U(R), so we can define a function rp: C ---> R by

rp(z) = (1 - za)-l E R.

The proof of (6.6) depends on the following three crucial properties of rp.



84

(A) rp is continuous at every z E C.

2. Jacobson Radical Theory

(6.7)

(B) rp is differentiable at every z E C.

(C) If [z] is sufficientlysmall, then rp(z) = I:':o IXnZnE R.

Here, (A) is a consequence of the fact that the inverse map on R is con­
tinuous. To give a more detailed proof, consider two points y ,z E C. Since
rp(y) and rp(z) commute, we have

rp(y) - rp(z) = [(1 - ZIX) - (1 - YIX)](l - YlXr 1(1 - ZIX) -l

= (y - z) IX rp(y)rp(z).

This implies that, for a given z, Irp(y)1 is bounded in a suitable neighborhood
of z. In fact, from (6.7), we have

jrp(y)1 :::; Irp(z)1 + Iy - zl·lrp(y)I·11Xrp(z)l,

so

Irp(y)I ' (I -Iy - zl ·11X rp(z)l) :::; Irp(z)l ·

If y is sufficiently close to z, we can make the expression in parentheses to be
21/2, so Irp(y)\ :::; 2Irp(z)l, and (6.7) gives

Irp(y) - rp(z) I :::; 211X1·ly - zl ·\rp(z)1 2
.

This implies (A), and also shows that

(6.8) rp'(z) := lim rp(y) - rp(z) = lim a rp(y)rp(z) = rx rp(z)2 ,
y~z y - z y~z

for every z E C. Now let z be such that Izl·11X1 < 1. Then IZIXI = [z] · IIXI < 1,
and the usual geometric series argument shows that rp(z) = I:':oznlXn. In
fact , for any integer N:

so

From this estimate, we see that

proving (C).

Proof of (6.6). For any group element 9 E G, we can define trg : R -+ C by
sending any IX = I:hEG IXhh E R to IXg E c. This map is clearly continuous and
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~:>linear, and our earlier trace map " tr" is just tri, For any fixed a E rad R
and g E G, we shall show more generally that

lim trg(an) = 0.
n- oo

Let

1 = trg 0 tp : C -----+ C; i.e., I(z) = trg(l - za)-I .

By (B),jis an entire function (with/' (z) = trg (a rp(z)2)), and by (C):

(6.9) I(z) = trg(~anzn) =~ trg(an)zn

for sufficiently small 14 In particular, (6.9) gives the Taylor expansion of
f at the origin. Since 1 is entire, a well-known theorem in complex analysis
guarantees that this Taylor series has infinite radius of convergence, and
converges to 1everywhere in C. At the point z = 1, this yields

00

1(1) = L trg(an).
n=O

But then the nth term of this series must converge to 0, as desired. QED

(6.10) Remark. By definition,/(I ) is trg(l - a)-I.-If we knew that lal < I,
then (l - a)-I = L::o an would hold in R, and we would have the equation
(*) by taking trace. But of course, we did not know that lal < I, nor that
L:: oan would converge in R. Therefore, we have to invoke a basic theorem
on entire functions to justify the key equation (*) .

While the proof of (6.6) was designed to use a minimum amount of anal­
ysis, a few remarks on its hidden connections to Banach algebras are in
order. In Rickart's original proof, G is thought of as a locally compact group
with the discrete topology, and one considers the C-algebra of LI-integrable
functions from G to C with respect to the Haar measure, the multiplication
of functions being given by "convolution." This algebra, traditionally de­
noted by L1(G), may be called the "analyst's version" of the group algebra:
it is a Banach algebra over C. The discrete group algebra CG can be em­
bedded as a dense subring of B:= L I(G) by identifying L:agg with the
function g I---' ag• For any element a in the Banach algebra B, the resolvent
set of a is

{ZE C: z-aEU(B)} ,

and on this resolvent set, the "resolvent function"

t/J (z) = (z - ar l

is analytic, with values in B. The function rp used in our proof of (6.6) is just
a slight variant oft/J, namely rp(z) = t/J (z-I )/z. The argument in (6.6), applied
in the general setting of analytic functions with values in a Banach space,
shows that the radical of a complex Banach algebra B is " topologically nil,"
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i.e., any element (X in it has (Xn --+ O. It follows easily from this that rad B is
the largest topologically nil (I-sided or 2-sided) ideal in B. This is, therefore,
the general fact which underlies the analytic lemma (6.6). On the other hand,
the algebraic lemma (6.5) made crucial use of the *-involution on iCG; this
amounts to exploiting the standard C*-algebra structure in L 1( G). The
argument on the 2n-powers of *-symmetric elements essentially shows that ,
in a C*-algebra, the only topologically nil l-sided ideal is the zero ideal.
In particular, this argument suffices to show that any C*-algebra over iC is
Jacobson semisimple.

Having thus explained the proof of Rickart's Theorem, we shall now
return to more conventional ring theory . Our next goal is to discuss
Amitsur's results on the J -semisimplicity of group rings in characteristic zero
and Passman's analogous results in characteristic p. The methods we use to
establish these results will be purely algebraic. We begin by proving a result
on nil one-sided ideals in group rings of characteristic zero. The idea used in
the proof of the Proposition below is very similar to that used for Lemma
6.5.

(6.11) Proposition. Let k be a ring with an involution * such that

~=>t(Xi = 0 ===} all (Xi = 0 in k .

Then,for any group G, the group ring R = kG has no nonzero nil left ideals . In
particular) this conclusion holds in the following two cases:

(a) k is a commutative ring which is formally real, in the sense that
"£ (Xl = 0 ===} all (Xi = O.

(b) k is an algebraically closed field of characteristic zero?

Proof. For (X = "£ (Xg g E R , we define tr((X) = (Xl as before, and we extend * to
an involution on R by defining (X* to be "£ (X;g-l . Since

tr((X *(X) = L (X;(Xg,

the hypothesis on (k, ") amounts to:

tr((X*(X) = 0 ===} (X = 0 in R .

Assume that R has a nonzero nil left ideal ~, say with 0 # PE~. Then
0# y: = P*PE~, and y* = y. Choose n e: I so that yn # 0 = yn+l. For
(X := yn, we have (X *(X = (X2 = y2n = 0 , but by what we said above , (X = 0 , a
contradiction. If k is a formally real commutative ring, we can take the
involution * to be the identity on k, and the argument above applies . Now let

3 The conclusion that kG has no nonzero nil left ideals actuaIly holds for all fields k of charac­
teristic zero, without the assumption that k be algebraically closed. However, we shaIl not prove
this more general result here.
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k be an algebraically closed field of characteristic zero. By a basic theorem
in field theory, we know that k = ko[i] where ko is a real-closed field c k ,
and i = J=T. (A real-closed field is a formally real field with no formally
real proper algebraic extensions.) Defining (a + bi) * = a - bi on k
(a,bE ko), the fact that ko is formally real gives:

o= ~)aj + bji)*(aj + bji) = I>J + LbJ~ aj = bj = 0 Vj.

Therefore, the first part of the Proposition applies to kG . QED

Note that the last part of the Proposition can be used to give another
proof of the characteristic zero case of Maschke's Theorem. Indeed, let k be
a field of characteristic 0, and let G be a finite group. Since kG is artinian,
(rad kG)n = 0 for some n, and hence ((rad kG) . k)n = 0 for k the algebraic
closure of k . By the Proposition, we have (rad kG) . k = 0 and hence
rad kG = 0, showing that kG is semisimple. (In the case of characteristic p, a
similar remark can be made after the proof of (6.13).) However, the argu­
ment in (6.11) works for any group G, and our present goal is to get theo­
rems on the l-semisimplicity of kG for possibly infinite groups. In fact, we
are now ready to prove the following result of Amitsur [59], which extends
Rickart's Theorem from the complex base field to "almost" any field of
characteristic zero.

(6.12) Amitsur's Theorem. Let K be a nonalgebraicfield extension ofo. . Then
for any group G, the group ring KG is .l-semisimple.

Proof. Let F = o.({Xi}) , where {Xi} is a (nonempty) transcendence basis for
Klo.. Note that the scalar extension o.G ® o F is just FG. Let 1 = rad FG.
By (5.13), N = J !l o.G is a nil ideal of o.G and 1 = N ® o F = N . F.
However, by Proposition 6.11(a), o.G has no nonzero nil left ideals; hence
N = 0 and so 1 = O. This shows that FG is J-semisimple. Since we are in
characteristic zero, KIF is a separable algebraic extension. Therefore, by
(5.16), the scalar extension FG ® F K = KG is also l-semisimple. QED

Next we shall try to obtain the characteristic p analogue of the above
result. We first need a characteristic p analogue of the nonexistence of non­
zero one-sided nil ideals. To do this, we introduce the following group­
theoretic notion: for a prime p, we say that a group G is a p'-group if G has no
element of order p. Note that , by Cauchy's Theorem, if G is a finite group,
this condition simply means that p does not divide the order of G.

The characteristic p analogue of(6.11), due independently to D.S. Passman
and I.G. Connell, is as follows.

(6.13) Proposition. Let k be a commutative reduced ring ofprime character­
istic p > O. Let G be any p'<qroup, Then R = kG has no nonzero nil left ideals.
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Proof. Assume R has a nonzero nil left ideal ~, say

After left multiplying Pwith a suitable group element, we may assume that
tr(p) = Pi =1= O. We claim that tr(pP) = (tr(p))p. If so, then by iteration,

tr(pp
n

) = (tr(p) )p
n

=1= 0

for every n, and we get the desired contradiction. To show our claim, note
that

where the sum is over the set S of (ordered) p-tuples (gi,"" gp) of group
elements such that gi .. . gp = 1.The cyclic group H = «(J) of order p acts on
Sby

(J* (gi, ' " , gp) = (g2,'" , gp,gd·

The H-orbits on S have cardinality either I or p. For an orbit of cardinality
p, since all the p-tuples in the orbit make the same contribution to tr(pP), the
total contribution is a multiple of p, and therefore is zero. Now look at a
singleton orbit H * (g\, . . . ,gp). We must have g\ = g2 = ... = gp and hence
gf = 1. Since G is a p' -group, we have gi = .. . = gp = I. Therefore, there
is a unique singleton orbit in ' S, and its contribution to tr(pP) is Pf, as
claimed. QED

In order to prove the characteristic p analogue of (6.12), we need the
following intermediate result.

(6.14) Proposition. Let K/F be an algebraic extension offields of character­
istic p, and let G be a p'<qroup , IfFG is .l-semisimple, so is KG.

Proof. First let us assume that [K : F] = n < 00 . By (5.14),

(rad(KG))n c;; (rad FG) . K,

and, by hypothesis, rad FG = O. Thus , rad KG is a nilpotent ideal. By the
above Proposition, therefore, rad KG = O. Now drop the assumption that
[K: F] < 00 . Given any element IX E rad KG, we can find a field Ko c;; K of
finite degree over F such that IX E KoG. According to (5.14), we have

IX E KoGn rad KG c;; rad KoG.

But by the case we have already treated , rad KoG = 0 and so IX = O.
QED

The following analogue of Amitsur's Theorem (6.12) was proved by
Passman in 1962.
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(6.15) Passman's Theorem. Let K be a nonalgebraic field extension of IFp
(the field of p elements) . Then for any p'<qroup G, the group ring KG is
J-semisimple.

Proof. As before , let {Xi} be a (nonempty) transcendence basis for K IlFp , and
let F = IFp({Xi})' By (6.13), IFpG has no nonzero nil left ideals . Arguing as in
the proof of (6.12), we see that FG is J -semisimple . Applying (6.14) to the
algebraic extension K IF, it follows that KG is also J-semisimple. QED

It is perhaps not unreasonable to conjecture that (6.12) and (6.15) both
remain true in the case when K is algebraic over its prime field. To prove
this conjecture, it would suffice to show that, for any group G, iQG is J­
semisimple, and that, in case G is a p'_group, IFpG is J-semisimple. Once
these cases are known, the general case can be deduced affirmatively from
(5.16) (since a prime field is perfect so all of its algebraic extensions are sep­
arable). In spite of considerable effort, however, this problem has remained
unsolved. Surprising as it might seem, it is the case when K is a prime field
that presents the so far insurmountable difficulties.

In the case of characteristic p, one may also ask for necessary conditions
for a group ring KG to be J-semisimple. One rather obvious necessary con­
dition is that any fin ite normal subgroup H s G must be a p'_group. For, if
there exists such an H with IHI divisible by p, then the element « = L.hEH h
is in the center of KG with r:t. 2 = IHIr:t. = O. But then KG · r:t. is a nonzero ideal
with square zero and so KG is not J-semisimple. However, for KG to be
J-semisimple, it is not necessary that G itself be a p'_group. For instance, if G
is the infinite dihedral group, then G has elements of order 2, but Wallace
has shown that KG is J-semisimple for all fields K of characteristic 2 (cf.
Exercise 14). If G is the group consisting of permutations of an infinite set S
moving only finitely many elements of S, then G has elements of order p for
all primes p , but Formanek has shown that KG is J-semisimple for all fields,
independently of their characteristics. Many other similar examples are now
known, leaving not much of a clue as to precisely when group algebras are
J-semisimple over fields of characteristic p.

We now finish this section by studying some other problems concerning
group rings which are related to the J-semisimplicity problem. One of these
is the unit problem, and the other is the zero-divisor problem. These prob­
lems are of interest mainly for the class of torsion-free groups, i.e., groups
without nonidentity elements of finite order.

First let us define the notion of "nontrivial units. " In any group ring kG
over a ring k, we always have the units a - g, where a is a unit in k and g E G.
These are called the trivial units of kG; other units of kG are called nontrivial
units. As an example, for any group G with at most four elements, the inte­
gral group ring lLG has only trivial units . To see this, first assume IGI = 2.
Then lLG ~ lL[t] I (t2 - 1), which is isomorphic to

{(a ,b)ElLxlL: a:=b(mod2)} .
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(6.20)

Thus, TLG has exactly four units, which are necessarily trivial. The compu­
tations for IGI = 3,4 are similar and are left to the reader. On the other
hand , if IGI = 5, we have seen in (1.4) that TLG has nontrivial units.

For infinite groups, one simple example to keep in mind is that of the
infinite cyclic group G = <x). For any domain k, kG is the ring of Laurent
polynomials k[x,x- I ], and an easy degree argument shows that kG has only
trivial units, and is a domain. Repeating this argument, one sees that the
same holds for any finitely generated free abelian group, and hence also for
any torsion-free abelian group .

In general, for any torsion-free group G and any domain k, the following
are important problems for the study of group rings:

(6.16) Problem U. Are units ofkG all trivial?

(6.17) Problem R. Is kG always reduced?

(6.18) Problem D. Is kG always a domain?

(6.19) Problem J. If G =I {l}, is kG J-semisimple?

Of course, Problem J is related to the earlier material on J-semisimplicity
in this section, except that we now allow k to be a domain instead of a field.
Note that since G is assumed to be torsion-free, we need not impose the
p'_group assumption on G, even if k has characteristic p > O. Note also that,
for Problem D to have an affirmative answer, the torsion-freeness of G is a
necessary condition, for if G has an element x of finite order n > 1, then

(x-l)(xn
-
1+" .+x+l)=O inkG

shows that kG has zero-divisors. Indeed, the idea of Problem D is that, if
no such element of finite order is available, then perhaps kG will not have
zero-divisors.

The four problems raised in (6.16)-(6.19) are somewhat interconnected.
The known relationship between the four can be summarized as follows:

R-{=}D

uJ?'
'\t

J

Here, U ~ R means that if the answer to Problem U is "yes," then so is the
answer to Problem R, etc. Since any domain is reduced, the implication
D ~ R is trivial. The reverse implication R ~ D is rather deep and requires
substantial work for its proof. We shall postpone this implication, and first
prove the following Proposition which gives the two other implications
U ~ R , t.f~ J, under much weaker assumptions on k and G.

(6.21) Proposition. Let k =I 0 be a ring and G =I {I} be a group such that
A = kG has only trivial units .
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(I) Ifk is reducedand G has no element oforder 2, then A is reduced.

(2) A is J-semisimple except when Ikl = IGI = 2.
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Proof. (I) It suffices to show that, for ct E A, ct2 = °'* ct = 0. From ct2 = 0,
we have

(I - ct)( I + «) = I - r:t.
2 = I,

so I - a is a unit , and we have I - r:t. = ag for some a E U(k) and g E G. If
g =F I, the equation

0= r:t.
2 = (I - ag)2 = I - 2ag+ a2l

gives a contradiction since g =F I =F g2 and hence there is no term to "cancel
out" I. Thus we must have g = I, whence r:t. = I - a E k. But then
ct2 = °'* ct = °since k is reduced . For (2), note that if Ikl = IGI = 2, say
G = <g ) , then U(A) = G, but rad A = {O,g - I} =F 0, so this case is an
exception. Now assume we are not in this case and let r:t. E rad A. Then the
unit I - r:t. has the form ag, where a E U(k) and g E G. We claim again that
g = 1. Assume, instead , that g =F 1. If Ikl ~ 3, there exists b E k\ {a, I} and

I - ob = I - b + abg

is a nontrivial unit. If IGI ~ 3, there exits h E G\ {I , g-I} and now

I - «h = I - h + agh

is a nontrivial unit. Therefore, we must have g = I, and so r:t. = I - a E k.
Now for any h =F I in G, the unit I + oh must be trivial, hence r:t. = 0.

QED

Next we shall try to give an account for the implication " R '* D." The
usefulness of this lies in the fact that, combined with (6.21)(2), it gives
the implication " U '* D" which is not so easy to obtain otherwise. For the
proof of "R '* D," we need several group-theoretic lemmata.

(6.22) Lemma. Let G be a group such that the center H = Z( G) has finite
index n in G. Then Gis n-abelian; i.e. , (abr = arb" for all a.b E G.

Proof (Sketch). The easiest proof of this makes use of the transfer homo­
morphism ({J: G ---+ H / H', where H' denotes the commutator subgroup of H.
Since H is abelian, H' = {I} here, and using the definition of ({J, it can be
seen that ({J(a) = an E H. Since ({J is a homomorphism, we have

(ab)n = ({J(ab) = ((J(a)({J(b) = anbn E H . QED

For any group G, we define ~(G) to be the subgroup of G consisting of
elements g E G with only finitely many distinct conjugates. ~(G) is a sub­
group since, for a, b E ~(G),

X-I (ab)x = (x-1ax)(x-1bx) (x E G)
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can take only finitely many values in G. Note that
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(6.23) f1(G) = {g E G : [G: CG(g)] < co},

and that f1( G) is a characteristic subgroup of G, with f1( f1( G)) = f1( G). For
instance, if G is the infinite dihedral group

ca.b : b2 = 1, bab-1= a-I) ,

then f1( G) is the characteristic subgroup <a).
A group H is called anfe. group (finite conjugate group) if every element

of H has only finitely many conjugates in H. Clearly, any subgroup and any
quotient group of an f.c. group are also f.c. From what we said above, it
follows that, for any group G, f1( G) is a normal f.c. subgroup of G. Let us
record the following important consequence of (6.22) for f.c. groups.

(6.24) Corollary. Any torsion-free fe. group G is abelian.

Proof. For x ,y E G, we want to show that xy = yx. Since any subgroup
of G is f.c., we may assume that G is generated by x and y . Then
Z(G) = CG(x) (') CG(Y) has finite index, say n, in G. By (6.22),

(x-1y-1xy)n = (x-Ir(y-Irxnyn = (xnrl(ynrlxnyn = 1,

since x" E Z(G) . But G is torsion-free , so x-Iy-I xy = 1. QED

A second group-theoretic lemma needed is the following.

(6.25) Neumann's Lemma. Let HI , . .. , Hm be subgroups in a group G.
Suppose there are finitely many elements aij (1 :s; i :s; m , 1 :s; j :s; n) in G such
that

m n
G= U UH;aij.

;=1 j=1

Then some H; is offinite index in G.

Proof. We proceed by induction on m, the case m = 1 being clear. For
m ~ 2, we may assume that [G : Hd is infinite, so there is a right coset HI b
disjoint from U;=l Hlalj. Then

m n

Hlb s;;; U U H;aij,
;=2j=1

and right multiplication by b:' alk gives
m n

Hlalk S;;; U UH;aijb-Ialk .
;= 2 j=1

This shows that G is covered by a finite number of right cosets of
H2, "" Hm , so we are done by induction. QED
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Let k be any ring and ~ be a subgroup of a group G. We can define a
projection map n = nt,: kG --+ k~ by:

(6.26)

(6.27) Proposition. (a) n is a homomorphism of (k~, k~)-bimodules, i.e.

for all (x , pE k~.

(b) Let m: be a right ideal of kG. Then m: ~ n(m:) . kG. In particular,
m: i= 0 =? n(m:) i= O.

Proof. (a) follows directly from the definition (6.26). For (b), pick right coset
representatives gi (i E I) such that G = UiEI ~gi. Then

kG = (JJ k~ . gi·
iEI

For y E m:, write y = I:iEI (Xigi, where (Xi E k~. Multiplying this from the
right by gT 1, we see that (Xj = n(ygT 1) E n(m:) (since m: is a right ideal), and
this shows that y E n(m:) . kG. QED

The crucial point in the proof of "R =? D" is the following ingenious
result of Passman.

(6.28) Proposition. Let k be a ring and G be any group. Let ~ = ~(G) and
n = nt,. Then for any two elements y, y' E kG, we have

y kG y' = 0~ n( y)n( y') = 0 E k~ .

Before we prove this Proposition, let us first show how it can be used to
ascertain the implication "R =? D" in (6.20).

Proof of "R =? D". In this proof, k denotes a domain, and G denotes a
torsion-free group. We assume that kG is reduced , and proceed to prove that
kG is a domain. Assume, instead, that there exist nonzero y, y' E kG such
that y'y = O. For any r E kG,

(yry') 2 = yry 'yry ' = 0,

so yry ' = 0, since kG is reduced . This shows that y kG y' = O. Let n = nt,(G)'
By (6.27)(b), n( y kG) i= 0, so n(yr) i= 0 for some r E kG. Similarly,
n( t'y' ) i= 0 for some t' E kG. On the other hand, yr kG t' y' ~ y kG y' = 0, so
(6.28) implies that n( yr)n(r'y') = 0 in k~. But ~ = ~(G) is f.c. and torsion­
free, so by (6.24) it is abelian. By the observation made before (6.16) (or by
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(6.29) below), we know that k/1 is a domain, in contradiction to the equation
n(yr)n(r'y') = O. QED

To conclude our arguments, we now present

Proof of (6.28). Here, k and G are arbitrary, and /1 = /1(G). Given
y kG y' = 0, it suffices to show that n(y)y' = 0, for (6.27)(a) will then give
o= n(n(y)y') = n(y)n(y'). Write y = Yo + y\, where

Yo = a\u\ + + a-u; (Ut E /1),

y\ = bs», + + bmvm (Vi ¢ /1), and

y' = CIW\ + + CnWn (Wj E G).

Then the subgroup C := nCG(Ut) has finite index in G since each CG(Ut)
does. Assume that 0 #- n(y)y' = YoY' andfix an element g E G which appears
with a nonzero coefficient in YoY" If Vi happens to be conjugate to gWT 1 in G,
we also fix an element gij E G so that gi/ Vigij = gw/ . If Vi is not conjugate to
gWT I, we just take gij = 1. The hypothesis y kG y' = 0 implies, in particular,
that x-1 yxy' = 0 for every x E C. Since x commutes with each Ut, this gives

yoy' = (alu\ + ...+ arur)y'

= -x-l(bIVl + ...+ bmvm) x (CIW\ + ... + cnwn).

Since g appears on the LHS, we must have g = X-1ViXWj for some i,j. Thus ,
Vi is conjugate to gWT 1, so we have

-I -1 -1X ViX = gWj = gij Vigij ;

that is, x E CdVi)gij. Here, x E C is arbitrary, so

C <;; UCG(Vi)gij.
i .j

Since [G : C] < 00, it follows that G itself is covered by a finite number of
right cosets of Cdv]), . . . , CG(vm). This contradicts Neumann's Lemma,
since Vi ¢ /1 implies that each CG(Vi) has infinite index in G. QED

Now that we have established the interconnections (6.20) between the
Problems U, R, D, and J, we see that the strongest possible "theorem"
would be an affirmative answer to Problem U, for this would imply affir­
mative answers to all the other problems (for k a domain and G a torsion­
free group) . We shall now try to find some classes of groups for which
Problem U has indeed an affirmative answer.

The best known class of such groups is the class of ordered groups. We say
that a multiplicative group G is ordered if there is given a total ordering"<"
on the elements of G such that, for any X,Y, Z E G, we have

x < y ===} xz < yz and zx < zy .
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A prototype for ordered groups is the multiplicative group IR+ of positive
real numbers, with its usual ordering . The additive groups Z, 0, and IR are
also ordered groups with respect to their usual orderings; each of these can
be order-embedded into IR+ by the exponential map a f-> e" where e > I. In
fact, the exponential map gives an order-isomorphism from IR onto IR+.

Given an ordering "<" on a multiplicative group G, its positive cone P
is defined to be the set of elements x E G with x > I. This cone has the
following properties:

(I) p. P ~ P;

(2) G\{I} is the disjoint union of P and p- I = {x-I : x E P};

(3) zpz- I ~ P for any z E G.

Conversely, if we are given a set P ~ G satisfying these three properties, we
can define "<" by:

x < y {:::::} x-Iy E P {:::::} yx- I E P.

It is straightforward to check that"<" makes G into an ordered group , with
positive cone P. Because of this, it is often more convenient to define order­
ings on groups by specifying their positive cones.

Note that any ordered group (G, <) is always torsion-free . For, if g > I,
then

I <g <l < ·· · ,

and if g < I, then

I > g > g2 > " ' ,

so gn is never equal to I. However, there exist torsion-free groups which
cannot be ordered. For instance, the group G generated by two elements x ,y
with the relation yxy-l = x-I is an extension of Z(~ <x» ) by Z(~ <y» ) so it
is torsion-free. But G cannot be ordered since the positive cone ofany ordering
on G has to contain one, and hence both , of x, x-I , which is impossible. For
abelian groups , the situation is much better: we shall show a little later that
an abelian group G can be ordered iff G is torsion-free.

We show next that all the problems raised in (6.16)-(6.19) have affirma­
tive answers for the class of ordered groups .

(6.29) Theorem. Let k be a domain and (G, <) be an ordered group. Then
A = kG has only trivial units and is a domain. If G =F {I} , A is J-semisimple.

Proof. Consider a product rxp where

rx=algl+ .. · + amgm, gl < " ' <gm , ai=FO (l:S;i:s;m),

p= b1hl + .. .+ bnhn, hi < ... < hn, b, =F 0 (l:S;j:S; n).
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We have g,h, ~ g;hj , with equality iff i = j = 1. Thus, the " smallest" group
element appearing in ap is gth, (with nonzero coefficient a,bt) , and similarly
the "largest" one is gmhn (with nonzero coefficient ambn). In particular,
ap =1= 0, and if ap = pa = 1, we must have m= n= 1, so a= algI, P= b,h t ,
with aib, = bia, = 1 in k and g,h t = 1 in G. This proves that A is a domain,
and that A has only trivial units. The last statement of the theorem now
follows from (6.21)(2). (Note that for this proof, we do not need to use the
implication " U ~ D" in (6.20).) QED

As an application of (6.29), we shall give the following complete solution
to the J-semisimplicity Problem for abelian group algebras over fields.

(6.30) Theorem. Let k be afield and G be an abelian group .

(1) If char k = 0, then A = kG is J-semisimple.

(2) If char k = p , then A = kG is J-semisimple iff G is a p'-group.

Proof. First assume that char k = p and A is J-semisimple. Then G must be
a p'_group, for if x E G has order p , then ((x - I)A)P = °and rad A 2

(x - I)A =1= 0. Now assume that char k = 0, or that char k = p and G is a
p'_group . To show that kG is J-semisimple, we may assume that G is finitely
generated. For, if a E rad kG, there exists a finitely generated subgroup
Go ~ G such that a E kGo. Then a E kGo II rad kG ~ rad kGo (see Exercise
3), so it suffices to show that rad kGo = O. If G is finitely generated, we can
write G = G, X H where G, is the torsion subgroup of G and H is a free
abelian group of finite rank. As is easily verified, A = kG is isomorphic to the
group ring RH where R = kGt • Since Gt is finite and char k does not divide
its order, Maschke's Theorem (6.1) implies that R is semisimple, and so
R ~ k, X . . . x km where the k;'s are suitable fields. We have an isomorphism

A ~ RH ~ (k] x .. . x km)H ~ k,H x ... x kmH,

so it suffices to show that each k.H is J -semisimple. But H is an ordered
group since H ~ 7l. x . . . x 7l. can be given the lexicographic ordering.
Therefore, the J -semisimplicity of k.H follows from (6.29). QED

In view of (6.29), it is of interest to know more examples of ordered
groups. In the proof above, we have seen that a free abelian group of finite
rank can be ordered (say lexicographically). In what follows, we shall prove
two standard results on the orderability of groups:

(1) An abelian group can be ordered iff it is torsion-free (Theorem of
Levi) ;

(2) Any free group can be ordered (Theorem of Birkhoff, Iwasawa and
Neumann).
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These results lead to more examples of group rings which are J-semisimple
domains. The fact that free groups can be ordered will also prove to be
useful later when we study the problem of embedding free algebras into divi­
sion rings; see (14.25).

(6.31) Theorem. Let G be either a torsion-free abelian group or a free group.
Then G can be ordered. In particular, for any domain k, kG has only trivial
units, and is a J-semisimple domain if G i= {I} .

Proof. First assume G is torsion-free and abelian. Then G embeds into
GI = Q @z G which is a Q-vector space. Clearly, it suffices to construct a
positive cone P for GI. To do this, we use again the idea of the lexicographic
ordering. Choose a Q-basis {g; : i E I} for GI, and fix a total ordering"<"
on the indexing set I. Using the additive notation for G], we can define P to
be the set of elements

where il < ... < in in I and al > 0 in Q. It is easy to check that P satisfies the
axioms of a positive cone. Therefore P induces an ordered group structure
on GI (and hence on G).

Next assume G is a free group. We shall construct a positive cone on G;
however, this construction will not be entirely self-contained. We have to
invoke the following known properties of the free group G:

(6.32) Magnus-Witt Theorem. Define the lower central series

G;;;;2 G(I) ;;;;2 G(2) ;;;;2 . . .

of a free group G by G(I) = [G, G] (the commutator group) and G(n+l) =
[G, G(n)] (n;;::: I). Then nn~l G(n) = {I}, and each G(n) jG(n+l) isfree abelian.

For a proof of this, we refer the reader to the book "Combinatorial Group
Theory" (Sec. 5.7) of Magnus, Karrass, and Solitar (Dover, 1976), or the
book "Finite Groups II" (pp. 380-383) by Huppert and Blackburn
(Springer, 1982). Granting this result, we can construct a positive cone P on
the free group G as follows. Since G(n) jG(n+l) is free abelian, there exists a
positive cone P; in G(n) jG(n+l) defining on it the structure of an ordered
abelian group. Now let P be the subset of G consisting of all elements g i= 1
with the property that, if n is the (unique) integer such that g E G(n)\G(n+l)
then the coset gG(n+l) belongs to Pn. Clearly, G is the disjoint union of {l},
P and P-l. It is also easy to check that, for any z E G, z-I Pz s;; P. For, if
g EGis such that g E G(n)\G(n+l) and gG(n+l) E Pn, then z-I gz E G(n)\G(n+l)
and
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so z-lgzG(n+l ) E Pn. To complete the proof that P is a positive cone on G, it
only remains to show that p . P s;: P. Let g, h be elements in P, with

9 E Gln\Gln+I) , h E G(m)\G(m+l) , and

gG(n+l) E Pn, hG(m+l) E Pm.

To show that gh E P, we may assume that m 2:: n. If m > n, then
hE G(m) s;: G(n+I) ; in this case gh E G(n)\G(n+l) and

ghG(n+l) = gGln+l) E Pn,

so by definition gh E P. If m = n, then gG(n+J) , hG(n+l) E P; imply that
ghG(n+l) E Pn; in particular, gh E G(n)\G(n+l), so again gh E P. QED

In the literature on group rings, there are many other classes of groups G
for which one or more of the Problems (6.16)-(6. 19) have been shown to
have affirmative answers, especially in the case when k is a field. For an
excellent treatise of these and other related problems over various classes of
groups , we refer the reader to Passman [77].

Exercises for §6

In the following exercises, k denotes a field and G denotes a group, unless
otherwise specified.

Ex. 6.1. Let V be a kG-module and H be a subgroup in G of finite index n
not divisible by char k . Modify the proof of Maschke's Theorem to show
the following: If V is semisimple as a kH-module, then V is semisimple as a
kG-module.

Ex. 6.2. Let A be a normal elementary p-subgroup of a finite group G such
that the index of the centralizer CG(A) is prime to p. Show that for any
normal subgroup B of G lying in A, there exists another normal subgroup C
of G lying in A such that A = B x C. (Hint. Consider the conjugation action
of G on A and apply Maschke's Theorem with k = lFp .)

Ex. 6.3. Let G be a finite group whose order is a unit in a ring k, and let
W s;: V be left kG-modules.
(1) If W is a direct summand of Vas k-modules, show that W is a direct
summand of V as kG-modules .
(2) If V is projective as a k-module, show that V is projective as a kG-module.

Ex. 6.4. (This exercise is valid for any ring k.) For any subgroup H of a
group G, show that

(*) kH 11 U(kG) s;: U(kH) and kH 11 rad kG s;: rad kH.

Deduce that, if kH is J-semisimple for any finitely generated subgroup H of
G, then kG itself is J-semisimple .

Ex. 6.5. (Amitsur, Herstein) If k is an uncountable field, show that, for any
group G, rad kG is a nil ideal. (Hint. Use Exercise 4 above and (4.21).)
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Ex. 6.6. Let H be a normal subgroup of G. Show that I = kG . rad kH is an
ideal of kG. If rad kH is nilpotent, show that I is also nilpotent. (In partic­
ular , if H is finite, I is always nilpotent.)

Ex. 6.7. (For this Exercise, we assume Wedderburn's Theorem that finite
division rings are commutative. A proof of this theorem will be given in
(13.1).) Show that if ko is any finite field and G is any finite group, then
(koG/rad koG) rgJko K is semisimple for any field extension K:2 ko.

Ex. 6.8. Let k ~ K be two fields and G be a finite group. Show that

rad(KG) = (rad kG) f6h K.

(Hint. It is enough to treat the case where k has characteristic p > O. From
Exercise 7, deduce that, in this case, rad(kG) = (rad IFpG) ®I'p k , and
rad(KG) = (rad IFpG) ® I'p K.)

Ex. 6.9. Let k ~ K and G be as above. Show that a kG-module Mis semi­
simple iff the KG-module M K = M ®k K is semisimple.

Ex. 6.10. Let k be a commutative ring and G be any group. If kG is left
noetherian (resp. left artinian), show that kG is right noetherian (resp. right
artinian).

Ex. 6.11. (Holder's Theorem) An ordered group (G, <) is said to be archi­
medean if, for any a, b > 1 in G, we have a < b" for some integer n ;;::: 1.
Show that if (G, <) is archimedean, then G is commutative and (G, <) is
order-isomorphic to an additive subgroup of IR with the usual ordering.

Ex. 6.12. Assume char(k) = 3, and let G = 83 (symmetric group on three
letters).
(I) Compute the Jacobson radical J = rad(kG), and the factor ring kG/J.
(2) Determine the index of nilpotency for J, and find a k-basis for ji for
each i.
(The case where char(k ) = 2 will be covered by the first part of the next
exercise.)

Ex. 6.13. (Passman) Assume char k = 2. Let A be an abelian 2'-group and
let G be the semidirect product of A and a cyclic group <x) of order 2, where
x acts on A by a f-+ a-I .

(I) If IAI < 00 , show that rad kG = k -LgeGg, and (rad kG)2 = O.
(2) If A is infinite, show that kG has no nonzero nil ideals.
(Hint. Any element in kG can be expressed in the form a + f3x , a, 13 E kA . For
a = LaeA aaa E kA , let a* = L aaa-1

; then xa = a* x. Let I be any nil ideal
in kG. If a + f3x E I , show that (a + f3x) (a* + xf3*) = aa*+ f3{, and con­
clude that aa* = 1313*. Then show that (a + f3x)m = (a + a*)m- (a + f3x) and
deduce a = a*.)

Ex. 6.14. (Wallace) Assume char k = 2, and let G = A . <x) as in Exercise
13, where A is the infinite cyclic group <y ) . (G is the infinite dihedral group.)
Show that R = kG is J-semisimple (even though G has an element of order
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2). (Hint. Let H; = <y3; >(I s i < 00 ) and note that G; = G/ H; is a dihedral
group of order 2 . 3;. Show that cp : kG ---. fI~1 lcG, is injective. By part (I) of
Exercise 13, (rad kG;)2 = O. Deduce that (rad kG)2 = 0 and conclude from
part (2) of Exercise 13 that rad kG = 0.)

Ex. 6.15. (Dietzmann's Lemma) Let G be a group generated by Xl , .. . .x;
where each X ; has finite order and has only finitely many conjugates in G.
Show that G is a finite group.

Ex. 6.16. (I) Let G be a group such that [G: Z(G)] < 00. Show that the
commutator subgroup [G, G] is finite.
(2) Let G be an f. c. group, i.e. each g E G has only finitely many conjugates
in G. Show that [G, G] is torsion. If, moreover, G is finitely generated, show
that [G, G] is finite.

Ex. 6.17. For any group G, let

~(G) = {gEG : [G: Cc(g)] < co}, and

~+(G) = {g E~(G) : g has finite order} .

(I) Show that ~+(G) is a characteristic subgroup of G and that ~+(G) is the
union of all finite normal subgroups of G. (Hint. For a,b E ~+(G), Exercise
15 shows that the conjugates of a and b generate a finite normal subgroup of
G.)
(2) (B.H. Neumann) Show that ~(G)/~+(G) is torsion-free abelian. (Hint.
~(G)/~+(G) is torsion-free and f.c. Apply (6.24).)

Ex. 6.18. A total ordering " <" of the elements of a group G is said to be a
right ordering of G if X < y =} xz < yz for any x , y , Z E G. Show that Theo­
rem (6.29) remains valid as long as the group G can be right-ordered.

Ex. 6.19. For any von Neumann regular ring k, show that any finitely gen­
erated submodule M of a projective k-module P is a direct summand of P
(and hence also a projective k-module). (Hint. Reduce to the case where Pis
a free module elk EB '" EB e.k, Map M to enk by coordinate projection, and
induct on n.)

Ex. 6.20. Show that the conclusion of the last exercise is equivalent to the
fact that, if k is a von Neumann regular ring, then so is Mn(k) for any n ~ 1.

Ex. 6.21. (Auslander, McLaughlin, Connell) For any nonzero ring k and
any group G, show that the group ring kG is von Neumann regular iff k is
von Neumann regular, G is locally finite (that is, any finite subset in G gen­
erates a finite subgroup), and the order of any finite subgroup of G is a unit
in k. (Hint. For the "only if" part, use the fact that, if hi , . .. .h» generate a
subgroup H S G, then

n

L kG · (h - I) = LkG . (h; - I).
hEH ;=1

The "if" part can bededuced from Exercise 19 and (I) of Exercise 3.)



CHAPTER 3

Introduction to Representation Theory

After studying the J-semisimplicity problem for the group ring in the last
chapter, a natural topic to discuss next will be the representation theory of
groups. We have already explained, in the introduction to §6, how ring
theory may be brought to bear on group representation theory by viewing
representations as modules over group rings. From this viewpoint, many
facts in the representation theory and character theory of finite groups can
be deduced from facts concerning modules over finite-dimensional algebras.
This ring-theoretic approach to group representation theory was first effec­
tively used by Emmy Noether, and subsequently greatly popularized by her
disciples and followers.

In this chapter, we shall give a short introduction to representation theory,
from the ring-theoretic (and module-theoretic) perspective. Our goal will be
to illustrate the role played by the methods of ring theory in the development
of the representation theory of finite groups. In the beginning section, we
first study more generally modules over finite-dimensional algebras, and
establish the basic facts about irreducible modules, scalar extensions and
splitting fields. In the second section, we specialize these facts to group
algebras and develop the rudiments of group representation theory and
character theory. The results obtained from representation theory are, in
turn, applied to obtain ring-theoretic information about group algebras, e.g.,
the structure of their unit groups and idempotents . In the final section of the
chapter, we make a short excursion into the theory of linear groups over a
field k. Here, the groups G studied may no longer be finite, but the role of the
group algebra kG may often be replaced by that of the finite-dimensional k­
algebra spanned by G in an appropriate matrix algebra. Thus, the tools of
ring theory still prove to be effective in analyzing the structure of G. We
shall study in this section some classical results of Burnside, Schur, Lie and
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Kolchin , using a combination of techniques from group theory , ring theory
and linear algebra . Throughout this exposition, the notion of the Jacobson
radical of a ring plays a fundamental role.

§7. Modules Over Finite-Dimensional Algebras

The module theory we shall develop in this section is essentially a refinement
or elaboration of the general structure theory of semisimple rings given in
Chapter 1. In the category of finite-dimensional algebras, certain aspects of
this structure theory can be made somewhat more explicit. Therefore, we can
often expect to get sharper results for finite-dimensional algebras than for
artinian rings. It is true that many such results can eventually be generalized,
in one form or another, to artinian rings. However, at this early stage, it
seems best not to worry about these generalizations so that we can focus our
attention on finite-dimensional algebras (and their modules).

Throughout this section, k denotes a field whose characteristic is arbitrary,
unless stated otherwise. We shall consider finite-dimensional k-algebras , usu­
ally denoted by R, with Jacobson radical rad R. Note that subalgebras and
quotient algebras of R are all finite-dimensional; hence they are left and right
artinian rings. In particular, by (4.14), R := Rlrad R is semisimple, so the
structure theory developed in §3 applies to it

(7.1) Notation. Let R = BI X .. . x Br be the decomposition of R into simple
components, and let M, (1 ~ i ~ r) be the unique simple left module over Bj •

Then M 1, •• • , M, form a complete set of (isomorphism classes of) simple left
R-modules; by (4.8), they form a complete set of simple left R-modules. Let

D, = End(BiMj) = End(RMj),

and n, = dimDi M j. By the Wedderburn theory, B, ~ End(Mj)Di ~ Mni(Dj).
(Recall that elements of D, are composed as right operators on M, so that we
can avoid forming opposite rings in applying the Wedderburn theory .) We
have then

R ~ MnJDd x .. . x Mn,(Dr), and

RR ~ nl MI Ei1 .. . Ei1 nrMr.

The important thing to note here is that each of the objects above has a
natural structure as a k-vector space, and as such, it is finite-dimensional. In
particular, B, and D, are finite-dimensional k-algebras. For later reference,
we record the following useful facts.

(7.2) Proposition. In the notation 01(7.1), we have

(1) dimi M, = nj dim; Dj.
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(2) dimi. R = dim; rad R + 2:;=1 nl dime Di.

(3) The natural map R ---+ End (Mi)D is onto.,
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In the special case when D, = k , the last part of the Proposition amounts
to the following classical fact.

(7.3) Burnside's Lemma. Let M be a finite-dimensional right k- oector space
and A be a k-subalqebra ofEnd(Md such that M is simple as a left A-module.
IfEnd(AM) = k , then A = End(Mk ) .

In general , the D;'s are (finite-dimensional) k-division algebras, by Schur 's
Lemma. The extent to which we can determine the structure of D, would
largely depend on the nature of k . The easiest case is when k is an algebrai­
cally closed field. In this case D, must be k itself (for, if d e Di, then k[d] is a
finite field extension of k, and hence d must be in k). Consequently, we have

R ~ Mn l (k) x . . . x Mn,(k),

and (7.2) simplifies to dime M; = n, and
r

dime R = dimi rad R + Ln;.
i=1

Also, in (7.3), the condition End( AM) = k is automatic and therefore can be
removed: this gives in fact Burnside's Theorem in its original form.

Without any condition on k and M i, of course D, may not be equal to k .
To give an example, let k = Q and consider R = QG where G = <g) is the
cyclic group of order 3. Let M = Q(w) where to is a primitive cubic root of
unity. Via the surjection QG ----> iQI(w) (sending g to co), M becomes a (left)
simple R-module . Clearly D = End (RM ) is given by right multiplications of
Q(w), so D ~ Q(w) ;;2 Q .

We might also consider the converse question: Let M be a left R-module ;
if End(RM) = k, is RM necessarily simple? In general , the answer to this
question is " no." For instance, let R be the ring of upper triangular matrices

{ (~ ~)} over k , and let M = k 2
, viewed as a left R-module by matrix

multiplication. If a k-endomorphism on k 2 given by (; ~) commutes

with all (~ ~ ) , an easy computation shows that y = z = 0 and x = w.

Therefore End(RM) = k , but RM is not simple, as {(~): d e k} is a

proper R-submodule. The question raised above has an affirmative answer
only if we are willing to add more conditions. For instance, if RM is
semisimple, the answer becomes "yes." In fact, if M = M' EB Mil with
M' i= 0 i= Mil , then the endomorphism of M obtained by projecting M to
M' is clearly not a scalar multiplication.
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The simple R-modules M with the property that End(RM ) = k are of
special significance. Our next goal will be to characterize these modules.
We first need some notations. Let K :2 k be an extension of the ground
field k. Then we have the K-algebra RK := R ®k K obtained by "scalar
extension." For any (left) R-module M, we also have a scalar extension
M K := M ®k K, which is a (left) RK-module via the action

(r ® a)(m ® b) = rm ® abo

The following fact about homomorphisms between extended modules is of
fundamental importance.

(7.4) Lemma. Let R be a k-algebra (not necessarily offinite dimension over k )
and let M ,N be left R-modules, with dime M < 00 . Then the natural map

() : (HomR(M,N))K ----+ HomRK(M K,NK)

is an isomorphism ofK-vector spaces.

Proof. Let {a;: i E I} be a k-basis of K. Then M K has a decomposition
Et\ (M ® a;), and similarly for N K

. Consider an RK-homomorphism
f : M K -> N K • Then

f (m e I) = 2:g;(m) ® a;
i

where gj: M -> N are uniquely determined k-linear maps. We claim that
each g; is an R-homomorphism. To see this, let r E R and m E M. On the one
hand , we have

f( rm ® I) = 2: g;(rm) ® a. ;

on the other hand ,

f( rm ® I) = f(( r® I)(m ® I))

= (r@ 1)(2:g;(m) @a;)

= 2: rg;(m) ® a..

This implies that g;(rm) = rg;(m), so g; E HomR(M ,N) for all i. Also, since
dime M < 00, it is easy to see that only a finite number of the g;'s can
be nonzero . Thus , g:= 2: g; @ a; makes sense, and g is an element of
(HomR(M ,N))K which maps to f under the natural map O. This shows
the surjectivity of O. For the injectivity of (), note that any element in
(HomR(M ,N ))K can be written in the form 2:J;® a; where Ii E

HomR(M ,N). If this maps to zero under (), then

0= 2: 0(;; ® a;)(m @ I) = 2: ;;(m) ® a;
i i
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implies that f;(m) = 0 for all m e M, and therefore Lif; ® a, = O. (This
argument does not depend on the finite dimensionality of M.) QED

We are now ready to characterize the simple R-modules M with
End(RM) = k.

(7.5) Theorem. Let R be a k-algebra (not necessarily finite-dimensional) , and
let M be a simple left R-module with dim; M < 00 . The following statements
are equivalent:

(1) End(RM) = k.

(2) The map R --+ End(Mk) expressing the R-action on M is surjective.

(3) For any field extension K ;2 k, M K is a simple RK-module.

(4) There exists an algebraically closed field E ;2 k such that ME is a
simple RE-module.

Ifone (and hence all) of these conditions holds, we say that M is an absolutely
simple (or absolutely irreducible) R-module.

Proof. Clearly (3)~ (4), so it suffices to show

(4)~ (I) ~ (2)~ (3).

Assume (4) holds. Since E is algebraically closed, this implies that
HomRE(M E, ME) ~ E and therefore, by (7.4), HomR(M, M) ~ k. (Actually
this uses only the trivial injectivity part of (7.4). The nontrivial surjectivity
part will be used a bit later.) Next, (1)~ (2) follows from Burnside's Lemma
(7.3). Now assume (2). To prove (3), we may replace R by End(Mk) . If
Mk = k", we can then identify R with the full matrix algebra IWtIn(k) . With
these identifications, we have M K = K" and RK = IWtIn(K), so M K is a (left)
simple RK-module, as desired. QED

Next we introduce the important notion of a splitting field. The algebras to
be considered in the rest of this section will be assumed to be finite­
dimensional.

(7.6) Definition. Let R be a (finite-dimensional) k-algebra . We say that a
field K ;2 k is a splitting field for R (or that R splits over K) if every left
irreducible RK-module is absolutely irreducible .

Strictly speaking, the K above should be called a left splitting field, since
we use left R-modules in its definition. The following characterization, how­
ever, shows that this notion is left-right symmetric, so the distinction will not
be necessary.
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(7.7) Theorem. In the notation of (7.6), K is a (left) splitting field for R iff
R K/rad(R K) is a finite direct product ofmatrix algebras over K.

Proof. To simplify the notation, we may as well take K = k. If each
irreducible R-module M; is absolutely irreducible, then by (7.5), each
D; = EndR(M;) is k so R[rad R is a finite direct product of matrix algebras
over k. The converse is proved similarly. QED

In a similar vein, we also have the following characterization whose easy
proof is omitted .

(7.8) Corollary. A k-algebra R splits over k iff

dim; R = dimiirad R) + I)dimk M;)2 ,

where {M;} is a full set ofsimple left R-modules.

Note that any k-algebra R has a splitting field: in fact, R always splits over
E, the algebraic closure of k. The following proposition reduces the consid­
eration of splitting fields to the case of semisimple algebras.

(7.9) Proposition. An extension K;2 k is a splittingfieldfor R iffit is a split­
tingfieldfor R := Rlrad R.

Proof. Since we assume dim; R < 00, (5.14) implies that

(rad R)K £;; rad(R K).

Therefore, the radical of

RK ~ R K[irad R)K

is given by rad(RK)/(rad R)K, and so the simple left modules over RK are
the same as those over R K/rad(R K), or those of R K. The Proposition now
follows immediately from the definition of a splitting field. QED

In applications, it is often convenient to work with splitting fields which
are finite-dimensional over k. The following Proposition guarantees that
such splitting fields do exist if the ground field k is a perfect field.

(7.10) Proposition. Any algebra R over a perfect field k splits over some finite
extension K ofk .

Proof. By (7.9), we may assume that R is semisimple. Since k is perfect, the
algebraic closure E of k is separable over k and therefore, by (5.16), R E is
semisimple. By Wedderburn's Theorem, R E is a finite direct product of
matrix algebras over E. The matrix units defining such a decomposition,
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being finite in number, lie in R K for some K ~ E of finite degree over k.
Therefore, RK is a finite direct product of matrix algebras over K, and so K
is a splitting field for R. QED

(7.11) Remark. In the proof above, the hypothesis that k be perfect was only
used to see that RE is semisimple. Therefore, the Proposition is valid for any
semisimple k-algebra R for which R E remains semisimple, where E is the
algebraic closure of k. Such algebras are called separable k-algebras; we shall
not digress to discuss their further properties here.

In elementary field theory we have the notion of a splitting field for a
polynomial. Our definition (7.6) for the splitting field of an algebra is, in fact,
a generalization of this. To see the connection, let f E k[t] be a polynomial
over k, and let R be the quotient ring k[t]/(f) , viewed, as usual, as a finite­
dimensional k-algebra.

(7.12) Proposition. An extension K;2 k is a splitting field for the algebra
R = k[tJl (f) iff K is a splitting field for f in the sense offield theory.

Proof. Let f = ft l
• • • j,n, be a factorization of f into irreducible factors in

K[t]. Then

r

R @k K ~ K[tJl(ft l
•• • j,n,) ~ IIK[tJl(j;ni

)

;=1

and so
r

R K/rad(R K) ~ IIK[tJl(j}
;=1

Here K; := K[tJl(J;) are field extensions of Kwith [K; : K] = deq f]. By (7.7),
K is a splitting field for R iff K; = K for all i. This is the case iff allj;'s have
degree I, i.e., iff f splits completely in K. QED

Next we prove a result relating the simple modules of an algebra R to
those of the extended algebra R K •

(7.13) Proposition. Let R be a k-algebra and K ;2 k be a field extension.
Then:

(1) any simple left RK-module V is a composition factor of M K for some
simple left R-module M; and

(2) if M" M2 are non-isomorphic simple left R-modules, then M f and Mf
cannot have a common composition factor.

Proof. (2) Let Rfrad R = BI X • . . x B, be the decomposition of R[rad R
into its simple components. We may assume that M; is the unique simple
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module of B; (i = 1,2). Let al E R be chosen such that ill in Rfrad R is the
unit element of BI • Then al ® I acts as the identity on any composition
factor VI of M f , and acts as zero on any composition factor V2 of M{ .
Clearly, this implies that VI 't V2 as RK-modules. To prove (1), let

o= 10 s . .. S I, = R

be a composition series of the left regular module RR. Then

0= lOK c ... elK = R K
- - r

is a filtration of the left regular module RK . Any simple left RK -module V is
a composition factor of the latter, so V is a composition factor of some
I;~I/I;K ~ (Ii+l/I;)K. QED

The following Proposition gives some of the nice properties of a splitting
field.

(7.14) Proposition. Let K ;;;2 k be a splitting field for the k-algebra R. Let
{VI , . .. , Vm } be a full set of left simple RK -modules. Then for any field
L ;;;2 K, {VI

L, . . . , V;-} is a full set of left simple R'<modules. In particular, L
is also a splitting field for R.

Proof. By the definition of a splitting field, V I
L , . .. , v;- are simple modules

over R L , and by (7.13)(2), these are mutually nonisomorphic. (Another way
to see the latter is to use (7.4).) By (7.13)(1), each simple RL-module is iso­
morphic to one of VI

L , • .. , V;-. This proves the first statement in the Propo­
sition. Since each Vi L is clearly absolutely irreducible , it follows that L is a
splitting field for R. QED

Next we would like to derive some general results on the number of simple
modules over an algebra R. These results will have nice applications in the
next section when we try to determine the number of irreducible representa­
tions of a finite group over a splitting field. We shall, however, formulate our
results with sufficient generality so that they are meaningful over arbitrary
fields (see (7.17)).

First we give a general definition. For any ring R, and elements a,b e R,
let [a , b] denote the element ab - ba: this is called the additive commutator
(or sometimes Lie product) of the elements a, b. The additive subgroup of
R generated by all [a , b] is denoted by [R, R]. If R is a k-algebra where k
is a commutative ring, then [R, R] is a k-submodule of R . In general, [R, R]
is neither a left nor a right ideal of R . Some properties of [R, R] are as
follows.

(7.15) Lemma. Let R be a ring of characteristic p , where p is a prime. Let
S = [R, R]. Then
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p' p' r(I) For any al , . . . .a; E R, (al + ...+ an) == a1 + ...+ a~ (mod S)for
all r 2:: O.

(2) S E S ==> sP' E S for all r 2:: O.

Proof. Clearly it suffices to prove (I) , (2) for r = 1. If S were an ideal, (1)
would follow easily by working in the quotient ring R/S of characteristic p.
Since S may not be an ideal, we have to argue more carefully. Regarding
al , . . . , an as (noncommuting) symbols, the expansion of (al + ... + anV
consists of nP distinct words of length p in al, . . . .a.; The cyclic group G
of order p acts on these words by cyclic permutations. Using the definition of
S, we see easily that two words in the same orbit are always congruent
modulo S. Now there are exactly n singleton orbits , consisting , respectively,
of af , . . . , a~. The other orbits are of cardinality p. 1 Summing over each orbit
in R, we get modulo S an element of p . R = O. Thus,

(al + ... + an)P == af + ...a~ (mod S) .

Finally, let s = E(a;b; - b;a;) E S. Modulo S, we have

sP == L(a;b; - b;a;)P

== L((a;b;)P - (b;a;)P)

== L(a; . (b;a;)p-l b, - (b;a;)p-l bi -a;).

'"':"her efore, sP E S. QED

(7.1bJ hlJl <~~ Let R = Mn(k) where k is a commutative ring. Then

[R ,R] = {M E Mn(k) : tr(M) = O} .

Proof. The inclusion "~" follows from the observation that tr(MN) =
tr(NM). To prove the reverse inclusion, let S = [R,R]' and let {Eij} be the
matrix units. If i # j, we have

Eij = EiiEij - EijEii E S, and

Eii - Ejj = EijEji - Ej;Eij E S.

Noting that S is a k-module, we have, for any M = (aij), the following
congruence:

M = L aijEij == L aiiEii == L aiiEll (mod S).
i .j i i

In particular, if tr(M) = 0, this implies ME S. QED

1 The number of nonsingleton orbits is (nP - n)/p . This, incidentally, gives another proof of
Fermat's Little Theorem: nt' == n (mod pl.



110 3. Introduction to Representation Theory

Using (7.16) (but not (7.15)), we can derive the following result on the
number of simple modules over a k-algebra R, in the case when k is a split­
ting field for R.

(7.17) Theorem. For afinite-dimensional k-algebra R, let

T(R) = rad R + [R , R] .

If R splits over k, then the number of left simple R-modules (up to isomor­
phism) is dime R/T(R); moreover, T(R) containsall nilpotent elements ofR.

Proof. Let R = Rjrad R. Since [R, R] maps onto [R ,R] under the projection
map , we have

dimi. R/T(R) = dime R/[R,R] .

By (7.7),

R ~ Al x·· · x A,

where each Ai is a matrix algebra over k, and r is the number of simple left
R-modules. Clearly [R ,R] ~ n;=l [Ai ,Ai], so

r

R/[R,R] ~ IIAd[Ai ,Ad·
i=l

Each factor on the RHS has k-dimension 1 by (7.16). Therefore, taking k­
dimensions in (t) , we have r = dime R/[R,R] . The last conclusion follows
from (7.16) since any nilpotent matrix over k has trace zero. QED

From (7.17), we can deduce the following result which is valid over any
field k.

(7.18) Corollary. Let R be a k-algebra and K ;2 k be a splitting field for R.
Let r (resp., r') be the number of simple left R-modules (resp., RK-modules).
Then r ~ r' ~ dime R/T(R).

Proof. The first inequality follows from (7.13)(2). For the second inequality,
note that, by the theorem above, r' = dimg RK/T(R K). Since

[R ,R]K £; [RK ,RKj and (rad R)K £; rad(R K) ,

we have T(R)K £; T(R K) and so

r' = dime RK/T(R K) s dime RK/T(R)K = dime R/T(R) . QED

To conclude this section, we shall discuss briefly the notion of characters.
For any (finite-dimensional) k-algebra R and any (left) R-module M of finite
dimension over k, we can associate a function XM: R ---> k defined by
XM(a) = tr(a), where, for any a E R, tr(a) denotes the trace of the linear
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transformation on M given by left multiplication of a. Clearly, XM is a k­
linear functional on R: it is called the character associated with the R-module
M. Note that if we have an exact sequence of R-modules

O........ M' ........ M ........ M" ........ 0

each of which is finite-dimensional over k, then, computing the traces using
suitable bases on the three modules, we get XM = XM' + XM '" In particular,
the composition factors of a module M, counted with multiplicities, com­
pletely determine the character XM ' The converse of this is also true, in the
characteristic zero case: this is the next result.

(7.19) Theorem. Let R be a k-algebra where chark = 0, and let M be a left
R-module with dimi M < 00. Then XM completelydetermines the composition
factors of M, counted with multiplicities. More precisely, if M, M' are R­
modules(offinite k-dimensions) withXM = XM' , then M and M' have the same
composition factors, counted with multiplicities; if M and M' are both semi­
simple, then infact M ~ M' .

Proof. Using the notation of (7.1), suppose M, (1 :s; i :s; r) occurs as a com­
position factor for M with multiplicity m, ~ O. Then

r

XM = LmiXM;,
i=1

and our job is to show that XM determines the integers {ml , .. . ,m, }. Let
ai E R (1 :s; i s; r) be chosen such that iii in R[rad R is the identity of the ith
simple component of Rlrad R. Then a, acts as zero on M, for j =1= i, and acts
as the identity on Mi. Computing the character XM on ai, we have
XM(ai) = m, dimi Mi. Since chark = 0, this gives

m, = XM(ai) /dimk M,

in k, and therefore the same equation holds in 0 , for 1 :s; i :s; r. The rest is
clear. QED

Without the assumption that M be semisimple, XM will not determine the
isomorphism class of M, even in characteristic O. For instance, over the two­
dimensional k-algebra R = k[t]/(t Z) , the module M = ke, EB ke-. with the t­
action t(ed = ez, t(ez) = 0 has character XM given by XM(a + bt) = 2a for
a, b e k . The module M' = k Z with the trivial t-action has the same charac­
ter, but clearly M ~ M'. If the characteristic of k is p > 0, then XM need not
determine the composition factors of M; in fact, it may not even detennine
dimi. M . For instance, let M I , Mz be nonisomorphic simple R-modules.
Then

M = M I EB .. . EB M1,

M' = Mz EB ' " EB Mz
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(p copies each) both have zero characters, but they may have different di­
mensions, and they do not even have a composition factor in common.

We do have the following result which holds in any characteristic.

(7.20) Theorem. Let M , M' be modules over the k-algebra R, with M abso­
lutely irreducible over R. Assume either (1) dime M = dimi. M' or (2) M' is
irreducible . Then M ~ M' iffxM = XM"

Proof ("If" part). Using again the notation of (7.1), let us assume M = M(
and that, for any i, M; occurs as a composition factor of multiplicity m, in
M'. Since M is absolutely irreducible, the map

is a surjection. Pick a E R such that a projects to a k-endomorphism of trace
1 in B 1 and projects to zero in B; = End(M;)D

i
for i ~ 2. Then

r

1 = XM(a) = XM,(a) = Lm;XMi(a) = mlXM(a) = ml · 1
;=1

in k. In particular, as an integer, ml ~ 1. If we assume either (1) or (2), this
clearly forces mi = . . . = m, = 0 and ml = 1. Therefore M' ~ M 1 = M .

QED

(7.21) Corollary. Let R be a k-algebra which splits over k . Then two simple
R-modules are isomorphic iff they have the same character.

Throughout this section, we have focused our attention essentially on
irreducible (and absolutely irreducible) modules over algebras . If the algebra
in question happens to be semisimple, this would give a fairly complete pic­
ture of the module theory over the algebra. But if the algebra is not semi­
simple, what we did in this section will certainly not be enough to reveal
the general behavior of the modules over the algebra. In the nonsemisimple
case, the role of the irreducible modules is to be replaced by that of the
indecomposable modules. (A nonzero module is said to be indecomposable
if it is not a direct sum of two nonzero submodules .) The classification of
indecomposable modules over an algebra is an extremely complicated task
which is beyond the scope of this book . We shall, however, study some of the
basic facts on indecomposable modules in a later section, in the more general
setting of artinian rings. To conclude this section, let us give some examples
of indecomposable modules over finite-dimensional algebras. In particular,
we shall see that such algebras may have infinitely many mutually non­
isomorphic indecomposable modules.

First we consider 2-dimensional algebras (over a field k). Such an algebra
R has the form k[x]/(q(x)) where q(x) is a monic quadratic polynomial. If
q(x) is irreducible in k[x], R is a quadratic field extension of k, so the only
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indecomposable R-module is RR. If q(x) = (x - a)(x - b) where a # bin k,
then R ~ k x k is semisimple, and the indecomposable R-modules are just
the simple R-modules, of which there are two , up to isomorphism. Finally, if
q(x) = (x - a)2 where a E k, then

R = k[x] /(x - a)2 ~ k[x]/(x2).

We shall see below that R also has precisely two indecomposable modules.
Consider more generally R = k[x]/(x'). A finitely generated R-module is

just a finite-dimensional k-vector space equipped with an endomorphism A
with A' = O. By the Jordan Canonical Form Theorem, any such R-module is
isomorphic to nl MI EB . . . EB n.M, where

M, = R/(x i
) = k[x]/(x i

) (1 ~ i ~ r),

and the nonnegative integers nl , . .. ,n, are uniquely determined. In particu­
lar, M I , • •• , M, are the only indecomposable R-modules.

While a 2-dimensional algebra can have at most two indecomposable
modules, algebras of dimension ~ 3 may have infinitely many indecompo­
sable modules. In the following, we shall work with the algebra R with two
commuting generators iX ,P, subject to the relations

iX2= p2= iXP = O.

We have dime R = 3, as {I , iX ,P} is a k-basis of R. Define an R-module
M = M2n+1 of k-dimension 2n+ 1 by M = U EB V, where U has basis
uo , . . . , Un , V has basis VI , • • • , Vn, with

iX( U) = 0, P(U) = 0,

iX(Vi) = u, and P(Vi) = Ui-l for i ~ 1.

Similarly, define an R-module M = M2n by M = WEB V, where W has
basis WI , . .. ,Wn, V has basis VI, . . . ,Vn, with

iX(W) = 0, P(W) = 0, iX(Vi) = Wi ,

P(Vi) = Wi-I for i ~ 2, and P(VI) = O.

Here we used the notation M for M2n, since M is easily seen to be iso­
morphic to M / ku«.

(7.22) Proposition. M = M2n+1 and M = M2n are both indecomposable
modules over the 3-dimensional commutative algebra

In particular, R has indecomposable modules in every positive dimension .

Proof. To prove the indecomposability of M, we first make the following
observation:
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(7.23) If S is any nonzero k-subspace of V, then fJS ¢ as.

In fact, let m be the largest integer such that S s; ko.; + ...+ kvn . Then there
exists a vector s = amVm + ...+ anVn with am =f. O. But then

fJs = amUm -1 + .. .+ anun-) ¢ as,

as as s; ku.; + ...+ ku. : Next , for any nonzero R-module N s; M , we claim
that

dim N ;;:: 1+ 2 dim n(N),

where n is the projection of M onto V with respect to the decomposition
M = U EI7 V. To prove this, we may assume that S := n(N) =f. O. Since a,fJ
act as zero on U, we have as = «N s; Nand fJS = fJN s; N. On the other
hand, as + fJS S; U, so n induces a surjection N /(as + fJS) --+ S. Therefore,
by (7.23):

dim N ;;:: dim(as + fJS) + dim S

;;:: I + dim as + dim S

= 1+2 dim S,

as claimed. If M = N EI7 N' where N ,N' are nonzero R-submodules, then
S+ S' = V for S' := n(N') , and we have

dim N + dim N' ;;:: 2 + 2(dim S + dim S') ;;:: 2 + 2n,

a contradiction. Next we try to prove the indecomposability of M = M2n =
W EI7 V. Here we let it be the projection of M onto V with respect to this
k-decomposition. Suppose we have a decomposition M = N EI7 N', where
N, N' are nonzero R-modules. Let S = it(N) and S' = it(N'). If either
fJS ¢ as, or fJS' ¢ as', or dim S + dim S' > n, we will get a contradiction as
before . Therefore, we may assume that fJS S; as, fJS' S; as', and that
V = S EI7 S'. We claim that S,S' are both nonzero. Indeed, if say, S' = 0
and S = V, then

N's; W = aV = as = aN S; N ,

a contradiction. Therefore, W = aV = as EI7 as' is a decomposition of W
into nonzero k-subspaces. Let A be the k-endomorphism of W defined
by A(W;) = W;_I for i e. 2, and A(W)) = O. Then A(aS) = fJS S; as and
A(as') = fJS' S; as'. Therefore W = as EI7 as' is a decomposition of W
into a direct sum of two nonzero k[A]-modules. This is impossible since
k[).] ~ k[xJl(xn ) , and, as k[A]-module, W ~ k[A] is indecomposable.

QED

Next we shall construct a family of 2-dimensional indecomposable mod­
ules over R. For any element a E k , define the R-module M(a) as follows:
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M(a) = kw EEl kv, with action

oew = 0, oev = w, and fJw = 0, fJv = aw.

In matrix notation, we have oe t-+ (~ ~) and fJ t-+ (~ ~) with respect

to the ordered basis {w,v}. Note that the module M2 considered in (7.22) is
just M(O).

(7.24) Proposition. For any a E k , M(a) is an indecomposable R-module. If
a =1= a' in k , then M(a) ;t. M(a ') as R-modules.

Proof. The first assertion is clear, since oe and fJ must act trivially on an R­
module of k-dimension 1. Now assume h: M(a) ....... M(a') is an R-module
isomorphism . We represent M(a') as kw' EEl kv' with

oew' = 0, oev' = w', fJw' = 0, and fJv' = a'w' .
Say

h(w) = bw' + cv' and h(v) = dw' + ev'.

Then h(oew) = oeh(w) gives 0= oe(bw' + cv') = cw', so c = 0. With this,
h(oev) = oeh(v) gives bw' = oe(dw' + ev') = ew', so b = e. Finally, h(fJv) =
fJh(v) gives

abw' = fJ(dw' + ev') = ea'w'.

S. (b d) (b d)
mce = °c e e

a=a'. QED

is invertible, we have b = e =1= 0, and hence

The Proposition above shows that the cardinality of isomorphism types
of indecomposable 2-dimensional R-modules is at least as large as the car­
dinality of k. In particular, if k is an infinite field, R has infinitely many
mutually nonisomorphic 2-dimensional indecomposable modules . Note that
M2n+l, M2n and the M(a)'s may also be viewed as modules over the finite­
dimensional commutative algebras k[x, y]/(xr,yS) for r,s ~ 2. Now consider
the elementary p-group G with two generators f, g, and let k be a field of
characteristic p. Then

kG;; k[X , Y]/(XP - 1, yP - 1) ;; k[X, Y]/((X -l)P, (Y - lY) .

Since (by a "change of variables") this is isomorphic to k[x,y]/(xP,yP), it
follows that kG has indecomposable modules in every positive dimension ,
and that it has mutually nonisomorphic indecomposable 2-dimensional
modules M(a) given by the matrix representations:

f t-+ (~ ~), and g t-+ (~ ~ ),

where a E k.
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The above examples serve to show that there is a lot to be said about
the determination and classification of indecomposable modules over finite­
dimensional algebras. In the representation theory of algebras, an algebra R
is said to be of finite representation type if R has only finitely many finite­
dimensional indecomposable modules (up to isomorphi sm). Otherwise, R is
said to be of infinite representation typ e. For instance, k [xJl(x r) has finite
representat ion type, but k [x ,YJl(x r,y S) for r, s ~ 2 has infinite representation
type. The Brauer- Thrall Conjecture in representation theory stated that if an
algebra R has infinite representation type, then it has indecomposable modules
ofarbitrarily large dimension. This conjecture was proved by Roiter in 1968,
and subsequently extended by M . Auslander to artinian rings. A stronger
version of the Brauer-Thrall Conjecture stated that if an algebra R has infi­
nite representation type, then there is an infinite sequence d1 < di < ... such
that R has infinitely many indecomposable modules at each dimension d.. So
far this stronger conjecture has been proved by Nazarova and Roiter over
algebraically closed fields, and subsequently by Ringel over perfect fields.
The modern representation theory of algebras is a very rich subject on which
there has been a lot of exciting research. However, due to space limitation,
we will not be able to go into the details of this theory. For a good intro­
duction to this subject, see Pierce [82J.

Exercises for §7

In the fo llowing exercises, k denotes a fie ld.

Ex. 7.1. Let M ,N be finite-dimensional modules over a finite-dimensional
k-algebra R . For any field K 2 k , show that M K and N K have a common
composition factor as RK -modules iff M and N have a common composition
factor as R-modules. (Hint. Use (7.13)(2).)

Ex. 7.2. Let R be a finite-dimensional k-algebra which splits over k . Show
that , for any field K 2 k , rad (R K) = (rad R )K.

Ex. 7.3. Let R be a finite-dimensional k-algebra , M be an R-module and
E = Endi; M . Show that if fEE is such that f(M ) ~ (rad R)M, then
f E rad E . (Hint. Show that the set of such f's form a nilpotent ideal in E.)

Ex. 7.4. Let R be a left artini an ring and C be a subring in the center Z(R)
of R. Show that Nil C = C II rad R. If R is a finite-dimensional algebra over
a subfield k ~ C, show that rad C = C II rad R.

Ex. 7.5. Let R be a finite-dimensional k-algebra which splits over k. Show
that any k-subalgebra C ~ Z (R) also splits over k.

Ex. 7.6. For a finite-dimensional k-algebra R , let T (R ) = rad R + [R, R ],
where [R, R ]denotes the subgroup of R generated by ab - ba for all a, b E R.
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Assume that k has characteristic p > O. Show that

T(R)£;{aER: apmE[R,R] for some m z I},
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with equality if k is a splitting field for R.

Ex. 7.7. Using (4.1) and (7.13), give another proof for the fact (already
established in (5.14)) that for any finite-dimensional k-algebra R and any
field extension K ;;2 k , (rod R)K £; rad(R K).

Ex. 7.8. Let R be a finite-dimensional k-algebra and let L;;2 K;;2 k be fields.
Assume that L is a splitting field for R. Show that K is a splitting field for R
iff, for every simple left RL-module M , there exists a (simple) left RK-module
U such that U L ~ M.

Ex. 7.9. If K ;;2 k is a splitting field for a finite-dimensional k-algebra R,
does it follow that K is also a splitting field for any quotient algebra R of R?

Ex. 7.10. (Suggested by I. Emmanouil) Give a basis-free proof for (7.4) in
the case when M is a finitely presented left module over R. (Hint. Note that
(7.4) is true when M = R" . Now apply the left exact functor HomR(-, N) to
a finite presentation R'" -; R" -; M -; 0.)

§8. Representations of Groups

At the beginning of §6, we have commented on the fundamental connections
between ring theory and the representation theory of groups. For a field k
and a group G, if we view the k-representations of G as afforded by modules
over the group algebra kG, the study of the representation theory of G then
becomes a special case of the study of modules over algebras. This ring­
theoretic perspective of representation theory stems from a classical paper
of E. Noether [29), who based her ideas in part on the earlier work of
T. Molien. Since we have already developed in the last section the basic facts
on simple modules and splitting fields of algebras, it is now easy to specialize
this information to group algebras and deduce the standard classical results
in group representations. This is done in the first half of this section. The
second half goes on to study the theory of group characters, focusing on the
semisimple case . We shall relate the arithmetic properties of the characters of
the irreducible representations of a group G to the ring structure of the group
algebra kG. This enables us to give a couple of nice ring-theoretic applica­
tions of the theory of characters.

As we have explained before, it will be convenient to view representations
of Gover k as given by kG-modules. Unless specified otherwise, G will be
assumed to be a finite group, and all representations considered will be finite-
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dimensional over k. Thus the kG-modules affording the representations will
be finite-dimensional k-vector spaces. Unless stated otherwise, the charac­
teristic of k will be arbitrary. If char k does not divide IGI (including the case
when char k = 0), kG is semisimple by Maschke's Theorem (6.1) and so all
representation modules are semisimple. On the other hand, if char k divides
IGI then kG is no longer semisimple; the representations in this case are
classically known as modular representations (after L.E. Dickson).

The fundamental objects used in studying the k-representations of G can
be laid down as in (7.1). Recapitulating, let M 1, •• • , M, be a complete set of
simple left kG-modules; let D; = End(kGM;) and n, = dimD; M;. Then we
have

(8.1) Theorem.

(1) kG/rad kG ~ fW1I n 1(Dt) x .. . x fW1I n,(Dr ) .

(2) As a left kG-module, kG / rad kG ~ nl MI EEl . . . EEl n.M).

(3) dime M ; = n, dime D;.

(4) IGI = dimiirad kG) + 2:;=1 nl dime D;.

In the special case when G is abelian, this result simplifies further, for then
all the n;'s are 1 and all the D;'s are commutative (so they are finite field
extensions of k). In this case

kG/rad kG ~ D1 x .. . x D"

and the D;'s, viewed as ideals in kG/rad kG, afford the r different irreducible
representations of Gover k.

Based on what we did in the last section, there is a natural notion of a
splitting field for a group G.

(8.2) Definition. We say that a field k is a splitting field for G if the group
algebra kG splits over k (in the sense of (7.6)).

Using our earlier result (7.10), we shall establish the following basic fact
in representation theory .

(8.3) Theorem. Let k be any field, and G be any group. Then some finite
extension K :2 k is a splitting field for G.

Proof. Let ko be the prime field of k , and k be the algebraic closure of k.
Since ko is perfect, (7.10) implies that a finite extension k, :2 ko in k is a
splitting field for G. Let K = k . k l , the field compositum being formed in k.
Clearly K is a finite extension of k, and by (7.14), k, being a splitting field for
G implies the same for K. QED
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In the proof above, we only knew that the splitting field k, exists, but we
were not able to describe more concretely the construction of k1 or to control
its size. At this point, it is appropriate to mention without proof a famous
result of Brauer. Let m be the exponent of G, i.e., the smallest integer such
that gm = I for every g E G. According to Brauer's Theorem, in case ko = iQ,
the splitting field k, may be taken to be iQ((m) where (m is a primitive mth
root of unity. And, in case ko = IFp , k1 may be taken to be Z[(m]/P where P is
any prime ideal of Z[(m] containing p. For proofs of these results, we refer
the reader to Curtis and Reiner [62] (p. 292 and p. 592).

Over a splitting field, of course, the representations of a group are much
nicer to deal with, and they also have more definitive meanings. Take, again,
the case of an abelian group G. Over a splitting field k, we have all D; = k as
well as all n, = I, so all dimi. M; = I. Thus , the irreducible k-representations
are I-dimensional; they correspond to the different homomorphisms of G
into the multiplicative group k * of the field k. (For a converse of this in the
semisimple case, see Exercise 2 in this section.)

We shall now give some more examples, first in the characteristic 0 case,
then in the modular case.

Let G = <g) be a cyclic group of order n, and let R = kG. We shall
determine the simple R-modules (i.e., irreducible representations of Gover k)
for k = iQ, IR, and C respectively.

First, for k = C or iQ(O, where ( is a primitive nth root of unity, we have
the decomposition

R ~ ~[~] ~ IT k[x]; ~ IT k.
(x I) ;=\ (x - ( ) ;=\

Thus , k is a splitting field for G and there are n simple R-modules M; = k
(1 :s;; i :s;; n), with g acting via multiplication by (i on M;.

Secondly, for k = iQ, we have the following decomposition of R into its
simple components:

R :::: iQ[x] = iQ[x] :::: II iQ[x] :::: II iQ((d)
- (xn - I) (TIdln <l>d(X)) - din (<I>d(X)) - din .

Here (d is a primitive dth root of unity, and <l>d(X) is the dth cyclotomic
polynomial, i.e., the minimal polynomial of (d over iQ, where d denotes a
positive divisor of n. A typical simple R-module is Nd = iQ((d), on which g
acts via multiplication by (d' When Nd is tensored up to C, it splits into ({J(d)
l-dimensional representations of G which map g into the different primitive
dth roots of unity in C . Here, ({J denotes the Euler function, and (8.1)(4)
recovers the familiar formula n = L::dln ({J(d) .

Finally, let k = IR. Consider first the case n = 2m + 1. Then

R ~ lR[x] . ~ IR x IT lR[x] .
((x - I) TIj':l (x - ( J)(x - ( j)) j= l ((x - (J)(x - (j))

Therefore, there is a unique l-dimensional R-module (with trivial G-action),
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and there are m two-dimensional simple R-modules

Vj = C = lR2 (I::;j::; m)

with g acting via multiplication by , j, i.e., as a rotation by the angle 2nj In
(clockwise or counterclockwise). Upon scalar extension, Vj @IR C ~ M, $
Mn- j . The case n = 2m is analyzed similarly, with

Here there are two l-dimensional R-modules supported by lR, with g acting
as I and -I respectively, and there are m - 1 two-dimensional simple R­
modules

Vj=C=lR2 (I::;j::;m-I),

with g acting via multiplication by ,j. Again,

Vj @IR C ~ u, $ M n- j •

This example gives a good illustration of (7.13) relating the simple modules
of II)G, lRG and CG.

To give a nonabelian example, let G be the quaternion group of order 8,
generated by two elements a,b with relations

a4 = 1, b2 = a2 and b-Iab = a-I.

We first try to construct the irreducible representations of Gover 11).

Here , the commutator subgroup G' is <a2 ) , and GIG' is the Klein 4-group.
The latter has four homomorphisms into {± I} which lead to four different
II)G-modules M) ,M2,M3,M4 , each I-dimensional over 11) . The correspond­
ing simple components are ~ 11), by (8.1)(3). To construct one more II)G­
representation, consider D, the division ring of rational quaternions. As is
well-known, we can realize G as a subgroup of D * by identifying a with i and
b with j , so that

G = {±l , ±i, ±j, ±k} .

Thus, D may be viewed as a (left) II)G-module Ms. Since G spans D as a
II)-vector space, this II)G-module is irreducible. (A II)G-submodule would
amount to a left ideal of D, but D is a division ring.) The corresponding
simple component is just D. In the formula

r

8 = IGj = Z::>i dim u.,
i=1

we already have dim M] = . .. = dim M4 = 1 and dim Ms = 4. Hence all
n, = 1, r = 5, and the simple decomposition of II)G is

II) x II) x II) x II) x D,
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so Q is not a splitting field for G. If we replace the ground field Q by IR,
the same analysis remains valid, with D replaced by the real quatemions.
(Incidentally, the computations above hint at interesting connections be­
tween representation theory of groups and the study of finite multiplicative
subgroups of division rings.)

What happens in the example above if we choose the ground field to
be K = Q( J=T)? The modules M 1, • • • , M4, being one-dimensional, clearly
remain irreducible when we extend the scalars from Q to K; however , Ms
does not. The simple component D of QG, upon tensoring up to K, becomes
M1 z(K) as is easily verified. The unique left M1 z(K)-module M~ occurs twice
in the decomposition of M1z(K) into minimal left ideals. Therefore the left
regular module KG decomposes as

M{ $ M~ $ M~ $ M~ $ 2M; ,

where M] = M, ® iQ K for t s; 4, and we have n; = n~ = n~ = n~ = 1, n~ = 2.
By working explicitly with matrices, the irreducible 2-dimensional KG­
representation afforded by M~ is seen to be:

br-+ (0 J=T)
J=T 0

(up to equivalence) .

Clearly, the quadratic extension K of Q is a splitting field for G.
Let us now give an example to illustrate the relations between representa­

tions in characteristic zero and those in characteristic p. The group under
study will be the symmetric group G = 83, and we shall consider the three
fields Q, IFz, and 1F3 . Over k = Q, we have two l-dimensional (irreducible)
representations: the trivial representation M 1, and the sign representation
M{. There is also a natural 2-dimensional representation Mz, given by

ke, $ kez $ ke-Jk- (el + ez + e3),

where G acts by permuting the unit vectors el ,ez, e3. This is easily seen to be
irreducible, and since 6 = IGI = IZ + I Z + 2z, {Ml ' M{, Mz} is a full set of
simple (left) QG-modules and Q is a splitting field for G.

Next , let k = IFz. Here we have the trivial representation M 1 = M{, and
we have the 2-dimensional representation M z which is easily checked to be
irreducible. By explicit computation, we see that Dz = End(kGMz) = k, so
ni = 2 and Mz is in fact absolutely irreducible. From the equation

r

6 = IGI = dimiirad kG) + L:nl dim; D,
i= 1

= dime(rad kG) + 1 + 4 + .. .,

we see that r = 2, dimiirad kG) = 1, and k = IFz is a splitting field for G.
Incidentally, this enables us to determine rad kG explicitly. In fact, let
(J = LgEG g E kG. Clearly k - (J is an ideal of square zero. Therefore, the
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computation above implies that rad kG = k . a. The composition factors of
kGkG are {M I , M I, Mz, M z} .

Finally , consider k = 1F3. Here, we have the two distinct I-dimensional
representations M I, M{ , but the 2-dimensional representation Mz is no
longer irreducible. (Check that el - ez generates a proper kG-submodule!)
In the following, we shall prove Theorem (8.4) which implies that the
normal 3-Sylow group <(123) of G must act trivially on any irreducible kG­
representation. Thus , the irreducible k-representations of G are the same
as those of GI«123), so M I , M{ are the only possibilities. The equation
(8.1 )(4) implies that dim; rad kG = 4, and that k = 1F3 is a splitting field for
G. We leave it as an exercise for the reader to show that the composition
factors of kG are {MI' MI , MI, M{ , M{, M{}.

We shall now give the theorem which was used in the argument above .

(8.4) Theorem. Let k be a field of characteristic p > 0, and G be a finite
group. Then any normal p-subgroup H ~ G acts trivially on any simple left
kG-module. Thus, simple left kG-modules are the same as simple left k[GI H]­
modules. (In particular, if G is a p-group, then the only simple left kG-module
is k , with trivial G-action.)

One of the main tools used for the proof of the theorem is the following.

(8.5) Clifford's Theorem. Let k be any field , and H be a normal subgroup ofa
(possibly infinite) group G. If V is a simple left kG-module , then kH V is a
semisimple kH-module.

Proof. Let M be a simple kH-submodule of V. For any g E G, g. M is also a
kH-submodule of V since

h(gM) = g(hgM) = gM,

where hg = g-Ihg E H . Moreover, gM is a simple kH-module because if M'
is a kH-submodule of it, «' M' would be a kH-submodule of M . Now
consider V' := LgEG gM. This is a semisimple kH-module, and since it is
also a kG-submodule of V, we have V' = V. QED

Proof of (8.4). In view of Clifford's Theorem, we are reduced to proving that
H acts trivially on any simple kH-module M. We do this by induction on
IHI, the case IHI = I being trivial. If IHI > I, let h '" I be an element in the
center of H, say of order pn. Since

(h - 1)P" = v :- 1 = 0 E kH,

h - 1 acts as a nilpotent transformation on M, so its kernel is nonzero.
Let M« = {m E M: hm = m} '" O. This is a kH-submodule of M and so
Mo = M . Therefore, Mmay be viewed as a (simple) k[HI<h)l-module, and
we are done by induction. QED
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In any finite group G, let Op( G) denote the intersection of all its p-Sylow
groups. Clearly Op( G) is the largest normal p-subgroup of G. We have the
following nice characterization of Op( G) in terms of the modular repre­
sentations of G.

(8.6) Corollary. Let k be a field of characteristic p > 0, and G be a finite
group. For h E G, the following are equivalent:

(I) hE Op(G).

(2) h acts trivially on all simple left kG-modules.

(3) h - I E rad(kG) .

(Note that, although (2) and (3) ostensibly depend on the ground field k,
the condition (I) does not.)

Proof. (2) {:} (3) is trivial , and (I) ~ (2) follows from (8.4) since Op( G) is
normal. Now assume (2). By considering a composition series of the left
regular module kG, we see that h - I acts as a nilpotent transformation on
kG. Thus, for a sufficiently large integer n,

(h - Iv: = hpn
- I = 0 E kG;

i.e., the order of h is a power of p. How let H be the set of all elements h of G
satisfying (2). This H is easily seen to be a normal subgroup of G, and what
we did above shows that H is a p-group. Thus H s;;; Op(G) and we are
done. QED

(8.7) Corollary (Wallace). Let k be a field of characteristic p, and G be a
finite group with a normal p-Sylow group H . Then

rad kG = L kG . (h - I)
heH

with dimi. rad kG = [G : H] (IHI- I) .

Proof. Since (h - I)g = g(h g - I) for any g E G, the left ideal

21 :=L k G . (h - l )
heH

is in fact an ideal, and this lies in rad kG by (8.4). The quotient kG/21
is easily seen to be isomorphic to k[G/H]. (We have a natural map from
kG /21 --+ k[G/ H], and an inverse can be easily constructed.) Since
p = char k is not a divisor of IG/HI, k[G/H] is semisimple by Maschke's
Theorem. Therefore (from (4.6)) we have rad kG = 21 and

dime rad kG = IGI-IG/HI = [G: H] (IHI- I). QED
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(8.8) Corollary. Let k be afield ofcharacteristic p , and G be a finite p-group.
Then J = rad kG equals the augmentation ideal ofkG, and we have JIGI = O.
If G is generated as a group by {gl ' . . . , gn}, then J is generated as a left ideal
by {gl - 1, . . . , gn - I}.

Proof. The first conclusion follows from (8.7) since the augmentation ideal is
generated as a k-space by {g - 1: 9 E G} . For the second conclusion , note
that kGkG has IGI composition factors . Since J acts trivially on each, we have
J IGI = O. The third conclusion is left as an exercise. QED

For a prime p, an element 9 in a finite group G is said to be p-regular if
p does not divide the order of g. A conjugacy class C{j of G is said to be p­
regular if one, and hence all, elements of C{j are p-regular. Actually , in these
definitions, it is convenient to allow for the possibility that p be zero: by
definition, any element and any conjugacy class are always O-regular. In the
results (8.4), (8.6) above, we saw that certain group elements whose orders
are powers of p essentially play no role in determining the structure of the
irreducible representations at characteristic p. Thus the group elements
which govern the behavior of these representations ought to be the p-regular
elements. In 1935, Brauer gave more substance to this viewpoint by proving
the following beautiful result.

(8.9) Brauer's Theorem. L et G be a finite group, and k be a splitting field of G
of characteristic p ~ O. Then the number of irreducible kG-representations is
equal to the number ofp-regular conjugacy classes of G.

In (7.17), the number of irreducible kG-representations was determined to
be dime RIT(R) where R = kG and T(R) = rad R + [R, R]. The idea of the
proof of (8.9) is that , for R = kG, dim; RIT(R) can further be computed
in purely group-theoretic terms. To begin this computation, we first give
another characterization of [R,R]. The following characterization is valid for
any group G and for any commutative ring k.

(8.10) Lemma. An element I"J. E R = kG belongs to [R, R] iff the sum of its
coefficients over each conjugacy class of G is zero .

Proof. For the "only if" part, we may assume that I"J. = ab - ba where
a, b e kG. Writing a = L agg and b = L bih, we have

I"J. = Lagbh(gh - hg),
g,h

so it suffices to deal with l"J.o = gh - hg. Since gh, hg are conjugate in G, the
desired conclusion in this case is clear. For the converse, note that if gl , g2 E G
are conjugate , then we can write gl = gh, g2 = hg for suitable g, hE G, so
gl == g2 (mod [R, RD. Consider a conjugacy class C{j = {gt, .. . , gn} and an
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element

By the foregoing,

Thus, if e\ + ...+ en = 0, we have IX E [R ,R] . QED

125

In the following, let {a;: i E /} be a complete set of representatives of the
conjugacy classes of a group G. The lemma, together with its proof, clearly
imply the following.

(8.11) Corollary. Let R = kG, where G is any group and k is any commutative
ring. Then R/[R, R] is afree k-module with basis

{a;+[R,R]: iE/}.

Now let J be the subset of I such that {a/ j E J} is a complete set of
representatives of the p-regular conjugacy classes of G. (From here on, we
assume again G is finite and k is a field.) We now complete the proof of
Brauer's Theorem by proving the following analogue of (8.11).

(8.12) Lemma. Let k be a splitting field for G of characteristic p ~ 0, and let
R = kG. Then R/T(R) is a k-vector space with basis

{aj+T(R) : JEJ} .

Proof. If P = 0, we have rad R = °so T(R) = [R, R]. In this case I = J and
we are done by (8.11). In the following, we may, therefore, assume p > 0.
Let g E G. By standard group theory, there is a factorization g = ab = ba
where a isp-regular and bpn

= 1 for some n. Since a and b commute, we have

(ab - ar = a
p n

b
p n

- a
p n = °E R ,

so ab - a is nilpotent. By the second conclusion of (7.17), we get g =
ab == a (mod T(R)). We have also observed before that, if g,g' are con­
jugate, then g == g' (mod [R, RD. Therefore, the a/s (j E J) span R /T(R)
as a k-space. To finish, we need to show that

L:ejaj E T(R) =} all ej = °in k .
jEJ

Write L.jEJ ejaj = c + d where c E rad R , d e [R, R]. Let m be the LCM
of the orders of the a/so Then p is a unit mod m, so for some N,
p N == 1 (mod m) . Choose N large enough so that cp N = 0; this is possible
since c E rad R is nilpotent. Let q = r". Then al = aj for eachj E J , and, by
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(8.14)

(7.15)(2), dq E [R, R]. Hence, by (7.15)(1),

0= cq = C~:::>jaj - dy == Lelal- dq == L elaj (mod [R ,R]) .

Now by (8.11), all el = 0 and hence all ej= O. QED

(8.13) Corollary. For any field k of characteristic p ~ 0, the number of irre­
ducible kG-representations is bounded by the number ofp-regular conjugacy
classes in G.

Proof. This follows from Brauer's Theorem and (7.18). QED

It is worthwhile to point out that, in the semisimple case, there is another,
more or less "dual," method by which one can deduce the two results (8.9)
and (8.13). In fact, assume p = char k does not divide IGI . Let CC I , .. . , CCs be
the (necessarily p-regular) conjugacy classes of G, and let

C;:= LgEkG.
ge <C,

As an analogue of (8.11), one can show easily that CI, ... , C, form a k-basis
of Z(kG), the center of kG.2 Let

kG;;; MIni (D1) x .. · x M1 n,(Dr ) ,

where the D;'s are k-division algebras, and r is the number of irreducible
kG-representations. Taking centers, we have

Z(kG) ;;; Z(M1n l (Dt}) x . . . x Z(M1 n,(Dr) )

~ Z(DI ) x . . . x Z(Dr ) ,

and so s = L;=l dim; Z(D;) ~ r. If k happens to be a splitting field, then
D; = k for all i, and the inequality becomes an equality.

Our next goal is to discuss characters of group representations. Recall
that, for any module Mover R = kG of finite dimension over k, there is
an associated k-linear character XM : R ---+ k. Since the elements of G form a
k-basis of R, we can think of XM as a function from G to k, extended by
linearity to R. Note that, for any g,h E G,

XM(ghg- l
) = XM(h);

i.e., XM is constant on each conjugacy class of G. In the following, we shall
show that we can get a lot more specific information on characters for
representations of groups than for representations of general algebras. Our
intention, however, is not to give a full treatment of the character theory

2 This statement is, in fact, valid for any commutative ring k.
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of groups. Since our primary interest is in ring theory, we shall focus our
attention only on those aspects of character theory which have repercussions
on the structure of group rings. To illustrate the interplay between character
theory and ring theory, we shall derive a few ring-theoretic applications of
group characters at the end of our discussion. The applications of group
characters to the structure of groups is also an important topic; this, how­
ever, lies beyond the scope of this book, and will not be explored in detail
here.

To simplify the exposition, we shall assume in the following that char k
does not divide IGI, and that k is a splittingfield for G. The notations used in
(7.1) for the simple modules over R = kG will be fixed. Since k is a splitting
field, all D;'s are equal to k, and ni = dime Mi. We write Xi = XMi and let
{el' . . . , e, } be the central idempotents in R giving the Wedderburn decom­
position of R into its simple components. For any g E G, let Cg E R denote
the sum of the group elements in the conjugacy class of g. Now consider
Z(kG). This has two different k-bases:

{ei : l~i~r} , and {Cg : gEG} .

(The latter set, of course, has cardinality r, not IGI .) Our first result gives
explicit formulas expressing one basis in terms of the other.

(8.15) Proposition. (1) ei = IGI-1ni '£gEGXi(g-l)g. (Since conjugate elements
have the same coefficients in the summation, the RHS is a k-linear combina­
tion of the Cg's.) In particular, char k does not divide n, for any i.

(2) Cg = mg'£ix;(g)e;/ni' where mg is the cardinality of the conjugacy
classofg.

Proof. Let X,eg denote the character of the left regular representation,
afforded by RR. Clearly, X,eg(l) = IGI, and X,eg(g) = 0 if g # 1. To prove (1),
write e, = '£h ai,hh where ai,h E k. Then , for any g E G,

X,eg(eig- I
) = LaihX,eg(hg-1) = aiglGI ·

h

On the other hand, X,eg = '£j njXj' so

1 -I 1 '" -Iaig = TGfX,eg(eig ) = TGf L..njXj(eig ).
]

Since e, acts as bij (Kronecker deltas) on M], Xj(eig - I ) = r)ijX/g- I ) .

Therefore ,
ni -I

aig = TGf Xi(g ),

as claimed in (1). Since e, # 0, the formula in (1) implies that n, # 0 E k; i.e.,
char k does not divide n..
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To prove (2), write Cg = L:; bg,;e;. Applying Xj leads to

m, Xig) = 2::>g,; xie;) = bg,j nj,
i

and so bg,j = mgxig)jnj, as claimed in (2). QED

We can now derive the following two famous character formulas due to
G. Frobenius.

(8.16) Theorem (First and Second Orthogonality Relations).

(A) L:gX;(g-1)Xj(g) = JijIGI·

(B) L:;X;(g)X;(h-l ) = JICG(g)1 whereJ = I if e,h are conjugate, and J = 0
if g,h are not conjugate, and CG(g) denotes the centralizer ofgin G.

Proof. (A) follows by applying Xj to (8.15)(1) and canceling n.. For (B), we
plug (8.15)(I) into (8.15)(2) to get

C = m ",X;(g) . .!!!-'" .(h-I)h
9 9~ n, IGI "h X,

Noting that mg = [G : CG(g)], the formula (B) follows by comparing co-
efficients of h on the two sides of the equation. QED

We should perhaps explain the term "orthogonality relations" used for the
two formulas in (8.16). A function u: G --t k is called a classfunction if f.1 is
constant on each conjugacy class of G. The set Fk(G) of all class functions on
G forms a k-vector space of dimension r (the number of conjugacy classes of
G). On Fk(G), we can introduce an inner product, defined by

I '" -I[Il, v] = TGf L..J f.1(g )v(g).
9

Similarly, in the r-dimensional k-space Z(kG), we can introduce an inner
product, defined by

I '" -[a ,p] = TGf~x;(a)x;(p) ,

where, for P = L:Pgg, fJ means L:Pgg- l • With respect to these inner prod­
ucts, (8.16) amounts to (1) and (2) of the Corollary below.

(8.17) Corollary. Under the hypothesesmade in theparagraphpreceding(8.15):
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(1) The r irreducible characters {Xi} form an orthonormal basis ofFk(G).

(2) The r class sums {Cg: g E G} form an orthogonal basis ofZ(kG) , with
[Cg, Cg] = mg.

(3) Fk( G) and Z(kG) are dual spaces of each other , under the pairing
(p ,rx) f---' p(rx) . Moreover, {nj1xJ and {ej} are dual bases of one
another.

In view of the last conclusion above, it is of interest to record the values of
nj1Xi on the other basis {Cg} of Z(kG), which are

I mg
-Xi(Cg) = -Xi(g)·
n, n,

By (8.15)(2), these are precisely the "coordinates" of Cg in terms of the basis
{e.} of Z(kG), as we could have predicted from (8.17)(3). In characteristic
zero, we have the following important arithmetic information.

(8.18) Theorem. Assume that char k = 0 and let A be the ring of algebraic
integers in k (i.e., elements of k which satisfy a monic polynomial equation
over Z). Then

(1) For any g E G, Cg E LA · e.. (In other words, Xi(Cg)/ni =
Xi(g)mg/ni E A for all i.)

(2) For any i, IGledni E LA · Cg.

Proof. Look at Z(ZG) ~ Z(kG). Since the commutative ring Z(ZG) =
L Z . Cg is finitely generated as an abelian group, each Cg E Z(ZG) is inte­
gral over Z. Therefore, the coordinates of Cg with respect to the decompo­
sition n;=l k· e, are also integral over Z. This proves (1). For (2), note that
for any g E G and any (finite-dimensional) kG-module M , XM(g) EA. In fact ,
let T be the matrix of the action of g with respect to a k-basis of M . Then
T" = I for n = order of g. Therefore, all eigenvalues of T (in the algebraic
closure of k) are nth roots of unity. Since XM(g) is the sum of these eigen-
values , we have XM(g) EA. Thus, (2) follows from (8.15)(1). QED

From (1) and (2) above, we have

1~leiE LA. (~A .ej) ~ ~A.ej.
g } J

Thus, IGI/ni E A 11 (jl = Z. This shows that, in characteristic zero, the de­
grees {ni} of the irreducible kG-representations are divisors of IGI. By arguing
a little more carefully, we can further refine this result, as follows .

(8.19) Theorem. Let k and A be as in (8.18) and let H = Z(G) (the center of
G). Then
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(I) (Schur) Each ni divides [G : H] .

(2) Each n, .::;; V [G : H ].

(3) If G is a p-group, then each nl divides [G : H].

Proof. To simplify the notation, let X = Xi' n = n, and M = Mi. We may
assume that G acts faithfully on M . (If K is the kernel of the G-action, we
may replace G by G= G/K. Since there is a surjection G/Z(G) --+ G/Z(G),
[G : Z(G)] is a divisor of [G : Z(G)] .)

Since End(kGM) = k, the center H = Z(G) acts on M by scalar multi­
plications; i.e., h · m = f.1.(h)m where h e H, m e M, and f.1. is a homo­
morphism from H to k\{O}. Since the H-action on M is also faithful, f.1. is
in fact a monomorphism. Note that , for 9 E G and hE H, we have
X(gh) = X(hg) = f.1.(h)X(g) ·

Now define an equivalence relation" -" on G by declaring

9 - a iff a = gthl where gl is conjugate to g, and hi E H .

Then X(g-I )X(g) is constant on each <-equivalence class. For, if a = glh l is
as above, then

x(a- I )x(a) = x(hi l gil )x(glh l )

= f.1.(hi l )f.1.(h l )x(gi l )x(gI)

= X(g-I)X(g).

For 9 E G, let C£(g) denote the <-equivalence class of g. We claim that, if
X(g) "# 0, then IC£(g)1 = mglHI where mg is the number of elements conju­
gate to g. To see this, it suffices to show that, for any a- g, the factorization
a = glh l in the foregoing notation is unique. In fact, if a = qzh: is another
such factorization, then X(gI)f.1.(hI) = X(gz)f.1.(hz). Since X(gI) = X(gz) =
X(g) "# 0, we have f.1.(h l ) = f.1.(hz) and so hi = ha, gl = gz·

Now, changing notations, let {gj} be a complete set of representatives for
the <-equivalence classes C£(g) with X(g) "# O. Then

IGI = LX(g-I)X(g)
9

= L 1C£(gj)l · X(gj-I)X(gj)
j

= IHI ·Lmgjx(gj-I)x(gj).
j

And so, using (8.18)(1),
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This proves (1). For (2), let D: kG --> End(Mk) be the representation asso­
ciated with M. By (7.3), D is surjective; i.e., {D(g): g E G} spans End(Mk).
But for h e H, D(gh) = f1(h)D(g). Thus , End(Mk) is already spanned by
{D( tj)} where {tj} is a complete set of coset representatives modulo H.
Comparing dimensions, we get n2 ::;; [G : H]' as asserted in (2), If G is a
p-group, then nl and [G : H] are both powers of p, and (2) amounts to
nll[G :H]. QED

Remark. Ito has further improved Schur's result (8.19)(1) by showing that n
above actually divides [G : H] for any abelian normal subgroup H of G.

If we fix a set of representatives {a/ 1 ::;; j ::;; r} for the conjugacy classes of
a group G, we can form an r x r matrix whose (i,j)-entry is Xi (aj ). This
matrix is called the character table of G (with respect to the splitting field k).
With the quantitative results on characters obtained so far, it is an easy and
rather pleasant task to compute the character tables of groups of small
order. The irreducible representations of 83 and the quaternion group of
order 8 have been worked out before, so it is trivial to write down their
character tables. To avoid repetitions, we deal here with 84, A4 and As . For
convenience, we will take k = C, although, as we shall see, a much smaller
field will suffice.

For G = 84, the five conjugacy classes are represented by

(I), (12), (123), (1234) and (12)(34) ,

and their cardinalities are I, 6, 8, 6, and 3. We have exactly two linear
characters (characters associated with I-dimensional representations): Xl'
the trivial character, and X2' the sign character. We have also a standard
3-dimensional representation, afforded by the module

M4 = ke, Et> ke-. Et> ke3 Et> ke4/k· (el + e2 + e3 + e4) ,

on which G acts by permuting the e/ s. It is easy to see that M4 is irreducible,
by verifying that its character X4 satisfies

(see Exercise 10). We get another 3-dimensional representation Ms =
M 2 @k M 4, with G acting diagonally. Its character XS is obtained by "twist­
ing" X4 with the sign character X2 ' Since 12 + 12 + 32 + 32 = 20, the only
"missing" irreducible module is a certain M3 of dimension 2. This can be
constructed by using the well-known fact that

H = {1, (12)(34), (13)(24), (14)(23)}

is a normal subgroup in 84 with 84/H ~ 83. Thus M 3 may be obtained by
taking the irreducible 2-dimensional representation of 83, and lifting it to 84.



132 3. Introduction to Representation Theory

The character table for S4 is therefore as follows (the first column being the
degrees of the various irreducible representations):

(1) (12) (123) (1234) (12)(34)

1 1 1 1 1
1 -1 1 -1 1
2 0 -1 0 2
3 1 0 -1 -1
3 -1 0 1 -1

For the tetrahedral group G = A4 of order 12, we have the normal sub­
group H <l A4 (constructed above) , with A4/H cyclic of order 3. Thus we
obtain three linear characters X1?X2 ,X3 by lifting those of A4/H. The kS4­
module M4, viewed as a kA4-module, affords a character X4 ' and can be
shown to be irreducible (over kA4) by using the same idea as in the kS4 case.
Since 12 + 12 + 12 + 32 = 12 = !A4! , the determination of the irreducible
characters is complete. Taking 1, (12)(34), (123), and (132) as the repre­
sentatives for the conjugacy classes (with cardinalities 1, 3, 4, and 4), we
arrive at the following character table :

IG=A41

(1) (12)(34) (123) (132)

XI 1 1 1 1

X2 1 1 W w2

X3 1 1 w2 W

X4 3 -1 0 0

Here, w denotes a primitive cubic root of unity. One can verify that the
irreducible 3-dimensional representation used above is equivalent to the
representation of A4 as the rotation group of the regular tetrahedron.

For the alternating group G = As, the computations become even more
interesting. This is the smallest noncyclic simple group; in particular,
[G, G] = G and G has only one linear character, XI' Next, we have a 4­
dimensional standard representation

s
M4 = EB k · ei/ k · (el + .. .+ es),

i=1

which can be shown to be irreducible over As by a character computation
(cf. Exercise 10). For the conjugacy classes, we can take as representatives

{( 1), (12)(34), (123), (12345), (13524)};
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the class cardinalities are 1, 15, 20, 12, and 12 respectively . We have

12 + n2 + nZ + 42 + n2
- 60z 3 S - ,

so n~ + n~ + n~ = 43. The only possibility is (up to a permutation)
ni = n3 = 3, ns = 5. Here, Mz and M3 can be obtained by the two different
ways of representing As as the rotation group of the icosahedron. Their
characters XZ ,X3 are computed by using the fact that a matrix representing a
rotation of degree ein 3-space has trace 1 + 2 cos e. For the two icosahedral
representations at hand, ecan only be 00

, 1800
, ±1200

, or multiples of 720
•

This enables us to determine Xz and X3 as in the following table . (We leave
the details to the reader.) Note that Xz and X3 are conjugate under the non­
trivial automorphism of Q(VS). Alternatively, we can also obtain M 3 from
M: by "twisting" Mz with the automorphism g t--> (12)g(12)-1 of As.

IG=Asl

(1) (12)(34) (123) (12345) (13524)

XI 1 1 1 1 1

X2 3 -1 0 (1 + VS)/2 (1 - VS)/2

X3 3 -1 0 (1 - VS)/2 (1 + VS)/2
X4 4 0 1 -1 -1

Xs 5 I -1 0 0

There are various ways to construct explicitly the representation module Ms .
By identifying As with

PSLz(lFs) = SLz( lFs)/(±/) ,

we get a permutation representation of As on the six points {et , ez, .. . ,e6} of
the projective line over IFs. Then M« can be obtained as the module

6

EB k · e;/k(el + .. .+ e6) ,
;=1

where As acts on {el ,"" e6} by the permutation representation just de­
scribed . Another way to get this permutation representation is to let As act
by conjugation on the six 5-Sylow-groups of Ss. If we assume the knowledge
of Ms and its character Xs , then the two characters XZ ,X3 associated with the
icosahedral representations can in tum be determined by the orthogonality
relations.

Of course, our brief treatment of group representations so far has only
barely scratched the surface of a vast and very beautiful subject. For more
comprehensive treatments of the subject, we refer the reader to the books of
Feit, Curtis and Reiner, and Isaacs. Note that our treatment has particularly
stressed the ring-theoretic perspective, so that we saw how the notions of
modules, idempotents, and Wedderburn decomposition played a role in the
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development of representation theory. To close this section, we shall give
two ring-theoretic applications of the methods developed so far. Note that ,
while we have assumed throughout that k is a splitting field for G, this does
not necessarily limit the applications to the splitting field case since we can
always "go up" to a splitting field k, apply results over k, and try to pull
back the information. In fact, both of the applications presented below con­
cern group rings over arbitrary rings of algebraic integers. We shall obtain
interesting information on the units and idempotents of such integral group
rings by using character methods. The following elementary fact about
complex numbers will be needed; its easy proof is left to the reader.

(8.20) Lemma. Let WI, .. . , co; E iC be such that IWII = .. . = IWnI= 1. Then
IWI + ...+ wnl ~ n, with equality iff WI = .. . = W n.

The following result determines the central units of finite (multiplicative)
order in certain integral group rings.

(8.21) Theorem. Let k be an arbitraryfield ofalgebraic numbers, and A be its
ring ofalgebraic integers. Let ex be a centralunit offinite order in AG, where G
is afinite group . Then ex = W • gfor some g E Z( G) (the centerofG), and some
root ofunity W E A.

In the case when G is abelian, this result was first proved by G. Higman.
Here, we generalize Higman's method of proof by using general character
theory so that we get the version (8.21) above which is meaningful for any
finite group G.

We should note, however, that there are more general results in the liter­
ature dealing with (not necessarily central) units of finite order in AG where
G is any group and A is any integral domain of characteristic zero. Theorem
8.21 above is only a special case of these more general results.

Proof of (8.21). We may clearly assume that [k : OJ < 00 . To prove the
theorem, we are also free to replace k by any algebraic extension k' 2 k.
In fact, let A I be the ring of algebraic integers in k '. Suppose we know the
result for A'G. Then, since ex remains central in A'G, we can write ex = co' . g
for some g E Z(G) and some root of unity to' E A' . But then co' =
exg- I E A' n AG = A.

After suitably enlarging k, we may therefore assume that k is Galois over
0 , and is a splitting field for G. We shall now use the general notations in
(8.15) through (8.19). Since ex E Z(kG) nAG, we can write

ex = 2: b.e, = 2: agg,

where b, E k and ag EA . Fix an integer m such that «" = 1. Then, comput-
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ing in Z(kG) = n;=l k . ei, we have bi = 1; in particular, Ib;\ = 1 (for all i).
(We think of k as a subfield of C; the absolute value refers to the modulus
of a complex number.) Expressing the e;'s in terms of the g's by (8.15)(1),
we get

1 '" -Iag = IGI~ nibix;(g ).

Now fix a q e G such that ag i= 0, and write

X;(g-I) = Wil + . .. + w;n p

where {wd are the characteristic roots of a matrix giving the g-I -action on
M ;. As we have observed before, the wy's are roots of unity. Therefore, by
(8.20),

(8.22)

For any (J E Ga/(kjQ), a similar argument yields la;1 :s; 1 and so

INk/O(ag)1 = II la;1 :s; 1.
a

But since ag E A, we have Nk/O(ag) E 7l. and so INk/O(ag)1 = 1. In particular,
the inequality in (8.22) must be an equality. By (8.20), all the b;wij's must be
equal, say

b;wij=w (l:S;i:S;r, l:S;j:S;n;).

Then Xi(g-I) = n;wij = n;wjb;, and

1 '" 2ag = IGI Ln;w = w.

We also need an expression for X;(g). Since the g-action on M; has charac-
t . ti t - 1 -I hens IC roo s Wil , . . . , W ini ' we ave

x;(g) = will + ... + W;,} = n.b.]co,

so n.b, = WX;(g). Now consider any h E G which is not conjugate to g. Then

I '" -I W '" -Iah = IGI ~n;b;Xi(h ) = IGI~Xi(g)X;(h ) = 0

by the Second Orthogonality Relation (8.16)(B). Therefore, we have
IX = wCg • On the other hand, we have

\CG(g)1 = L X;(g)X;(g-l) = L nl = IGI ·
i

Thi s implies that g E Z(G) and so IX = wg, as desired. QED
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(8.23) Remark. The proof above actually showed more than was asserted in
(8.21). Instead ofrequiring that ex E A G, all we need is that ex = L. agg has at
least one nonzero coefficient ag EA . If, however, all ag ¢ A, then am = 1 may
not imply that ex is a k-multiple of a group element (see Exercise 27).

Let us now record a few consequences of (8.21).

(8.24) Corollary. If G is a finite group with a trivial center, then any central
unit offinite order in AG is a root ofunity in A. IfG is afinite abelian group
and A is the ring of algebraic integers in a number field k which is not totally
imaginary (i.e., k has at least one real embedding), then any unit offinite order
in A G has the form ±g where g E G.

(8.25) Corollary (G. Higman, S.D. Berman). Let A be as in (8.21), and G, H
be finite groups . If AG and AH are isomorphic as rings, then Z( G) and Z(H)
are isomorphic as groups.

Proof. If AG ~ AH as rings, then their groups of central units of finite order
are also isomorphic. By (8.21), we get U x Z(G) ~ U x Z(H) , where U is
the group of roots of unity in A. By the uniqueness part of the Fundamental
Theorem on Finite Abelian Groups, it follows easily that Z(G) ~ Z(H).

QED

We conclude with the following result on idempotents in integral group
rings which can be proved by applying the same kind of arithmetic methods
used above.

(8.26) Theorem. Let A and k be as in (8.21), and G be any finite group. Then
AG has no idempotents except °and 1.

Proof. Again we use the general notations set up earlier in this section. Let
e = L. agg E A G be an idempotent, and let

e' = 1 - e = L a~g E A G

be its complementary idempotent. Let ()il , ... , ()ini be the characteristic values
of the action of e on Mi . We see easily that each ()ij is an idempotent.
Therefore ()ij E {O, I} and

Xi(e) = ()il + ... + ()ini E {O, 1, ... ,nil ·

Applying the character Xreg = L.niXi, we get

(8.27)
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and so
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1 " 2os al ::;; TGf L.- n; = 1.

Since al E A n Q = 7L, this implies that al E {O, I}, and, similarly, a; E

{O, I}. In view of at +a; = I, we may assume, say al = 1, and a; = O.
From (8.27), we see that

x;(e) = Oil + .. . + O;ni = ni,

and so each Oij = 1. This implies that the e-action on M; is invertible, so this
action is in fact the identity. It follows that e also acts as the identity on
kG ~ EB; n.M; so e = 1. QED

The theorem above first appeared in a paper of R . Swan who proved the
following fact on projective modules over AG: if P is a finitely generated
(left) projective module over AG, then k ®A P is a finitely generated free
module over kG; in particular, dime k ®A P = A-rank ofP is a multiple of IGI.
This implies (8.26) for, if AG had a nontrivial idempotent e, then P = AG . e
would have been a projective AG-module with A-rank strictly between 0 and
IGI.The character-theoretic proof given above is from a paper of Takahashi.
For yet another proof, see Exercise 13 below.

Exercises for §8

Ex. 8.1. Give an example of a pair of finite groups G, G' such that, for some
field k, kG ~ kG' as k-algebras, but G ~ G' as groups.

Ex. 8.2. Let k be a field whose characteristic is prime to the order of a finite
group G. Show that the following two statements are equivalent:
(a) each irreducible kG-module has k-dimension 1;
(b) G is abelian, and k is a splitting field for G.

Ex. 8.3. Let G = S3. Show that QG ~ Q x Q x M1 2(Q) and compute the
central idempotents of QG which give this decomposition of QG into its
simple components. Compute, similarly, the decompositions of QG1, QG2,
where G1 is the Klein 4-group, and G2 is the quatemion group of order 8.

Ex. 8.4. Let R = kG where k is any field and G is any group. Let I be the
ideal of R generated by ab - ba for all a, b E R. Show that R/I ~ k[G/ G'] as
k-algebras, where G' denotes the commutator subgroup of G. Moreover,
show that I = LaEG,(a - l)kG.

Ex. 8.5. For any field k and for any normal subgroup H of a group G, show
that kH n rad kG = rad kH.

Ex. 8.6. In the above Exercise, assume further that [G: H] is finite and
prime to char k. Let V be a kG-module and W be a kH-module. Show that
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(1) V is a semisimp1e kG-module iff kH V is a semisimple kH-module.
(2) W is a semisimple kH-module iff the induced module kG ®kH W is a
semisimple kG-module.
(Hint. Use Clifford's Theorem (8.5) and Maschke 's Theorem as generalized
in Ex. 6.1.)

Ex. 8.7. (Villamayor, Green-Stonehewer, Willems) Let k be a field, and H
be a normal subgroup of a finite group G. Show that rad kG = kG . rad kH
iff char k,r [G : H]. (Hint. For the "if" part, use the two exercises above. For
the "only if" part, note that, if we view k[Gj H] as a left kG-module, rad kH
acts as zero on k[Gj H] . Thus, if rad kG = kG . rad kH, k[Gj H] is a semi­
simple kG-module and therefore a semisimple k[GjH]-module. Now use
(6.1).)

Ex. 8.8. Let G be a finite group such that, for some field k, kG is a finite
direct product of k-division algebras. Show that any subgroup H £; G is
normal. (Hint. Let m = IHI and a = L-heH h e kH. Show that ~r:t. is a cen­
tral idempotent in kG.)

Ex. 8.9. Show that the First Orthogonality Relation in (8.16)(A) can be
generalized to

LxM-1)Xj(hg) = 6ij IGlx;(h)jn; ,
geG

where h is any element in G, and n; = X;(l). ((8.16)(A) was the special case of
this formula for h = 1.)

Ex. 8.10. Under the same assumptions on kG as in Exercise 9, let Fk(G) be
the k-space of class functions on G, given the inner product

1 ~ -1[,Lt, v] = jGf L.., Jl(g )v(g).
g

Show that, for any class function I E Fk(G), there is a "Fourier expansion"
1= L-;[/,x;]x;, and that, for any two class functions 1,1' E Fk(G), there is
a "Plancherel formula"

[1,1'] = L [/,x;] [/',xiJ.
;

Assuming that char k = 0, show that I = XM for some kG-module M iff
[I ,X;] is a nonnegative integer for all i, and that M is irreducible iff
[XM,XM] = 1.

Ex. 8.11. Let k be the algebraic closure of IFp and K = k(t), where t is an
indeterminate. Let G be an elementary p-group of order p2 generated by a, b.
Show that

defines a representation of Gover K which is not equivalent to any repre­
sentation of Gover k.
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Ex. 8.12. Let k be any field of characteristic 2, and let G = S4. Let M be the
kG-module given by

ke, EB .. . EB ke4/k(el + ...+ e4) ,

on which G acts by permuting the e/s. Compute the kG-composition factors
of M.

Ex. 8.13. Give the following alternative proof to (8.26) (due to D . Cole­
man): Let e = I: agg and e' = 1 - e be complementary idempotents in
AG. Over the quotient field k of A, we have kG = e -kG EB e' . kG. Show
that dimiie- kG) = Xreg(e) = al · IGI, and conclude that al is a nonnegative
rational integer. Since dimvte -kG) ~ IGI , it follows that al = 0 or 1, and
hence e = 0 or 1.

Ex . 8.14. (Kaplansky) Let G = <x) be a cyclic group of order 5. Show that
u = 1 - x Z - x 3 is a unit of infinite order in 7l.G, with inverse v = 1 - x - x" .
Then show that

U(71.G) = <u) x (±G) ~ 7l. EB 7l.z EB 7l.s.

For the more computationally inclined reader, show that a = 2x4 - x 3 ­

3xz - x + 2 is a unit of infinite order in 7l.G, with inverse b = 2x4 ­
3x3 + 2x z - x-I. (Hint. Let ( be a primitive 5th root of unity. Under the
natural map from 7l.G to 7l.[(1 mapping x to (, xu goes to (1 + Oz. Now
verify that U(71.G) maps injectively into U(71.[m, and that 1+ ( is a funda­
mental unit of 7l.[(], i.e., U(71.[m = <1 + O .{±(i}.)

Ex. 8.15. For finite abelian groups G and H, show that IRG ~ IRH as IR­
algebras iff IGI = IHI and IG/Gzi = IH/HZj.

Ex. 8.16. Show that, for any two groups G, H , there exists a (nonzero) ring
R such that RG ~ RH as rings.

Ex. 8.17. Using the theory of group representations, show that for any
prime p, a group G of order pZ must be abelian.

Ex. 8.18. Let G = {±I ,±i,±j,±k} be the quaternion group of order 8. We
have shown that, over C, G has four l-dimensional representations, and a
unique irreducible 2-dimensional representation D. Construct D explicitly,
and compute the character table for G.

Ex. 8.19. Let G be the dihedral group of order 2n generated by two elements
r,s with relations r" = 1, sZ = 1 and sr s-l = r- I. Let ()= 2n/n.
(1) For any integer h (0 ~ h ~ n), show that

Dh(r) = (C?S h() -sin h()) , Dh(S) = (1 0)
sin to cos h() 0 -1

defines a real representation of G.
(2) Show that, over C, Dh is equivalent to the representation D~ defined by

, ( e-
ihO 0) (01)Dh(r) = 0 eihO ' D~(s) = 1 0 .
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(3) For n = 2m + 1, show that D(, . .. , Dm give all irreducible representa­
tions of G (over IR or over C) with dimensions > 1. For n = 2m, show the
same for D. , . . . , Dm- l .
(4) Construct the character table for G.
(5) Verify that the two nonabelian groups of order 8 (the dihedral group
and the quaternion group) have the same character table (upon a suitable
enumeration of the characters and the conjugacy classes of the two groups).

Ex. 8.20. Let G = S4, which acts irreducibly on

M = Gel EB Gez EB Ge3 EB Ge4/ G(el + ei + e3 + ea).

Let M' = (J @ M , where (J denotes the sign representation of G. Show that
M' is equivalen t to the representation D of G as the group of rotational
symmetries of the cube (or of the octahedron).

Ex. 8.21. Show that, over G, G = As has four irreducible representations, of
dimensions 1, 4, 5, 6 respectively.

Ex. 8.22. For any finite group G and any field k, is it true that any irreduc­
ible representation of Gover k is afforded by a minimal left ideal of kG? (The
answer is yes, but don 't get very discouraged if you can 't prove it.)

Ex. 8.23. If a finite group G has at most three irreducible complex repre­
sentations, show that G ~ {1} , £:z,£:3 or S3.

Ex. 8.24. Suppose the character table of a finite group G has the following
two rows:

gl g2 g3 g4 gs g6 g7

f.1 I ;
1 1 w 2 W w Z W (w = e21ti/3)

v - 2 0 -I - 1

Determine the rest of the character table .

Ex. 8.25. (Littlewood 's Formula) Let e = LgeG Ggg E kG be an idempotent,
where k is a field and G is a finite group. Let X be the character of G afforded
by the kG-module kG . e. Show that for any h E G,

X(h) = ICG(h)l · L Gg ,

gee

where C denotes the conjugacy class of h- I in G. (Hint. Compute X(h) as the
trace of the linear transformation IX f-> hoe on kG.)

Ex. 8.26. Let G = S3, and k be any field of characteristic 3.
(a) Show that there are only two irreducible representations for Gover k,
namely, the trivial representation and the sign representation.
(b) It is known that there are exactly six (finite-dimensional) indecom­
posable representations for Gover k (see Curtis-Reiner : Representation
Theory of Finite Groups and Associative Algebras , p. 433). Construct these
representations. (Hint. Let G act by permutation on V = ke, EB kez EB ke« ,
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and let V = V / k . (e\ + e2 + e3)' Consider the kG-modules k (with trivial G­
action) , V, V, and "twist" these by the sign representation.)

Ex. 8.27. Let G be a cyclic group of prime order p > 2. Show that the group
of units of finite order in iQG decomposes into a direct product of G with
{±l} and another cyclic group of order 2. (Hint. Look at the Wedderburn
decomposition of iQG.)

Ex. 8.28. Let G be the group of order 21 generated by two elements a,b with
the relations a7 = 1, b3 = 1, and bab:' = a2•

(1) Construct the (five) irreducible complex representations of G, and com­
pute its character table.
(2) Construct the (three) irreducible rational representations of G, and de­
termine the Wedderburn decomposition of the group algebra iQG. (Hint. Let
( be a primitive 7th root of unity . Note that K = iQ(O affords a six dimen­
sional irreducible rational representation of G, with a acting as multiplica­
tion by ( , and b acting as the Galois automorphism (t--+ ( 2. Then show that
Endcw(K) is given by the field F = iQ(R) c K; this gives a Wedderburn
component tW1J3(F) for iQG.)
(3) How about IRG, and the real representations of G?

§9. Linear Groups

In this section, we shall study subgroups of GL( V) where V is a finite­
dimensional vector space over a field k. These groups G are usually referred
to as linear groups (or matrix groups). They come with a natural representa­
tion , namely that afforded by the kG-module V. Here, we no longer assume
that G is finite. But since V is finite-dimensional over k, we can still apply
some of the methods of representation theory to study the structure of G.
There are many beautiful classical results on the structure of linear groups;
we shall examine a few of these in this section . Again, our main objective is
not so much to embark on a systematic study of linear groups, but rather to
illustrate the relevance of the methods of ring theory to this study.

Most of the results presented in the first half of this section revolve around
a famous problem which originated from the work of W. Burnside. Recall
that a group G is said to be torsion (or periodic) if every g E G has a finite
order. Let G be a finitely generated torsion group. If G is abelian, it is easy to
show that G must be finite. In 1902, Burnside raised the following provoca­
tive question:

(9.1) General Burnside Problem (GBP). Let G be a finitely generated torsion
group. Is G necessarilyfinite?

There is a weaker version of this problem, obtained by imposing a stronger
hypothesis on G. A group G is said to be ofbounded exponent if there exists a
natural number N 2:: 1 such that gN = 1 for every g E G. The smallest such
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number N is called the exponent of G. The weaker version of (9.1) is the
following.

(9.2) Bounded Burnside Problem (BBP). Let G be a finitely generated group
ofbounded exponent. Is G necessarily finite?

One of the main goals of this section is to study these two problems for
linear groups. The classical results on (GBP) and (BBP) for linear groups, in
fact, provided some of the early motivation for studying these problems in
general. Before we go on to study linear groups, however, it will be useful to
give a quick survey of what is currently known about (GBP) and (BBP), so
that the reader can have an overview of this area of study.

The answer to (GBP) is "no" in general. In 1964, Golod showed that, for
any prime p , there exists an infinite p-group G generated by two elements.
(Recall that G is a p-group if every element of G has a finite p-power order.)
As for (BBP), the full answer is not completely known. If we let N be the
exponent of G, the answer to (BBP) turns out to depend on N. For N = 2,
the answer is clearly "yes" as G must be abelian . For N = 3,4,6, the answers
are still "yes," by results of Burnside (1902), Sanov (1940), and M. Hall
(1958). For N ~ 72, Novikov announced a negative answer to (BBP) in
1959; however, the details were never published. For N odd and ~4381, the
negative answer to (BBP) appeared in the work of Novikov and Adjan in
1968. Later, the negative answer was extended by Adjan to all odd N ~ 665.
There was recent progress on the even N case too: in 1996, Lysenok obtained
the negative answer to (BBP) for all even N > 8000. Thus, the finite number
of cases left open for (BBP) are: odd N from 5 to 663, and even N from 8 to
8000.

There is also another version of Burnside's Problem, called the Restricted
Burnside Problem (RBP), which asks if the "universal Burnside group"
B(r,N) (defined as the quotient of the free group on r generators by the
normal subgroup generated by all Nth powers) has a largest finite quotient.
In 1959, Kostrikin announced a positive solution to (RBP) for N prime. In
the late 80s, (RBP) was affirmed by Zelmanov for all r and all N. For his
spectacular solution to (RBP) in all cases, Zelmanov received a Fields Medal
at the Zurich International Congress for Mathematicians in 1994.

After the brief survey above, we shall now proceed to study (GBP) and
(BBP) for linear groups. The main tool is our earlier characterization of
absolutely irreducible modules over algebras which was based on Burnside's
Lemma (7.3). This characterization leads to the following very useful fact on
traces.

(9.3) Trace Lemma. Let k be a field and let G be a subsemigroup of the qen­
erallinear group GLn(k) such that under the natural action, k" is an absolutely
irreducible module over the semigroup algebra kG. Assume that the trace
function tr: G --+ k has a finite image of cardinality r. Then IGI ~ r',
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Proof. By (7.5), kG --+ IW1I n(k ) is onto. This means that there exist
gl , . . . , gn2E G which form a k-basis for IW1In(k) . Consider the map

2
s : IW1I n(k) ----+ k"

given by

e(a) = (tr(ag\), . . . , tr(agn2)) , a = (aij) E IW1I n(k) .

This is clearly a k-linear map. We claim that it is a monomorphism (and
therefore an isomorphism). Indeed, suppose e(a) = O. Then for any
y E IW1I n(k), we have tr(a · y) = O. Letting y be the matrix unit Eij, this gives
aji = 0, so a = 0 as claimed. It follows that IGI = le( G)I~ r

n2 since for
a E G, each of the n2 coordinates of e(a) can take at most r different
values . QED

We shall now prove the following classical result of Burnside which pro­
vides an affirmative answer to (BBP) for linear groups in certain character­
istics. Note that we do not have to assume that G is finitely generated in this
result.

(9.4) Burnside's First Theorem. Let k be a field of characteristic p ~ 0 and
let G be a subgroup of GLn(k). If G has exponent N < 00 and p,( N, then
IGI ~ N

nJ < 00 .

Proof. We may clearly assume that k is algebraically closed. If n = 1, we
have G ~ k\{O}. Since the equation x N = I has at most N solutions in k, the
theorem is clear in this case . We now assume n ~ 2. For any 9 E G, each
characteristic value IX of 9 is an Nth root of unity. Since tr(g) is a sum of n
such IX's, it takes at most r = N" values in k as 9 ranges over G. If G acts
irreducibly on k ", then k" is an absolutely irreducible kG-module and we
have

IGI ~ r
n2 = N

nJ

by the Trace Lemma above. Now assume the G-action is reducible on k",
After choosing a suitable basis on k", we may assume that the elements 9 of

G have the form (~ :2) where gl ,g2 are square matrices of fixed sizes,

say n\ and ni. Let Gi (i = 1,2) be the group of the matrices gi which arise in
this manner. Invoking an inductive hypothesis on n, we may assume that
IG,I~ N nl (i = I , 2). Now consider the homomorphism G --+ GI X G2 send-

ing 9 E G to (gl' g2). This is an injection, for if 9 = (~ :2) is in the

kernel, then gl = I, g2 = I and

1= gN = (~ ~r= (~ N; h)
implies that N . h = O. Since N is not a multiple of p = char k, we have



144 3. Introduction to Representation Theory

h = O. Therefore,

IG\ s IGII ·\Gzl s Nnl . Nni s N(n l+n2)3 = N n3. QED

Note that the theorem may no longer hold if we do not impose the con­
dition that p = char k be prime to the exponent of G. In fact, for an infinite
field k of characteristic p > 0, the (abelian) group

G = { (~ ~) : hE k} ~ GLz(k)

has exponent N = p , but has cardinality equal to that of k. (In fact, G is
isomorphic to the additive group of k.)

By an argument very similar to that used to prove (9.4), we get the
following.

(9.5) Burnside's Second Theorem. A linear group G ~ GLn(k) is finite iff it
has a finite number ofconjugacy classes.

Proof. ("If" part) As before, we may assume that k is algebraically closed.
The hypothesis on G implies that tr( G) is a finite set in k. If G acts irredu­
cibly on k", we are done by the Trace Lemma as before. If G acts reducibly
on k", we use the same notations as in the proof of (9.4). Since Gl, G: also
have finitely many conjugacy classes, they are finite by invoking an inductive
hypothesis on n. The kernel H of G ---+ G( X Gz is a normal subgroup in G,

consisting of matrices (~ ~) E G. This subgroup is abelian since

(9.6) ( ~ ~ ) ( ~ ~) = (~ h~hI) = (~ ~ ) ( ~ ~ ).

From [G : H] ~ IGII 'IGzl < 00, it follows that any g E H has only finitely
many G-conjugates . (The centralizer CG(g) 2 H has finite index in G.) Since
there are only finitely many G-conjugacy classes, H must be finite. Therefore,
G is also finite. QED

Next we shall deal with the General Burnside Problem for linear groups.
The main result, (9.9) below, states that (GBP) has an affirmative answer for
linear groups in any characteristic. This was first proved by Schur in the case
of characteristic zero, in 1911; the adaptations needed for the proof in the
case of characteristic p were given by Kaplansky. Our presentation of this
result is preceded by two lemmata.

(9.7) Lemma. The (GBP) has an affirmative answer for any (finitely gen­
erated torsion) group G which has an abelian subgroup H offinite index.

Proof. Let G = g\ H u . .. u gmH and let {g( , ... , gm, . . . , gn} be a set which
is closed under "inverses" and which generates the group G. Let gig} = g,hi)
where 1 ~ r ~ m and hi) E H . Let Ho be the subgroup of H generated by the
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(finitely many) hi/so Since H is abelian, Ho is finite. For any s ::; n we have

gsgigj = gsgrhij = gthsrhij E gtHO ,

for some t ::; m. By induction, it follows that any word in {gi: I ::; i ::; n} lies
in U:I giHO. Therefore, G = U7=1 giHO is finite. QED

(9.8) Lemma. Let k be a field and G be a finitely generated torsion subgroup
of GLn(k). Then G has a boundedexponent.

Proof. We may clearly assume that k is finitely generated over its prime field
P. Fix a purely transcendental extension ko/ P within k such that
[k: ko] = r < 00. Now G £; GLn(k) acts faithfully on k", Viewing k" as krt,
G acts faithfully on kon. Thus we are reduced to considering G £; GLrn(ko).
For g E G, let mg(t) E ko[t] be the minimal polynomial of g (as a matrix over
ko).

Case 1. P = Q. Since g E G has finite order, the zeros of mg(t) are all roots of
unity . Thus, the coefficients of mg(t) are algebraic integers. But since ko is
purely transcendental over Q, the only algebraic integers in ko are the ratio­
nal integers, so mg(t) E Z[t] . On the other hand, expressing the coefficients
of mg by elementary symmetric functions of its roots, we see that these
coefficients are bounded in absolute value. Therefore there are only a finite
number of different mg(t)'s as g ranges over G. Since mg(t) uniquely deter­
mines the order of g, it follows that G has a bounded exponent.

Case 2. P = IFp where p is a prime . We show as in Case I that mg(t) E IFp[t] .
Since IlFpl = p, there are again only a finite number of different mg(t)'s.
Therefore, we are done as before . QED

We are now ready to give the solution of (GBP) for linear groups.

(9.9) Theorem (Schur). Let k be a field and G be a finitely generated torsion
subgroup ofGLn(k). Then G isfinite.

Proof. Since we already know that G must have a bounded exponent by
the Lemma above, we can try to "recycle" the proof of the First Burnside
Theorem (9.4). Let us, therefore, refer to the notations set up in that proof.
The only difference occurs at the very end: We have (in the reducible case) a
homomorphism s: G ----> GI X G2, where (by inductive hypothesis) G1 and G2
are finite. This implies that

has finite index in G. But H is also abelian as we have shown in (9.6).
Therefore the finiteness of G follows from (9.7). QED

In view of the above results, it is useful to recall the following term in­
troduced in Exer. (6.21): a group G is said to be locallyfinite if every finitely
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generated subgroup of G is finite. Clearly, such a group is torsion; the converse
problem, asking if every torsion group is locally finite, is precisely (GBP). In
view of this remark, we can restate (9.9) in the following equivalent form:

(9.9') Theorem. A linear group G s; GLn(k) over a field k is torsion iff it is
locally finite .

In order to get more results on linear groups, we shall now introduce
another definition:

(9.10) Definition. A linear group G S; GL( V) is said to be completely reduc­
ible if V is a completely reducible (= semisimple) module over kG, i.e., if V is
a (finite, direct) sum of simple kG-submodules.

Note that in this section , the linear groups G S; GL( V) under consider­
ation are usually infinite. If G is indeed infinite, the group algebra kG is never
semisimple, by (6.3). Nevertheless, the specific kG-module V may happen to
be semisimple, in which case G is by definition completely reducible. Let
Spand G) be the subspace of Endi. V spanned by the elements of G. Since G
is a group, this is clearly a k-subalgebra of End; V; it is, in fact , the image of
the natural homomorphism kG ---. End; V. The following simple proposi­
tion helps to clarify the notion of a completely reducible linear group.

(9.11) Proposition. The linear group G S; GL( V) is completely reducible iff
the k-alqebra S := Spank (G) is semisimple.

Proof. Assume S is semisimple. Then V is a semisimple module over Sand
therefore over kG. Conversely, if Vis semisimple over kG, then Vis afaithful
semisimple module over S. Since (rad S) . V = 0, rad S = O. As S is a finite-
dimensional k-algebra, this implies that S is a semisimple ring. QED

Of course, not every linear group is completely reducible, even if
char k = O. For instance, if dime V = 2, it is easy to show that the group of

matrices of the form (~ ~) is not completely reducible.

What are some examples of completely reducible groups? If G S; GL( V)
is finite and p = char k does not divide IGI, then by Maschke's Theorem, G
is always completely reducible. By a slight generalization of Maschke's
Theorem (see Exercise 6.1), we have the following improved statement:

(9.12) Theorem. Let G S; GL( V) and H be a subgroup offinite index m in G
such that char k ,rm. IfH is completely reducible, then so is G.

To relate Schur's Theorem (9.9) to the notion of completely reducible
groups, let us make the following observation.

(9.13) Lemma. Let G S; GL( V). If every finitely generated subgroup of G is
completely reducible, then so is G.
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Proof. Let g\ , . . . ,gm E G (m < 00) be chosen such that they form a k-basis
of Spank(G), and let H be the subgroup of G generated by {g\ , .. . , gm}.
Since Spank (G) = SpandH), the desired conclusion follows from (9.11).

QED

We can now record the following nice consequence of Schur's Theorem
(9.9).

(9.14) Proposition. Let G £; GLn(k) be a group such that every element g E G
has finite order prime to char k . Then G is completely reducible.

Proof. By (9.9) and Maschke's Theorem, every finitely generated subgroup
H of G is finite and completely reducible. Now use (9.13). QED

In group theory, a subgroup H of a group G is said to be subnormal in G if
there exists a finite chain of subgroups

G = Go ;2 G\ ;2 . . . ;2 Gm = H

such that each Gi+\ is normal in Gi• Clifford's Theorem (8.5) leads easily to
the following sufficient condition for complete reducibility:

(9.15) Proposition. Let H be a subnormal subgroup of a linear group
G £; GL( V) . If G is completely reducible, then so is H .

Proof. By induction, it suffices to treat the case when H is normal in G.
Write kG V as a sum of simple kG-modules Vi and apply Clifford's Theorem
to each Vi. QED

Given a linear group G £; GLn ( V) , one might ask what part of the struc­
ture of G would constitute the obstruction to G being completely reducible.
This is a rather subtle problem which we shall not be able to answer fully.
We can, however, account for part of the obstruction to G being completely
reducible by looking at a certain radical of G, called its unipotent radical.
This unipotent radical of G is related to the Jacobson radical of Spank (G),
although, in general, the former does not determine the latter. In the balance
of this section, we shall try to explain the mathematical ideas which lead to
the definition of the unipotent radical. The study of this radical is interesting
from the viewpoint of this chapter as it brings together various ideas from
ring theory, group theory and linear algebra. Actually, some of its motiva­
tion comes from Lie's early work on solvable Lie algebras, though, in order
to keep this exposition self-contained, we shall not try to develop the details
of the Lie algebra connection here.

We begin by introducing the following definition.

(9.16) Definition. Let A E k, and V be an n-dimensional k-oector space.
A linear transformation g E End; V is said to be A-potent if g = A+ go
where go is nilpotent (equivalently, if the characteristic polynomial of g is
(t - Ar E k[t]) .
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Thus, "D-potent" means simply "nilpotent." If A =1= 0 and g is ),-potent,
then g is invertible, for, if g = A+ go with go nilpotent, then «' is given by

' - 1( 1 ) -1 , - 2 2 )/I. - , go + /I. go - .. . .

In the important special case when A= I, we speak of g as a unipotent
transformation.

Let G £; GL(V) be a linear group and A be a subset of k" = k\{O} . We
shall say that G is A-potent if there is a surjection ),: G ----t A such that, for
any g E G, g is ),(g)-potent. In the special case when A = {I}, we speak of G
as a unipotentgroup. If G is A-potent, it turns out that A must be a subgroup
of k" and ), must be a group homomorphism. These facts, however, are not
immediate consequences of the definitions .

Note that if g E GL( V), then g is A-potent iff g is Atimes a unipotent. Thus
the unipotent case is of particular importance. Before we go on, the follow­
ing basic observation is in order.

(9.17) Proposition. Let k be afield ofcharacteristic p > O. Then g E GL( V) is
unipotent iff it is a p-element (i.e., its order is a power of p). Thus, a linear
group G £; GL( V) is a unipotent group iff it is a p-qroup.

Proof. If gP' = I, then (g - I )P' = 0 so g = I + (g - I) is unipotent. Con­
versely, if g = I + go where gO' = 0, then for p' ~ m, we have

gP' = I + gc' = 1. QED

The Proposition above suggests that the study of unipotent groups is a
generalization of the study of p-subgroups of GL( V) in characteristic p . In
the following, we shall try to prove a few basic properties of unipotent
groups (or more generally , A-potent groups) ; our considerations will be valid
in all characteristics.

Suppose we fix a basis on Vand identify GL( V) with GLn(k). A matrix is
called unitriangular if it is upper triangular and has I 's on the diagonal. The
set of unitriangular matrices forms the unitriangular group UTn(k); this is
clearly a unipotent group. The group k* . UTn(k) of invertible upper trian­
gular matrices with constant diagonals is a k*-potent group, and any sub­
group of k" . UTn(k) is a A-potent group for some A. Note that the groups
UTn(k), k" . UTn(k) are determined up to a conjugation in GL( V). The
basic result on A-potent groups is the following:

(9.18) Theorem (Lie, Kolchin, Suprunenko). Let G £; GL( V) be a A-potent
group (with respect to a surjection A: G ----t A £; k*). Then

(I) Any irreducible Spank(G)-module M of finite k-dimension has k­
dimension one.

(2) With respect to a suitable k-basis on V, we have G £; k: . UTn(k).
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Before we proceed to the proof of this classical theorem, let us first record
some of its interesting consequences. (These consequences, in fact, help
clarify the meaning of the theorem itself.)

(9.19) Corollary.

(1) The A in (9.18) must be a subgroup of k" , and A is a group homo­
morphism.

(2) Any unipotent group is conjugate in GL( V) to a subgroup of UTn(k) .

(3) UTn(k) is a maximal unipotent subgroup of GLn(k), and any maximal
unipotent subgroup of GLn(k) is conjugate to UTn(k).

Proof. (1), (2) are both clear from the theorem. To prove (3), note that, by
Zorn's Lemma, any unipotent subgroup in GLn(k) can be enlarged into a
maximal unipotent subgroup. In particular, maximal unipotent subgroups G
of GLn(k) do exist. Consider any such G. By the theorem, there exists an
invertible matrix p such that pGp-1 £ UTn(k) . Since UTn(k) is unipotent
and pGrl is maximal unipotent, we must have pGrl = UTn(k) . This
proves both statements in (3). QED

Note that, in view of (9.17), if k has characteristic p > 0, (3) above says
precisely that UTn(k) is a p-Sylow subgroup of GLn(k), and that any two p­
Sylow subgroups of GLn(k) are conjugate. Thus, the Sylow Theorems hold
for GLn(k) for the particular prime p. This, however, does not mean that we
can skip the proof in the characteristic p case , since, in general, the Sylow
Theorems need not hold for infinite groups. If k is a finite field, say
k = IFq (q = pr), then GLn(k) is a finite group of order

(9.20) (qn _ 1)(qn _ q)(qn _ q2) . . . (qn _ qn-I) ,

while UTn(k) is a finite group of order q(n2-n)/2 . Since q(n2-n)/2 is precisely
the p-part of IGLn(k)1 as computed in (9.20), this shows directly that UTn(k)
is a p-Sylow subgroup of GLn(k) in this case . Thus, for finite fields
k = IFq (q = pr) , the statements (2), (3) of (9.19) are indeed implied by the
Sylow Theorems for finite groups. In this case , incidentally, the fact that
any irreducible module over a unipotent group G has k-dimension 1 (with
trivial G-action) is also known to us already: see (8.4). The results (9.18),
(9.19) for arbitrary fields (of any characteristic) may therefore be regarded as
generalizations of the corresponding results for the special case k = IFq •

To get another corollary out of (9.18), recall that the lower central series
of a group G is defined to be the series

dO) :2 G(I) :2 d 2) :2 . . .

where G(O) = G, G(I) = [G, G] (the commutator subgroup), and, inductively,
G(r) = [G, G(r-I )]. The group G is said to be nilpotent ofclass r if G(r) = {I},
but G(r-I) =I- {I}. We leave it as an exercise for the reader to verify that the
unitriangular group UTn(k) over any field k is nilpotent of class n - 1 for
n ~ 2. It follows easily from (9.18) that
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(9.21) Corollary. Any A-potent group in GLn(k) is nilpotent ofclass < n (for
n ;;:: 2).

In the light of (9.17), we may regard this as a generalization of the well­
known fact that any finite p-group is nilpotent.

After the above discussion of Theorem (9.18), we would now like to pro­
ceed to its proof, which will be carried out in three steps. (The notations in
(9.18) will be fixed in the following.)

Step 1. It is enough to prove (1) in (9.18). For, if(I) is true , then , for any kG­
composition series

v = Vo ::::> VI ::::> • •• ::::> 0,

each V;jVi+ 1 is I-dimensional. With respect to a suitable basis on V, every
g E G has the upper triangular form. Since g is A(g)-potent, its diagonal
entries must all be A(g). Therefore, G £: k" . UTn(k) , as desired.

Step 2. (1) (and hence (2)) in (9.18) is true in case k is algebraically closed.
Without loss of generality, we may assume that G 2 k* = k" . I. (If not , we
can replace G by k" . G.) Suppose the Min (1) has k-dimension m. Let H be
the image of Gunder G ---. End; M and let Ho be the (normal) subgroup of
H consisting of endomorphisms of determinant I. Since we can take mth
roots in k (k is assumed to be algebraically closed here), H = k" . Ho.
The characteristic polynomial of ho E Ho has the form (t - A)m, with
Am = det ho = 1. Therefore tr(ho) = mA assumes at most m values in k. Since
Ho acts (absolutely) irreducibly on M, the Trace Lemma (9.3) implies that
Ho is finite. For p = char k ;;:: 0, we claim that every p'-element ho E Ho is a
scalar matrix. In fact, let r be the order of ho, with p ,r r. Then ho satisfies the
polynomials

t' - 1 and (t _ ).)m ,

and therefore ho also satisfies their g.c.d. But this g.c.d. is t - A since t' - 1
has no multiple roots. Therefore, ho = A. I, as claimed. If p = 0, our claim
gives H = k", so clearly m = 1. If p > 0, the claim implies that H = k" . P
where P is a p-Sylow subgroup of H«. If hoE P, then homust be unipotent by
(9.17) and therefore tr(ho) = m . 1. Since P acts (absolutely) irreducibly on
M, the Trace Lemma gives IFI = 1. We have now H = k " so clearly m must
be 1. (Alternatively, we can get m = 1 by using the earlier result that, for
any finite p-group P, the only irreducible kG-module is k , with the trivial
P-action.)

Step 3. We shall now prove (9.18)(1) in the general case. Let M and m be as
above. After replacing G by its image under G ---. Endc M , we may assume
that G acts faithfully on M . Let E be the algebraic closure of k. By what
we did in Step 1 and Step 2, there exists an E-basis in ME = M @k E with
respect to which G lies in E* · UTn(E) . In other words, for any g E G,
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(9.23)

g - ).,(g)I is an upper triangular matrix over E with a zero diagonal. By an
easy calculation, we see that the product of any m such matrices is zero. Now
choose r to be the smallest integer such that

(gl - ).,(gt}) .. . (gr - ).,(gr)) = 0 for any g" ... ,gr E G.

If r = 1, then G £: k "; so clearly m = 1. Now assume r ~ 2. Then there exist
g2 , .. . ,gr E G such that

w := (g2 - ).,(g2)) ··· (gr - ).,(gr))v i= 0

for some v E M . But then (g - ).,(g))w = 0 for any g E G, so k -w is a
kG-submodule of M. Since M is irreducible, we must have M = k . w, and so
m = 1 as desired. QED

In the case when G is a unipotent group, (9.18) is usually known as
Kolchin's Theorem (proved by E.R. Kolchin in 1948 in a pioneering paper
on algebraic groups). We shall now give an application of this result . (For
another application, see Exercise 4.)

(9.22) Theorem. Every linear group G £: GL( V) (over an arbitrary field k) has
a unique maximal normal unipotent subgroup H. (We call H the unipotent
radical of G.) The quotient group G/ H is isomorphic to a certain completely
reducible linear group over k.

Proof. Let {VI , " " v,:} be the composition factors of Vas a kG-module.
Let H be the normal subgroup of G consisting of elements g E G which act
trivially on all Vi . For any such g, (g - 1r acts as zero on V and so H is
unipotent. Conversely, if Ho is any normal unipotent subgroup of G, and M
is any finite dimensional irreducible Spank(G)-module (e.g., any Vi), then
by Clifford's Theorem (8.5), M is a semisimple Spank(Ho)-module and by
(9.18)(1) , H« acts trivially on M . This shows that H« £: H and yields the
following characterization of H:

H = {g E G : g acts trivally on all finite-dimensional
irreducible Spank(G)-modules}.

Let V = VI EEl . . . EEl v,:. Then H is the kernel of G -> GL( V) so G:= G/ H
may be viewed as a linear group in GL( V). Since V is a semisimple kG-
module, G is completely reducible . QED

The following consequence of this theorem (and its proof) is to be com­
pared with (8.6) in the light of(9.17).

(9.24) Corollary. Let G £: GL( V) be a linear group over k, and S = Spank G.
Then the unipotent radical H of G is given by

H = {g E G: g - I E rad S}.

In particular, G is completely reducible only if H = {I}.

Note that G having a trivial unipotent radical H is only a necessary con­
dition for G £: GL( V) to be completely reducible , but in general not a suffi-
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cient condition. If H = {I} , then by (9.22), G may be viewed as a completely
reducible linear group acting on V = VI EEl . . . E9 v,:, but G may not be a
completely reducible group acting on V itself, as the following easy example
shows.

Let k be a field of characteristic p > 0, and let G be a finite group which
has no nontrivial normal p-subgroup. Let V = kG and let G act by left
multiplication on V. Since G acts faithfully on V, we can view G as a sub­
group of GL( V) . As a linear group, G has trivial unipotent radical by (9.17).
However, if p divides IGI, V is not a semisimple kG-module by (6.1), and
therefore G is not a completely reducible group acting on V.

The notion of the unipotent radical is of great significance in the theory
of algebraic groups. The algebraic groups in GL( V) which have trivial
unipotent radicals are essentially the so-called reductive groups. For a more
detailed study of these groups , we refer the reader to Humphreys' book
"Linear Algebraic Groups" (Springer, 1975).

Exercises for §9

Ex. 9.1. Let G ~ GLn(k) be a linear group over a field k . Show that Gis
an f.c. group (i.e. every conjugacy class of G is finite) iff the center Z( G) has
finite index in G. Show that every finite group can be realized as a linear
group, but not every infinite group can be realized as a linear group .

Ex. 9.2. Can every finite group be realized as an irreducible linear group? (A
linear group G ~ GL( V) is said to be irreducible if G acts irreducibly on V.)

Ex. 9.3. Let k be any field of characteristic 3, G = S3 and let V be the kG­
module

ke, E9 kex E9 ke3/k(el + e2 + e3),

on which G acts by permuting the e;'s. Show that this realizes G as a linear
group in GL( V). Is G a completely reducible linear group? What is its uni­
potent radical? Determine Spank(G) and its Jacobson radical.

Ex. 9.4. Let k be a field of characteristic zero.
(1) Show that any unipotent subgroup G ~ GLn(k) is torsion-free.
(2) If G is a maximal unipotent subgroup of GLn(k), show that G is a
divisible group.

Ex. 9.5. Let k be an algebraically closed field, and G ~ GLn(k) be a com­
pletely reducible linear group. Show that G is abelian iff G is conjugate to a
subgroup of the group of diagonal matrices in GLn(k) .

Ex. 9.6. Let k be a field of characteristic zero. Let G ~ GLn(k) be a linear
group, and H be a subgroup of finite index in G. Show that G is completely
reducible iff H is. (Hint. [G : H] < 00 implies that H contains a normal sub­
group Ho of G such that [G : Ho] < 00 .)



CHAPTER 4

Prime and Primitive Rings

In commutative ring theory, three basic classes of rings are: reduced rings,
integral domains, and fields . The defining conditions for these classes do not
really make any use of commutativity, so by using exactly the same condi­
tions on rings in general, we can define (and we have defined) the notions of
reduced rings, domains, and division rings. However, a little careful thought
will show that this is not the only way to generalize the former three classes.
In fact, the defining conditions for these classes are conditions on elements of
a ring. When we move from commutative rings to noncommutative rings, an
alternative way of generalizing an "element-wise" condition should be to
replace the role of elements by that of ideals. By making these changes judi­
ciously in the basic definitions, we are led to the notions of semiprime rings,
prime rings, and (left or right) primitive rings. The following chart more or
less summarizes the overall situation:

commutative direct alternative
category generalizations generalizations

{reduced comm. rings} C {reduced rings} C {semiprime rings}
u u u

{integral domains} C {domains} C {prime rings}
u u u

{fields} C {division rings} C {(I-sided) primitive rings}

This chapter is mainly concerned with the three classes of rings constitut­
ing the last column of the so-called "alternative generalizations." In §IO,
after introducing the notion of prime and semiprime rings, we give a brief
treatment of the theory of radicals for noncommutative rings. The notions of
upper , lower nilradicals and the Levitzki radical are introduced as interesting
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alternatives to the notion of the Jacobson radical. In general, these four
radicals are mutually distinct, but for specificclasses of rings, two or more of
them may coincide. Some of the facts for the Jacobson radical are shown to
have analogues for the other kinds of radicals. However, it is not our inten­
tion to try to extend every result on the Jacobson radical in Chapter 2 to the
other kinds of radicals.

Section II studies the structure theory of (left) primitive rings due to N.
Jacobson. Examples are given to show how this structure theory can be used
to prove nontrivial results in noncommutative ring theory. In §§11-12, the
importance of the class of J-semisimple rings emerges once again . These
rings are the same as the semiprimitive rings, and they are characterized as
subdirect products of (left) primitive rings. If a certain proposition is true for
division rings, it is sometimes possible to use Jacobson's structure theory to
deduce the same proposition for left primitive rings, and , via subdirect
product representations, for semiprimitive rings. To deduce the same prop­
osition for arbitrary rings would, however, involve "lifting through" the
Jacobson radical ; this is usually very difficult, and often impossible. Never­
theless, a number of remarkable theorems on rings have been proved by
means of this useful procedure.

§10. The Prime Radical; Prime and Semiprime Rings

In commutative ring theory, the notions of prime ideals and radical ideals
play very important roles. We begin by recalling these two basic notions. Let
R be a commutative ring, and U be an ideal in R . We say that U is a prime
ideal if U =1= R , and for a, b E R ,

ab E U implies that a E U or b E U.

We say that U is a radical ideal if, for a E R,

an E U for some n ~ I implies that a E U.

In commutative algebra, it is well-known that U is a radical ideal iff U is an
intersection of prime ideals. (If U = R, we regard U as the intersection of an
empty family of prime ideals). For any ideal U, there is a smallest radical
ideal containing U, namely, the intersection of all prime ideals ;2 U. This
radical ideal is denoted by JU. It can also be characterized as

{x E R : x" E U for some n ~ I},

hence the notation. As a special case, we have J(O) = Ni/(R), the ideal of
nilpotent elements of R.

To begin this section, we shall try to generalize the well-known results
above to the noncommutative setting. While our presentation is geared
toward the noncommutative case, the results we obtain are, of course, also
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For a,b E R, (a)(b) S; p implies that a E p or b E p.
/

For a, b E R, aRb S; p implies that a E p or b E p.

valid for the commutative case. Therefore, the facts mentioned in the last
paragraph will all be re-proved instead of assumed. They are stated explicitly
above purely as motivation for the more general treatment needed for the
noncommutative case.

Let us first define the notion of a prime ideal for an arbitrary ring.

(10.1) Definition. An ideal p in a ring R is said to be a prime ideal if p =1= R
and, for ideals U, '.8 s; R,

U . '.8 s; p implies that U S; P or '.8 S; p.

For an element a E R, let us write (a) = RaR: this is the ideal generated by
a in R. The following proposition offers several other characterizations of
prime ideals .

(10.2) Proposition. For an ideal p S R , the following statements are equiva­
lent:

(1) p is prime.

(2)

(3)

(4) For left ideals U, '.8 in R, U'.8 S; p implies that U S; P or '.8 S; p.

(4)' For right ideals U, '.8 in R , U'.8 S; p implies that U S; P or '.8 S; p.

Proof. It is enough to show that (1)~ (2) ~ (3) ~ (4) ~ (1). The first
two implications and the last one are trivial. For (3) ~ (4), assume that
U'.8 s; p, but U 't p, where U, '.8 are left ideals . Fix an element a E U\p.
For any b E '.8, we have aRb S; U'.8 S; p, so by (3), b E p. This shows that
'.8 S; p. QED

As an example, note that any maximal ideal m in R is prime . For, if U, '.8
are ideals not contained in m, then m + U = R = m + '.8, and hence

R = (m + U)(m + '.8) = m + U'.8,

which implies that U'.8 't m.
In commutative algebra, prime ideals are closely tied to multiplicatively

closed sets. The complement of a prime ideal is multiplicatively closed , and,
given a (nonempty) multiplicatively closed set S, an ideal disjoint from Sand
maximal with respect to this property is always a prime ideal. We shall now
prove the analogues of these facts for arbitrary rings . First we have to adapt
the notion of a multiplicatively closed set to the noncommutative setting.

(10.3) Definition. A nonempty set S S; R is called an m-system if, for any
a, b e S, there exists r E R such that arb E S.
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For instance, a (nonempty) multiplicatively closed set S is an m-system .
The converse is not true: for a E R, {a, a2 , a4 , a8, • • .} is an m-system, but not
multiplicatively closed in general.

From the characterization (3) of a prime ideal , we deduce the following:

(10.4) Corollary. An ideal p ~ R is prime iffR\p is an m-system.

(10.5) Proposition. Let S ~ R be an m-system, and let p be an ideal maxi­
mal with respect to the property that p is disjoint from S. Then p is a prime
ideal.

Proof. Suppose a ¢ p, b ¢ p, but (a)(b) ~ p. By the maximal property of
p, there exist s.s' E S such that s E p + (a), s' E p + (b). Take r E R with
srs' E S. Then

srs' E (p + (a))R(p + (b)) ~ p + (a)(b) ~ p,

a contradiction. Thus, p must be a prime ideal. QED

Next we need a generalization of the notion of JU. We adopt the
following:

(10.6) Definition. For an ideal U in a ring R, let

vU := {s E R: every m-system containing s meets U}

~ {s E R : s" E U for some n ~ l ] .

In the special case when R is a commutative ring, one can check that the
inclusion "~" above is actually an equality. For, assume that some s" E U.
Let S be any m-system containing s. From the definition of an m-system,
there exists an r E R with snr E S. But then S meets U at snr, so S E JU' From
this, we see easily that, in the commutative case, JU is an ideal. In the gen­
eral case, whether JU is an ideal or not is certainly not clear from the defi­
nition (10.6). We shall now prove the following result which, in particular,
settles this question-affirmatively.

(10.7) Theorem. For any ring R and any ideal U ~ R, JU equals the inter­
section ofall the prime ideals containing U. In particular, JU is an ideal in R.

Proof. We first prove the inclusion "~". Let s E JU and p be any prime
ideal 2 U. Consider the m-system R\p. This m-system cannot contain s, for
otherwise it meets U and hence also p. Therefore, we have s E p. Conversely,
assume s ¢ JU. Then, by definition, there exists an m-system S containing s
which is disjoint from U. By Zorn's Lemma, there exists an ideal p 2 U
which is maximal with respect to being disjoint from S. By (10.5), p is a
prime ideal, and we have s ¢ p, as desired. QED



§1O. The Prime Radical; Prime and Semiprime Rings 157

We shall now define the notion of a semiprime ideal. It will be shown a
little bit later that this is the correct generalization of the notion of a radical
ideal in the commutative case.

(10.8) Definition. An ideal <l: in a ring R is said to be a semiprime ideal if, for
any ideal U of R, UZ ~ <l: implies that U ~ <l:. (For instance, a prime ideal is
always semiprime.)

We have the following result in parallel with (10.2).

(10.9) Proposition. For any ideal <l: , the following statements are equivalent:

(1) <l: is semiprime .

(2) For a E R, (a)z ~ <l: implies that a E <l:.

(3) For a E R, aRa ~ <l: implies that a E <l: .

(4) For any left ideal U in R, UZ ~ <l: implies that U ~ <l: .

(4)' For any right ideal U in R , UZ ~ <l: implies that U ~ <l:.

The proof of this proposition is similar to that for (10.2). It is, therefore,
left as an exercise for the reader.

To parody (10.3), we define a set S ~ R to be an n-system if, for any a E S,
there exists an r E R such that ara E S. Then, it follows from (10.9) that an
ideal <l: ~ R is semiprime iff R\<l: is an n-system.

Next, we need the following crucial lemma relating m-systems and n­
systems .

(10.10) Lemma. Let N be an n-system in a ring R and let a E N . Then there
exists an m-system M ~ N such that a E M .

Proof. We define M = {aI , ai ,a3, . . .} inductively as follows: al = a, a: =
alr.a. EN (for some rl) , a3 = azria: EN (for some rz), .. . , etc. To show
that M is an m-system, we must show that, for any i .j, a.Ra, contains
an element of M. But if i <], a.Ra, contains ajRaj , which contains aj+1 EM,
and if i ~j, a.Ra, contains a.Ra., which contains a;+l EM. QED

(10.11) Theorem. For any ideal <l: ~ R, the following are equivalent:

(1) <l: is a semiprime ideal.

(2) <l: is an intersection ofprime ideals.

(3) <l: = v1t.

(From (1) ~ (3) , we see that, in the commutative setting, semiprime
ideals are precisely the radical ideals.)
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Proof of (l0.11). (3) => (2) is clear since, by (10.7),~ is an intersection of
prime ideals. (2) => (1) is also clear: in fact, from Definition (10.8), it is
obvious that the intersection of any family of semiprime (or prime) ideals
is always semiprime . It remains to prove (I) => (3). For a semiprime ideal
G:, we must show that ~ £; G:. Let a ¢ G:. Then N := R\G: is an n-system
containing a. By the Lemma above, there exists an m-system M £; N such
that a EM. But then M is disjoint from G:, so, from Definition (10.6),
a¢~. QED

(10.12) Corollary. For any ideal G: £; R, ~ is the smallest semiprime ideal in
R which contains G:.

In the special case when G: = 0, the inclusion relation observed in Defi­
nition (10.6) shows that J(O) is always a nil ideal. This leads us to a new
notion of radical :

(10.13) Definition. For any ring R, we define Nil. R := J(O). This is called
(Baer's) lower nilradical or the Baer-McCoy radical of R. It is the smallest
semiprime ideal in R, and is equal to the intersection of all the prime ideals
in R. Because of the latter, Nil. R is also called the prime radical of R in the
literature. Since Nil. R is nil, we have by (4.11):

(10.14) Nil. R £; rod R .

(10.15) Definition. A ring R is called a prim e (resp., semiprime) ring ij(O) is a
prime (resp., semiprime) ideal.

We make the following immediate observations. (a) For an ideal U £; R,
RIU is prime (resp., semiprime) iff U is a prime (resp., semiprime) ideal. (b)
As we have stated in the Introduction, in the category of commutative rings,
prime rings are the integral domains, and semiprime rings are the reduced
rings. And, of course, for any commutative ring R, Nil. R is just Nil R, the
ideal of all nilpotent elements in R.

(10.16) Proposition. For any ring R, the following are equivalent:

(1) R is a semiprime ring.

(2) Nil. R = O.

(3) R has no nonzero nilpotent ideal.

(4) R has no nonzero nilpotent left ideal.

Proof. (1) <===} (2) is clear from Definition (10.15). Next we shall prove

(4) => (3) => (1) => (4).
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The first two implications are also clear. For (1) :::} (4), let R be a semiprime
ring and let U be a nilpotent left ideal. Choose n (~l) minimal such that
Un = O. If n > 1, then (Un- I)2 = U2n-2 ~ Un = 0 implies that Un- l = 0 (cf.
(10.9)), contradicting the minimality of n. Thus n = 1 and U = O. QED

The following offers a list of examples (and nonexamples) of prime and
semiprime rings.

(10.17) Examples.

(a) Any domain is a prime ring.

(b) Any reduced ring is a semiprime ring.

(c) Any simple ring R is a prime ring (see the paragraph after (10.2)).

(d) For any ring R, the quotient R/Nil. R is a semiprime ring naturally
associated with R. Iff: R --+ S is a surjective homomorphism of rings,
it is easy to check thatf(Nil. R) ~ Nil. S, so finduces a surjection of
semiprime rings R/Nil . R --+ S/ Nil. S.

(e) From (10.14), we see that rad R = 0 implies that Nil . R = 0; i.e., any
semiprimitive (= J-semisimple) ring is semiprime. In particular, semi­
simple rings and von Neumann regular rings are all semiprime.

(f) Any direct product of semiprime rings is semiprime. On the other
hand, the direct product of two or more nonzero rings is never a prime
ring.

The following Proposition and (10.20) below enable us to generate more
examples of prime and semiprime rings.

(10.18) Proposition. Let T be a set of variables which commute with one
another as well as with elements ofa ring R. Then the polynomial ring A = R[T]
is prime (resp., semiprime) iff R is prime (resp., semiprime) . The same state­
ment holds for the ring of Laurent polynomials R[T, T - 1] .

Proof. We shall deal with the "prime" case and leave the (completely anal­
ogous) "semiprime" case to the reader . Suppose A is prime and aRb = 0
where a, b E R. Then clearly aAb = aR[T]b = 0, and so a = 0 or b = O.
Conversely, suppose R is prime andfAg = 0, wheref,g E R[T]. There exists
a finite set To ~ T such thatf,g E R[To], and clearly fR[To]g = O. Therefore,
it is enough to deal with the case where T is finite. Using induction, we are
finally reduced to the case A = R[t] for a single variable t. In the notation
above, let a, b be the leading coefficients off and g. Then fR[t]g = 0 implies
that aRb = 0, so either a = 0 or b = 0; i.e., either f = 0 or g = O. The proof
for the case of the ring of Laurent polynomials R[T, T -1j is similar. QED
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The Proposition above leads directly to the complete determination of the
prime radical of a polynomial ring R[T] . (It is worth noting that the argu­
ments needed here are simpler than those needed for the determination of the
Jacobson radical of R[T]. And also, the description obtained for Nil. R[T] is
much more explicit.) The case of the Laurent polynomial ring R[T, T-'] can
be handled as well.

(10.19) Theorem (Amitsur, McCoy). For any ring R, we have Nil. R[T] =
(Nil. R)[T], and Nil. (R[T, T -']) = (Nil. R)[T , T- 1] .

Proof. Let I = Nil. R. Then R/I is semiprime and so, by (10.18),
R[TJII[T] ~ (R/I) [T] is also semiprime. This means that I[T] is a semi­
prime ideal in R[T], so we have I[T] 2 Nil. R[T] . To show the reverse
inclusion, we need to show that I[T] £; p for any prime ideal p of R[T]. Note
that p II R is a prime ideal in R. For, if aRb E p II R where a,bE R, then
aR[T]b = (aRb)[T] £; p, and so we have either a E p II R or b E P II R. Since
p II R is prime, we have I£; P II R £; p; therefore, I[T] £; p, as desired.
The same proof works for R[T, T-'] to give the second equation in the
Theorem. QED

We also have similar results for matrix rings.

(10.20) Proposition. A ring R is prime (resp., semiprime) iff Mn(R) is prime
(resp., semiprime).

(For instance, if R is any domain, then Mn(R) is a prime ring, although it
is not a domain for n > 1.)

Proof. Again we shall handle only the "prime" case and leave out the
"semiprime" case. Assume R # 0 is not prime. Then there are nonzero ideals
A,Bin R such that A . B = O. But then Mn(A) . Mn(B) = 0, so Mn(R) is not
prime. Conversely, if Mn(R) # 0 is not prime, then it has nonzero ideals U,
!B such that U·!B = O. By (3.1), we have U = Mn(A) and B = Mn(B), where
A , B are (nonzero) ideals in R. But then U ·!B = 0 implies that A . B = 0, so
R is not prime. QED

(10.21) Theorem. Forany ring R, we have Nil. Mn(R) = Mn(Nil. R).

The idea of the proof is the same as that for (10.19). The details will be left
to the reader (as Exercise 22).

Let us now consider the case of group rings kG. While the problem of
finding a criterion for kG to be semiprimitive is unsolved, the problem of
finding criteria for kG to be prime or semiprime has been completely solved
by I.G. Connell and D.S. Passman, respectively. This will be presented in
(A) and (B) below.
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(A) Connell's Theorem. Let k be a ring and G be a group. Then the group ring
R = kG is prime iffk is prime and G has no finite normal subgroup =F {I}.

Proof. First suppose R is prime. If A , B are ideals in k such that A . B = 0,
then (AR)· (BR) = 0 too, and we have AR = 0 or BR = 0, so A = 0 or
B = O. This shows that k is prime. If H is a finite normal subgroup of G,
then the left ideal U of R generated by all h - I (h E H) is an ideal , and it is
annihilated by the (left) ideal B generated by LhEH h. Since R is prime, U
must be zero, so H = {I}. For the converse, assume that k is prime, and that
G has no finite normal subgroup =F {I}. Consider the characteristic sub­
group d = d( G) of G defined in (6.23). This group is torsion-free, for by
Dietzmann's Lemma (Exercise 6.15) any torsion element in d and all of
its G-conjugates would generate a finite normal subgroup of G. Since d is
also an f.c. group, (6.24) implies that d is abelian. Therefore, any finitely
generated subgroup do S; d is free abelian, and by (10.18), kdo is prime.
An easy direct limit argument now shows that kd is prime. To show that
kG is prime, suppose y kG y' = 0, where y, y' E kG. Let n : kG -4 kd be the
(kd ,kd)-bimodule homomorphism in (6.26) and (6.27). By (6.28), we have
n( y kG)n( y' kG) = O. Since n( y kG), n( y' kG) are right ideals in the prime
ring kd, one of them must be zero. It then follows from (6.27) (b) that one of
y kG, y' kG is zero; that is, either y = 0 or y' = O. QED

(B) Passman's Theorem. Let k be a ring and G be a group. Then the group
ring R = kG is semiprime iffk is semiprime and the order ofany finite normal
subgroup of G is not a O-divisor in k.

Proof. First suppose R is semiprime. Then it follows as in the above proof
that k is semiprime. Let H = {hi , . . . ,hn } be a finite normal subgroup of G.
Then , for the ideals U, Il3 defined in the first part of the above proof, we have

(U n 1l3)2 s; UIl3 = O.

Since R is semiprime, U n Il3 = O. If a E k is such that na = 0, then

aih, + ... + hn ) = aih, - I) + ...+ aih; - I) E Un Il3 = 0,

so we must have a = O. This shows that n = IHI is not a O-divisor in k. For
the converse , we shall limit ourselves to the case when k is afield. First assume
char k = O. Here we must show that R is semiprime without any condition
on G. But if I is a nilpotent ideal of kG, then I . k is a nilpotent ideal of kG,
where k is the algebraic closure of k. By (6.11)(b), I . k = 0, so I = O. Next
assume char k = p, and that G has no finite normal subgroup of order divisi­
ble by p. Then d = d( G) is a p' -group , for, by Dietzmann's Lemma, any ele­
ment in d of order p and its G-conjugates would generate a finite normal
subgroup in G, of order divisible by p. To show that kG is semiprime , let
y E kG be such that y kG y = O. Then (6.28) implies that n( y kG)n( y kG) = 0,
where tt = n!1 is as defined in (6.26). Since d is ap'-group, (6.13) implies that
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the right idealn:(y kG) of k!1 is zero . By (6.27)(b), we conclude that y kG = 0;
hence y = O. QED

Next we shall try to relate semiprime rings to semisimple rings. We start
with the following basic lemma on minimal left ideals in any ring.

(10.22) Brauer's Lemma. Let U be a minimal left ideal in a ring R . Then we
have either U2 = 0, or U = Re for some idempotent e E U.

Proof. Assume U2 1= O. Then U · a 1= 0 for some a E U, and therefore
U . a = U. Choose e E U such that a = ea. The set

I = {x E U: xa = O}

is a left ideal s; U, since e ¢ I . Therefore I = O. On the other hand, we have
e2 - e E U and (e2 - e)a = 0; hence e2 - e = O. Since RU is minimal, we
conclude that U = Re. QED

(10.23) Corollary. If U is a minimal left ideal in a semiprime ring R, then
U = Re for some idempotent e E U.

Proof. We cannot have U2 = 0 by (10.16). QED

We can now prove the following analogue of our earlier result (4.14),
replacing "J-semisimple" there by "semiprime."

(10.24) Theorem. For any ring R, the following three statements are
equivalent:

(1) R is semisimple.

(2) R is semiprime and left artinian.

(3) R is semiprime and satisfies DCC on principal left ideals.

Proof. It suffices to prove (3) '* (1). We claim that the same arguments used
in the proof of (4.14) apply here . In fact , in that proof, the only place we
used the J-semisimple hypothesis on R was in proving the statement (b)
there. But if R is semiprime, (b) does hold according to (10.23). Therefore,
the proof for (4.14) carries over completely. QED

In the balance of this section, we shall briefly discuss two other kinds
of radicals which can be associated with a ring R. These are: the upper nil
radical Nil' R, and the Levitzki radical L-rad R. To define the former, we
first make the following easy observation.

(10.25) Lemma. Let U be a nil left ideal, and'B be a nil ideal in a ring R.
Then U + 'B is a nil left ideal.
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Proof. Let c E U + 'E. Working first in R/'E and lifting to R , we see that
c" E'E for some n ~ 1. Since 'E is nil, we have (cn)m = 0 for some m ~ 1.
Hence U + 'E is nil. QED

The Lemma implies , in particular, that the sum of any family of nil ideals
in a ring is always nil. This leads to the following definition.

(10.26) Definition. Let Nil ' R be the sum of all nil ideals in R. We call
Nil ' R the upper nilradical of R. This is the largest nil ideal of R ; hence

Nil ' R = {a E R : (a) is nil}.

(10.27) Proposition. For any ring R , we have Nil, R ~ Nil ' R ~ rad R. If
R is commutative, then Nil , R = Nil ' R = Nil R. If R is left artinian , then
Nil , R = Nil' R = rad R .

Proof. The first inclusion follows since Nil , R is a nil ideal; the second
inclusion follows (from (4.11)) since Nil ' R is a nil ideal. If R is commuta­
tive, Nil, R and Nil ' R both coincide with NiI (R ); hence they are equal.
Finally, let R be left artinian. By (4.12), rad R is a nilpotent ideal. Since (0) is
the only nilpotent ideal in R/ Nil , R , it follows that rad R ~ Nil, R. Hence,
all three radicals are equal. QED

A large class of rings with a zero upper nilradical is given by group rings.
Recall from (6.13) that, if k is any reduced commutative ring of prime char­
acteristic p > 0, then Nil' kG = 0 for any p'_group G. And in characteristic
zero , if k is a ring with involution * such that

L (f. ;' (f.i = 0 =} all (f.i = 0

(for instance k as in (6.11)(a), (b)), then Nil ' kG = 0 for any group G, by
(6.11). In fact , using the argument in (6.11), we see the following: IfR is any
ring with an involution * such that (f.' (f. = 0 :::::} (f. = 0 in R, then R has no non­
zero nil left ideals. In particular, Nil ' R = O. This applies, for instance, to any
ring R of bounded operators on a complex Hilbert space which is closed with
respect to T ~ T ' , where T' denotes the adjoint of T. (Here, if T 'T = 0,
then

IITvl1 2 = ( Tv, Tv ) = ( v, T 'Tv ) = 0 for all vectors v

implies that T = 0.)
Quite generally, for an y ring R and an y element x E R, the principal left

ideal R . x is nil iff the principal right ideal x . R is nil. Therefore, R has no
nonzero nil left ideal iff it has no nonzero nil right idea l. In this case , we may
refer to R as a ring without nonzero nil one-sided ideals. In this connection,
there is a famous unsolved problem: If R has no nonzero nil ideals, does it
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follow that R has no nonzero nil one-sided ideals? The truth of this was con­
jectured many years ago by G. Kothe.

(10.28) Kothe's Conjecture. If Nil ' R = 0, then R has no nonzero nil one­
sided ideals.

It is easy to see that the following are two equivalent formulations of the
same conjecture:

(10.28a) Every nil left or right ideal ofa ring R is contained in Nil ' R .

(10.28b) The sum of two nil left (resp., right) ideals of R is also nil.

The equivalence of (10.28a) to (10.28) is clear from (10.25), and

(1O.28a) ==> (l0.28b)

follows from the fact that Nil ' R is a nil ideal. To see that

(10.28b) ==> (10.28a),

note that in general , R . x is nil implies that R . xr is also nil, for any r E R.
From this, it follows that the sum of all nil left ideals in any ring R coincides
with the sum of all nil right ideals. If (1O.28b) holds , this common sum is a
nil ideal, and therefore contained in Nil ' R. Some further interesting equiv­
alent formulations of Kothe's Conjecture can be found in Exercise 25 of this
section .

In spite of the many great advances made in ring theory in recent times,
Kothe's Conjecture has remained unsolved in general. For several special
classes of rings, the Conjecture has been shown to be true . One such class is,
of course , the class of right artinian rings (for which Nil ' R = rod R). It
turns out that the Conjecture is true even for the larger class of right no­
etherian rings. To prove this, we follow a remarkable argument ofY. Utumi.

(10.29) Lemma. Assume that R satisfies the A CC for right annihilators
annr(a) = {x E R : ax = O}, where a E R. Then:

(1) Any nil one-sided ideal U is contained in Nil, R;

(2) Any nonzero nil right (resp., left) ideal ~ contains a nonzero nilpotent
right (resp., left) ideal.

In particular, if R is also semiprime, then every nil one-sided ideal is zero.

Proof. (1) Assume U is a nil right ideal ct Nil, R . Among the elements in
U\Nil, R, choose a such that annr(a) is maximal. Since Nil, R is semiprime ,
there exists x E R such that axa rt Nil, R. Now ax E U is nilpotent, so there
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exists an integer k > 1 such that (ax)k = 0 i= (ax)k-l. Then

ann.iaxa'; 2 annr(a)

since x(ax)k-2 belongs to ann.iaxai but not to annr(a). Since axa E
U\Nil. R, this contradicts the choice of a. If U is a nil left ideal instead, then
for any at E U, atR is a nil right ideal, so atR ~ Nil. R by the above. There­
fore, we also have U ~ Nil. R.

(2) Among the nonzero elements of !B, choose b such that annr(b) is
maximal. It suffices to show here that bxb = 0 for all x E R, for then we'll
have (bR)2 = (Rb)2 = O. If!B is a right ideal, we can repeat the argument in
(1) to get bxb = O. Now assume B is a left ideal and bxb i= O. Then xb E!B is
nilpotent , so there exists an integer k > 1 such that (xb)k = 0 i= (xb)k-l . But
then xb E annr((xb)k-l) and xb rt annr(b), so we have

annr(b) ~ annr((xb)k-I) ,

a contradiction. QED

The last part of the lemma above leads to the quickest known proof of an
earlier theorem of J. Levitzki.

(10.30) Levitzki's Theorem. Let R be a right noetherian ring. Then every nil
one-sided ideal U of R is nilpotent. We have Nil. R = Nil' R , and this is the
largest nilpotent right (resp., left) ideal of R.

Proof. In view of (1) in the Lemma above, it suffices to show that Nil. R is
nilpotent. Since R is right noetherian, there exists a maximal nilpotent ideal
N in R. Then R/N has no nonzero nilpotent ideals, so R/N is semiprime.
This shows that N ;;;;2 Nil. R , and hence Nil. R = N is nilpotent . QED

For a little bit of history on Levitzki's Theorem, the following remark
from p. 51 ofNJ. Divinsky's book "Rings and Radicals" is of interest: " Fate
seems to have had a hand in suppressing this result. Levitzki proved it in
August, 1939, but because of the war and other peculiar circumstances it did
not appear in print until 1950, and then in a relatively obscure journal with a
minor mistake in the proofl Rumors circulated that this theorem was true
but it was not noticed until Jacobson put it into his 1956 book . However, the
minor flaw remained!"

Clearly, Levitzki's Theorem implies the truth of Kothe 's Conjecture for
right noetherian rings. There are other classes of rings for which Kothe's
Conjecture has been shown to be true. For instance, let R be an algebra over
a field k such that either R is algebraic over k, or dime R < Ikl (as cardinal
numbers); then by (4.19) and (4.20), Nil' R = rad R. In these cases, it is clear
that any nil one-sided ideal is contained in Nil' R. It is also known that an
important class of rings called PI-algebras (over an arbitrary field k) satisfy
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Kothe's Conjecture. For these algebras R, it turns out that Nil, R = Nil ' R ;
if R is finitely generated over k , A. Braun has shown even that Nil , R =

Nil' R = rad R, and that this is a nilpotent ideal in R.
We shall now conclude this section with some brief remarks on the

Levitzki radical of a ring R. This radical is defined using the notion of
"locally nilpotent" sets. We say that a set S £; R is locally nilpotent if, for
any finite subset {Sl ," " sn} £; S, there exists an integer N such that any
product of N elements from {s" . .. ,sn} is zero. In other words , S is locally
nilpotent if any subring without identity generated by a finite number of
elements in S is nilpotent. As a rule, we shall use this notion for the one-sided
ideals of R. Note that, if U £; R is a one-sided ideal, then

U is nilpotent ==:} U is locally nilpotent ==:} U is nil.

One major difference between "nil " and "locally nilpotent" is the following.
Let U, 'B be one-sided nil ideals in R. If Kothe's Conjecture were true , then
U, 'B would be in Nil ' R and hence RUR, R'BR and U + 'B would all be nil.
However, since Kothe's Conjecture has not been proved, these conclusions,
in general , remain in doubt. The inaccessibility of these conclusions presents
a major obstacle in working with nil one-sided ideals. For locally nilpotent
one-sided ideals, the situation is far more pleasant, as we can see from the
following result.

(10.31) Proposition. Let U, 'B be locally nilpotent one-sided ideals in R. Then
RUR, R'BR and U + 'B are locally nilpotent.

Proof. Assume, say U is a left ideal. To show that U . R is locally nilpotent,
take a finite set {bi } £; U . R where

b, = I:aijrij (aij E U, rij E R) .
j

Consider the finite set S = {rpqaij} £; U. Since U is locally nilpotent, there
exists an integer N such that the product of any N elements from S is zero.
Now clearly the product of any N + I of the b/s is zero, so U · R is locally
nilpotent. A similar argument can be applied to show that U + 'B is locally
nilpotent. QED

Since local nilpotence is a finitary property, it follows easily from (10.31)
that the sum of all locally nilpotent ideals in a ring R is locally nilpotent. We
denote this sum by L-rad R; this is called the Leoitzki radical of R. It is the
largest locally nilpotent ideal of R, and contains every locally nilpotent one­
sided ideal of R. Moreover, we have

(10.32) Nil , R £; L-rad R £; Nil' R £; rad R .

The second inclusion is clear as L-rad R is a nil ideal. To see the first inclu­
sion, it suffices to show that L-rad R is a semiprime ideal (since any semi-
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prime ideal contains Nil, R). Let U be an ideal such that

U2
S; L-rad R.

We see easily that, since U2 is locally nilpotent, so is U, and therefore
U S; L-rad R. This shows that I-rad R is semiprime, as desired.

In general, the three inclusions in (10.32) are strict inclusions. First of all,
it is easy to give examples of rings R for which Nil ' R ~ rad R. For instance,
if R is any commutative domain with a unique maximal ideal m "# 0, then
rad R = m, but the three other radicals are all zero. In the following, we
shall give an example of a ring R for which L-rad R, and hence Nil ' R, are
bigger than Nil, R. This example is taken from a paper of J. Ram.

Let R be the ring A [x; a] of twisted polynomials over a commutative ring
A that will be specified later. The polynomials in R are written as L>iXi,
and are multiplied according to the twist equation xa = a(a)x, where a is a
fixed automorphism of the ring A. We shall now define A. Fixing a field k,
we take A to be the commutative k-algebra with generators t, (i E Z) and
relations til tizti} = 0, where i) < i: < i3 range over all increasing arithmetic
progressions of length 3 in Z. As a k-vector space, a basis of A is given by
monomials

{ t ~ 1 . . . t n, }
,) r,

where i] < .. . < i, is a sequence in Z containing no arithmetic progression of
length 3. We shall take a to be the k-automorphism of A (well-) defined by
a(ti) = ti+\ (for any i E Z). We shall show that

(1) R=A[x;a] is a prime ring, but

(2) L-rad R "# 0.

To show (1), assume, on the contrary, that there exist nonzero polynomials
f ,g with fA [x;a]g = 0. Let a,bE A be the leading coefficients off,g. Then
f x ' g = °implies that aan+j (b) = °for any j ~ 0, where n is the degree off
This is, however, impossible, since, by choosing j to be very large, we can
guarantee that the monomials in an+j(b) are disjoint from those of a and
that, in the expansion of a . an+j (b), the products of the monomials in a with
those in an+j(b) do not contain three variables whose suffixes form an arith­
metic progression . This proves (1).

For (2), we shall show that the right ideal tsx - R in R is locally nilpotent. If
so, then tox . R s; L-rad R, and therefore L-rad R "# 0. Consider n elements

tox . fi (1 ~ i ~ n)

in tox . R. We must find an integer N such that the product of any N elements
among {tox · fi} is zero. Without loss of generality, we may assume that

fi = aiXr(i)-I , where r(i) ~ 1, and I ~ i ~ n.

Then tox . fi = toa(ai)xr(i ). For any N, a product (toxfiJ . . . (toxfi
N

+, ) has the
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form

(10.33) a - tOl1r(i1l (to)l1r(iIl+r (i2)(to) ... I1r(iIl+ ··+ r(iN)(to)xr(iIl+··+r(iN+1l

- t t . t · . . .. t . . r(ill + ..+ r(iN+1l- a 0 r(11l r(lll +r (12) r(rll+..+r( IN) x ,

where a EA. Consider the increasing sequence

(10.34)

Note that the gap between any two consecutive integers in this sequence is
bounded by m:= max{r(l) , .. . , r(n)} . Using a classical theorem of van der
Waerden, it is known that there exists an integer N, depending only on m,
such that any N-tenn sequence as in (10.34) contains an arithmetic pro­
gression of length 3. (See the article "Arithmetic progressions contained in
sequences with bounded gaps" by M.B. Nathanson in Canad. Math. Bull.
23(1980),491-493.) For this N, the product in (10.33) is zero, and therefore
(tox!;t) ... (tOX!;N+J = 0 for any choices of i1, . . . , iN+1 from {I, . . . ,n} . This
completes the proof that tox . R £; L-rad R.

Exercises for §10

Ex. 10.0. Show that a nonzero central element of a prime ring R is not a
zero-divisor in R. In particular, the center Z (R ) is a (commutative) domain,
and char R is either 0 or a prime number.

Ex. 10.1. For any semiprime ring R, show that Z (R) is reduced , and that
char R is either 0 or a square-free integer.

Ex. 10.2. Let peR be a prime ideal, U be a left ideal and ~ be a right ideal.
Does U~ £; p imply that U £; p or ~ £; p?

Ex. 10.3. Show that a ring R is a domain iff R is prime and reduced .

Ex. 10.4. Show that in a right artinian ring R, every prime ideal p is maxi­
mal. (Equivalently, R is prime iff it is simple.)

Ex. 10.4*. For any given division ring k, list all the prime and semiprime
ideals in the ring R of 3 x 3 upper triangular matrices over k.

Ex. 10.5. Show that the following conditions on a ring R are equivalent:
(1) All ideals =I R are prime.
(2) (a) The ideals of R are linearly ordered by inclusion , and

(b) All ideals 1 £; R are idempotent (i.e. 12 = I) .

Ex. 10.6. Let R = End( Ji ) where V is a vector space over a division ring k .
Show that R satisfies the properties (I) , (2) of the exercise above. In partic­
ular, every nonzero homomorphic image of R is a prime ring. (Hint. The
ideal structure of R was determined in Exercise 3.16.)
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Ex. 10.7. For any integer n =I- 0, show that (1) R = (~ n;-) is a prime

ring, but R' = (~ n:) is not, and (2) R is not isomorphic to the prime

ring M2(Z).

Ex. 10.8. (a) Show that a ring R is semiprime iff, for any two ideals U, IE in
R, UIE = 0 implies that U n IE = O.
(b) Let U, IE be left (resp. right) ideals in a semiprime ring R. Show that
UIE = 0 iff lEU = O. If U is an ideal, show that annr(U) = anne(U).

Ex. 10.8*. Show that, with respect to inclusion, the set of semiprime ideals
in any ring forms a lattice having a smallest element and a largest element.
Give an example to show, however, that the sum of two semiprime ideals
need not be semiprime.

Ex. 10.9. Let I £; R be a right ideal containing no nonzero nilpotent right
ideals of R . (For instance, I may be any right ideal in a semiprime ring .)
Show that the following are equivalent: (1) lR is an artinian module; (2) lR is
a finitely generated semisimple module. In this case, show that (3) I = eR
for an idempotent e e I ,

Ex. 10.10A. Let N) (R) be the sum of all nilpotent ideals in a ring R.
(1) Show that N)(R) is a nil subideal of Nil. R which contains all nilpotent
one-sided ideals of R.
(2) If N) (R) is nilpotent, show that N) (R) = Nil. R.
(3) Show that the hypothesis and conclusion in (2) both apply if ideals in R
satisfy DCC.

Ex. 10.10B. Keeping the notations of Exercise lOA, give an example of a
(necessarily noncommutative) ring R in which N1(R) ~ Nil. R.

Ex. 10.11 (Levitzki) For any ring R and any ordinal IX, define Nrx(R) as
follows. For IX = 1, N) (R) is defined as in Exercise lOA. If IX is the successor
of an ordinal p, define

Nrx(R)={rER : r+Np(R)EN1(RjNp(R))}.

If IX is a limit ordinal, define

Nrx(R) = U Np(R) .
P<rx

Show that Nil. R = Nrx(R) for any ordinal IX with Card IX > Card R.

Ex. 10.12. Let I be a left ideal in a ring R such that, for some integer n ~ 2,
an = 0 for all a E I . Show that an-I Ran-) = 0 for all a E I.

Ex. 10.13. (Levitzki, Herstein) Let I =I- 0 be a left ideal in a ring R such that,
for some integer n, an = 0 for all a E I.
(1) Show that I contains a nonzero nilpotent left ideal , and R has a nonzero
nilpotent ideal.
(2) Show that I £; Nil. R.
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Ex. 10.14. (Krull, McCoy) Show that any prime ideal p in a ring R contains
a minimal prime ideal. Using this, show that the lower nilradical Nil. R is
the intersection of all the minimal prime ideals of R.

Ex. 10.15. Show that if the ideals in R satisfy ACC (e.g. when R is left
noetherian) , then R has only finitely many minimal prime ideals.

Ex. 10.16. (McCoy) For any ideal U in a ring R, show that JU consists of
s E R such that every n-system containing s meets U.

Ex. 10.17. (Levitzki) An element a of a ring R is called strongly nilpotent if
every sequence ai ,a2 ,a3, . .. such that al = a and an+ ! E a.Ra; (\:In) is even­
tually zero. Show that Nil. R is precisely the set of all strongly nilpotent
elements of R.

Ex. 10.18A. (I) Let R s; S be rings. Show that R n su.is; s; Nil.(R).
(2) If R s; Z(S), show that R n Nil.(S) = Nil. (R) .
(3) Let R , K be algebras over a commutative ring k such that R is k­
projective and K;;2 k. Show that R n Nil.(R @kK) = Nil. (R) .

Ex.10.18B. Let R be a k-algebra where k is a field. Let K]k be a separable
algebraic field extension .
(I) Show that R is semiprime iff RK = R @kK is semiprime.
(2) Show that Nil. (R K) = (Nil.(R))K.

Ex. 10.19. For a ring R, consider the following conditions:
(I) Every ideal of R is semiprime.
(2) Every ideal 1 of R is idempotent (i.e. 12 = /).
(3) R is von Neumann regular.
Show that (3) * (2) {:} (I), and that (I) * (3) if R is commutative. (It is of
interest to compare this exercise with Ex. 5 above.)

Ex. 10.20. Let Rad R denote one of the two nilradicals, or the Jacobson
radical , or the Levitzki radical of R. Show that Rad R is a semiprime ideal.
For any ideal 1 s; Rad R, show that Rad(R/I) = (Rad R)/I. Moreover, for
any ideal J s; R such that Rad(R/J) = 0, show that J ;;2 Rad R.

Ex. 10.21. Let R[T] be a polynomial ring over R, and let N = R n rad R[T].
Show that N is a semiprime ideal of R and that L-rad R s; N s; Nil' R,
where L-rad R denotes the Levitzki radical of R. (Hint. Show that
(L-rad R)[T] is a nil ideal in R[T].)

Ex. 10.22. Supply the details for the proof of (10.21).

Ex. 10.23. Let 1 be a nil left ideal of a ring R.
(I) Show that the set of matrices in fWtIn(R) whose kth column consists of
elements of 1 and whose other columns are zero is a nil left ideal of fWtIn(R).
(2) If Tn(R) is the ring of n x n upper triangular matrices over R, show that
Tn(I) is a nil left ideal in Tn(R).
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Ex. 10.24. (Krempa-Amitsur) Let I be an ideal of a ring R such that, for all
n, Mn(I) is a nil ideal in Mn(R). Show that I[t] s; rad R[t] . (Hint. Reduce to
showing that any polynomial f( t) = I + QI t + .. . + a.t" is a unit in R[t] for
any a" . . . ,an E I. Let g(t) = I +L~l bit' be the inverse of f in R[[t]], and
let A be the companion matrix

Show that An E Mn(I) and hence A is nilpotent. Conclude from this that
b, = 0 for sufficiently large i.)

Ex. 10.25. Using (23) and (24), show that the following are equivalent:

(I) Kothe's Conjecture ("the sum of two nil left ideals in any ring is nil").
(I)' The sum of two nil l-sided ideals in any ring is nil.
(2) If I is a nil ideal in any ring R, then Mn(I) is nil for any n.
(2)' If I is a nil ideal in any ring R , then M2(I) is nil.
(3) Nil*(Mn(R)) = Mn(Nil*(R)) for any ring R and any n.
(4) If I is a nil ideal in any ring R, then I[t] s; rad R[t] .
(5) rad (R[tJ) = (Nil* R)[t] for any ring R.

(Note that, if true, (5) would give a much sharper form of Amitsur's Theo­
rem in (5.10). But of course (5) may very well be false. As to (4), Amitsur
had once conjectured that, if I s; R is a nil ideal, then I[t] is also nil. This
would certainly have implied the truth of (4) (and hence of Kothe's Conjec­
ture!). However, A. Smoktunowicz [00] has recently produced a counter­
example to Amitsur's conjecture . While this counterexample did not dis­
prove Kothe's Conjecture, it certainly seemed to have lent credence to the
(long-held) suspicion that the Conjecture isfalse.)

§11 . Structure of Primitive Rings;
the Density Theorem

In this section, we introduce a new class of rings called left primitive rings.
The central result in the section is the Density Theorem of Jacobson and
Chevalley. For the class of left artinian rings, this theorem gives another
approach to the Wedderburn-Artin Theorem on the structure of (artinian)
simple rings. For rings possibly without chain conditions, the Density The­
orem sheds light on the structure of left primitive rings, characterizing them
as "dense" rings of linear transformations on right vector spaces over divi­
sion rings. This structure theorem on left primitive rings may therefore be
viewed as a generalization of the Wedderburn-Artin Theorem on artinian
simple rings.
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To lead up to the definition of a left primitive ring, we first call attention
to the following characterization of a semiprimitive (= J-semisimple) ring,
which is an easy consequence of(4.1).

(11.1) Proposition. A ring R is semiprimitive iff R has a faithful semisimple
left module M.

Proof. Suppose M exists. Since (by 4.1)) rad R acts as zero on all left simple
R-modules , we have (rad R) . M = O. Then the faithfulness of M implies
that rad R = 0, so R is semiprimitive. Conversely, assume rad R = O. Let
{Mi } be a complete set of mutually nonisomorphic simple left R-modules .
Then M = EE\ M, is semisimple, and

ann(M) = nann(Mi ) = rad R
i

by (4.1). Since rad R = 0, M is a faithful R-module. QED

Motivated by the Proposition above, we now give the definition of a left
primitive ring.

(11.2) Definition. A ring R is said to be left (resp., right) primitive if R has a
faithful simple left (resp., right) module. (Note that such R is necessarily", 0.)

While the notion of semiprimitivity is left-right symmetric, the notion of
primitivity is not. An example of a left primitive ring which is not right
primitive was constructed by G. Bergman in 1965. Other such examples were
found later by A.V. Jategaonkar.

Before we study left primitive rings in more detail , it is useful to extend the
notion of left primitivity from rings to ideals.

(11.3) Definition. An ideal U s; R is said to be left (resp., right) primitive if
the quotient ring RIU is left (resp., right) primitive .

We have the following easy characterization of left primitive ideals.

(11.4) Proposition. An ideal U in R is left primitive iffU is the annihilator ofa
simple left R-module.

Proof. First suppose U = ann M, where M is a simple left R-module . Then
M may be viewed as a simple RIU-module, and as such, it is faithful.
Therefore RIU is a left primitive ring. Conversely, suppose RIU is a left
primitive ring, and let M bea faithful simple left RIU-module. Then , viewed
as an R-module , RM remains simple, and its annihilator in R is U. QED

From (4.2) and (11.4), we have the following

(11.5) Corollary. The Jacobson radical rad R is the intersection ofall the left
(resp., right) primitive ideals in R.
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Next we try to relate left primitive rings to other classes of rings we studied
before.

(11.6) Proposition. A simple ring is left (and right) primitive. A left primitive
ring is both semiprimitive and prime.

Proof. The first statement is obvious since, if R is simple, R must act faith­
fully on any nonzero module . The fact that a left primitive ring is semi­
primitive is clear from (11.1) and (11.2). Finally , let R be a left primitive
ring, and let M be a faithful simple left R-module. Consider any nonzero
ideal U in R. Clearly U . M is an R-submodule of M , and the faithfulness of
RM implies that U · M =P O. Therefore U· M = M . If mis another nonzero
ideal in R, we then have

(mU)M = m(UM) = m.M = M ,

so mu =P o. This verifies that R is a prime ring. QED

The Proposition we just proved completes the following chart of impli­
cations , which is to be compared with the chart in the Introduction to
Chapter 4:

semisimple ~ semiprimitive ~ semiprime

~OCq n n
simple ~ left primitive ~ prime

In general, none of the implications is reversible. However, for left arti­
nian rings, the horizontal implications can be replaced by equivalences, as
we shall now show.

(11.7) Proposition. Let R be a left artinian ring. Then

(1) R is semisimple~ R is semiprimitive~ R is semiprime.

(2) R is simple~ R is left (resp., right) primitive~ R is prime.

Proof. The two equivalences in (1) follow respectively from (4.14) and (10.24).
To prove (2), it is enough to show that, if R is prime (and left artinian), then
R is simple. Since R is semiprime, it follows from (1) that R is semisimple. If
there is more than one simple component, R would fail to be prime. There-
fore there is only one simple component, i.e., R is simple. QED

In the category of commutative rings, the notion of (left) primitive rings
also does not add anything new, in view of the following observation.

(11.8) Proposition. A commutative ring R is a (left) primitive ring iffit is afield.

Proof. The "if" part is clear. For the converse, let R be primitive and let M
be a faithful simple left R-module. Then M ~ Rim for some maximal ideal
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m in R. Since m . M = 0, it follows that m = O. This clearly implies that R is
a field. QED

In principle, left primitive rings are ubiquitous. For, if R is any nonzero
ring, and M is any simple left R-module, then R/ann(M ) is a left primitive
ring. To give a more explicit example, we proceed as follows. Let k be any
division ring, Vi be a right k-vector space, and let E = End( Vi) , operating on
the left of V. Clearly, V is a faithful simple left E-module, so E is a left
primitive ring. If dime V = n < 00 , then of course E ~ Mln(k) is an artinian
simple ring. But if dimi. V is infinite, then E gives an example of a non­
simple, noncommutative, and nonartinian left primitive ring . The class of
left primitive rings constructed above is important because we shall see later
in this section that a general left primitive ring R "resembles" E = End (Vi)
in a certain sense .

We have pointed out before that a left primitive ring need not be right
primitive. However, for the cla ss of rings which possess minimal one-sided
ideals, it turns out that left primitivity and right primitivity are both equiv­
alent to primeness, and furthermore, these properties imply the uniqueness
of the isomorphism type of the faithful simple left (resp. , right) modules.
This result will be proved in (11.11) below. To prepare ourselves for this
proof, we first point out an interesting fact concerning one-sided minimal
ideals in a semiprime ring.

(11.9) Lemma. Let R be a semiprime ring, and a E R. If Ra is a minimal left
ideal, then aR is a minimal right ideal.

Proof. It suffices to show that, for an y nonzero element ar EaR, we have
a E arR. Since R is semiprime, arsar t= 0 for some s E R. Let ({l : Ra --+ Ra be
the R-homomorphism defined by

({l(x ) = xrsa, for any x ERa.

Since ({l (a) = arsa t= 0 and Ra is simple, ({l is an isomorphism. Let l/J be the
inverse of tp. Then

a = l/J({l(a ) = l/J (arsa) = arl/J(sa) E arR. QED

(11.10) Remark. If R is not semiprime, the conclusion of the lemma may
no longer hold. For instance, if k is any division ring and R is the ring of
2 x 2 upper triangular matrices over k , then the matrix unit a = Ell gener­
ates a minimal left ideal Ra = kEll , but aR = Ellk + El2k is not a minimal
right ideal as it contains the ideal 1 = E12k. The ring R here is not semiprime
since 12 = O.

With the aid of (11.9), we can now prove the following.

(11.11) Theorem. Let R be a ring with a minimal left ideal Ill. The following
properties are equivalent:
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(1) R is prime.

(2) R is left primitive.

(3) R is right primitive.

If these propertieshold, then R also has a minimal right ideal !B. Any faithful
simple left (resp., right) R-module is isomorphic to R21 (resp., !!3R).

Proof. In general , (2) or (3) implies (1). Now assume (1). We claim that R21
is a faithful R-module . Indeed , if r E R is such that r21 = 0, then (Rr)21 = 0,
so by (10.2), Rr = 0, i.e., r = O. Since R21 is also a simple module, (2) fol­
lows. Now consider any faithful simple left R-module M. Then 21 . m # 0 for
some m E M , so by the irreducibility of M, we have M = 21 · m. The map

21-+21 ·m=M

sending a E 21 to am E M is clearly an R-module isomorphism from 21 to M.
By (11.9), R has also a minimal right ideal, so the remaining conclusions
follow from left-right symmetry. QED

The above theorem applies nicely to the ring E = End(Ti), where V is a
nonzero right vector space over the division ring k. In fact , let V = vk EB Vo
where v E V is a fixed nonzero vector, and let e E E be the projection of V
onto vk with kernel Vo . The map tp: Ee ---. E V defined by rp(re) = r(v) (for
every r E E) is clearly a surjective E-homomorphism. If rp(re) = 0, then

(re)(v) = r(v) = 0 and (re)( Vo ) = 0

imply that re = O. Thus, rp: Ee ---. V is an E-isomorphism, so Ee is a minimal
left ideal of E. Since E is left primiti ve, (11.11) implies that it is also right
primitive . Moreover, Ee ~ E V is the unique faithful simple left E-module,
and eE is the unique faithful simple right E-module (up to isomorphism).

Recall that, by Theorem 3.10, if a simple ring has a minimal left ideal,
then it is already left and right artinian. The remarks in the last paragraph
show however that, for left primitive rings, this situation does not prevail. In
fact, the left (and right) primiti ve ring E = End(Ti) in the last paragraph has
a minimal left (resp., right ) ideal, but if dime V is infinite, E is neither left nor
right artinian.

For any ring R, let soc(RR) be the socle of R as a left R-module , i.e.,
soc(RR) is the sum of all minimal left ideals of R. (If there are no minimal
left ideals, this sum is defined to be zero.) We call soc(RR) the left socle of R,
and define the right socle SOC( RR) similarly. It is easy to see that both socles
are ideals of R. In general, these may be different ideals. But fo r semiprime
rings R, they are equal in view of (11.9). In this case we may write soc(R) for
either socle. This notation can be used in particular for I-sided primitive
rings. For instance , the left (and right) primitive ring E = End(Ti) con­
sidered above has a nonzero socle. In Exercise 18 below, several criteria are
given for a left primitive ring to have a nonzero socle, and a method for
computing this socle is described .
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Next we shall give a few more examples of left primitive rings. In partic­
ular , we would like to construct left primitive rings which admit non­
isomorphic faithful simple left modules. (Such rings have necessarily zero
socles.) The first example below is, in fact, a simple domain.

Let k be a division ring of characteristic zero, and let J be a non-inner
derivation on k. Then , by Amitsur's Theorem (3.16), the differential poly­
nomial ring R = k [x;J ] is a simple domain. For any a E k , M; = R/R(x - a)
is easily seen to bea simple left R-module. To work with M, more explicitly,
we use the decomposition

R = R(x - a) ffi k

to identify M; with k. Under this identification, the R-action on k = M; is
determined by x *b = ba + Jb for b E k, in view of

xb = bx+Jb = b(x - a) + ba +Jb.

Since R is simple, any M; is faithful. When is M; ~ Ma" as R-modules?
Suppose f : M; --> Mal is an R-isomorphism. Then there exists c E k\{O}
such that f(b) = be for all b e k , and we have f(x * b) = x * f(b) , that is,

(ba + Jb) c = bca' + J(bc)

= bca' + (Jb) c + boc,

or equivalently, a = ca'c- 1 +& . c- I • Conversely, if this equation holds for
some c i: 0, then, by reversing the above argument, we have Ma ~ Ma" We
say that a is S-conjuqate to a' if

a = ca'c:' +&. c- I for some c # O.

By what we said above (or by a direct check), J-conjugacy is an equivalence
relation on k, and the isomorphism classes ofsimple left R-modules of the type
M a are in one-one correspondence with the J-conjugacy classes ofk. Note that
the class of 0 consists of all " logarithmic derivatives" & . c- 1, where
c E k\{O}. Therefore, there exist two nonisomorphic (faithful) simple left
R-modules if k has an element which is not a logarithmic derivative with re­
spect to J. Here, R has zero socle, since it is a domain but not a division ring.

In the above example, R was simple. To get some nonsimple examples, we
shall look at skew polynomial rings of the type R = k[x;a], where a is an
endomorphism of the division ring k. We begin by noting that Euclidean
algorithm does hold in R for one-sided division: If f( x ), g(x) are left poly­
nomials in R with f # 0, then there exist unique q(x) and r(x ) such that

g(x ) = q(x)f (x) + r(x ),

with r(x ) = 0 or deg r(x ) < deg f (x ). In particular, if ~ is a left ideal in R ,
the usual Euclidean algorithm argument shows that ~ is a principal left ideal
generated by any polynomial in ~ with the least degree. As for the ideals of
R, we have the following result.
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(11.12) Proposition. Assume that a is not an automorphism of finite inner
order on k. (This includes the case when a is not onto.) Then the nonzero ideals
of R = k[x; a] are R . x'" , m ~ O.

Proof. Using the twist equation xa = a(a)x, it is easy to see that each R . x'" is
an ideal. Conversely, let 2I be any nonzero ideal of R. Then 2I = R· f where

f = x m+ am_lXm- 1 + .. .+ anxn

with m ~ n ~ 0 and an i= O. We are done if we can show that m = n. First,
note that

fx - xf = (am-I - a(am_I))xm + ... + (an - a(an))xn+I

belongs to 2I = R . f , so it must be of the form cf for some c E k . Com­
paring the coefficients of x", we see that c = 0, so a(ai) = a, for every i.
Next, for any a E k, fa - am(a)f E 2I has degree < m, so it must be zero .
Looking at its coefficient of x" , we get anan(a) - am(a)an = O. Therefore,
an(ana) = am(aan), and so

ana = am-n(aan) = am-n(a)an,

since a is always injective. If m > n, this would imply that a is an auto­
morphism of finite inner order. Since we assumed this is not the case , we
must have m = nand f = x'". QED

(11.13) Proposition. Under the hypothesis of (11.12), M; = R]R(x - a) is a
faithful simple left R-modulefor every a E k\{O}, so R is a left primitive ring.
We have M; ~ Ma, as R-modules iffa = a(c)a'c- I for some c E k\{O}.

Proof. Clearly, M; is a simple module. Also, it is easy to check that

x'" ¢ R(x - a) for a i= 0 and m ~ 0,

so by (11.12), R(x - a) does not contain any nonzero ideal of R. Therefore,
ann(Ma ) = 0, so Ma is a faithful simple left R-module for every a i= O. As be­
fore , we shall identify M a with k , using the decomposition R = R(x - a) EB k.
Here, the x-action on k = M; is given by x *b = a(b)a for b E k, since

xb = a(b)x = a(b)(x - a) + a(b)a E R.

Now suppose we have an isomorphism f: M; -+ M», Then there exists
c E k\{O} such that feb) = be for all bE k = Ma . The homomorphism con­
dition f(x *b) = x * feb) here amounts to a(b)ac = a(bc)a' , or equivalently
a = a(c)a'c- I . Conversely, if this holds for some c i= 0, then by reversing the
above argument we have M; ~ M a" QED

We say that a E k\{O} is a-conjugate to a' E k\{O} if a = a(c)a'c- I for
some c E k\{O}. Under the hypothesis of (11.12), we see that the isomorphism
classes of the faithful simple left R-modules of the form M; are in one-one
correspondence with the a-conjugacy classes of k\{O} . Using this , we can
construct a left primitive ring R with infinitely many distinct faithful simple
left modules. For instance, let k = !R(t) and let R = k[x ;a], where a is the
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~-automorphism of k sending t to t + 1. In k, define

deg(f/g) = deg f - deg g for f,g E ~[t] \{O} .

Then, for any nonzero c = c(t) E ~(t) ,

a( c)c- 1 = c(t + 1)/ c(t)

has degree O. Therefore a(t) is a-conjugate to a'(t) only if they have the same
degree. In particular, M I , M I , M 12 , •• • are mutually nonisomorphic faithful
simple left R-modules.

In the last two examples, we exploited the presence of a nontrivial twist on
the skew polynomial rings k[x;t5] and k[x ;a] to give the proof of their left
primitivity. However, even in the untwisted case, the class of rings k[x]
affords some nice examples of left (and right) primitive rings, as the follow­
ing result shows.

(11.14) Proposition. Let k be a division ring which is not algebraic over its
center C, and let R = k[x]. Then for any a E k which is not algebraic over C,
M; = R/R(x - a) (resp., R/(x - a)R) is a faithful simple left (resp., right)
R-module. In particular, R is left and right primitive. The isomorphism classes
of simple modules of the type M; (a E k) are in one-one correspondence with
the conjugacy classes ofk.

Proof. We shall work with left modules in this proof, the case of right modules
being similar. Since R(x - a) is a maximal left ideal, M; = R/ R(x - a) is a
simple left R-module . As before, we identify M a with k via the decomposi­
tion R = R(x - a) tB k. Here, as in the proof of (11.13), the x-action
on k = Ma is x *b = ba for any b e k . Assume that ann(Ma) =F O. Since
ann(Ma) is an ideal, Exercise 1.16 shows that it contains a nonzero
g(x) = L::i c.x' E C[x]. But then

0= g(x) * I = 2)CiXi) * 1 = I:>iai
i i

shows that a is algebraic over C, a contradiction. We can show as in the two
earlier examples that

M; ~ M al iff a = ca'c - I for some c E k\{O} .

This gives the last conclusion in the Proposition. QED

Having given the above examples of left primitive rings, we shall now
return to the general theory . Our next goal is to prove the Density Theorem
of Jacobson and Chevalley (11.16). The structure theorem on left primi­
tive rings ((11.19) below) will be seen to be a consequence of this Density
Theorem.

First let us define the notion of density. Let R, k be two rings, and
V = RJi be an (R ,k)-bimodule. We write E = End(Ji) , which operates on
V from the left. We say that R acts densely on Ji if, for any fEE and any
VI, • •• , Vn E V, there exists r E R such that ro, = f(vi) for i = 1,2, . . . ,n. To
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explain why this property is referred to as "density," we make the following
observation. Let fI be the topology on E defined by taking as a basis all sets
of the form

{gEE : g(Vi)=V; (l::S;i::s;n)} ,

where n is any natural number, and Vi , V; are arbitrary elements of V. It is
easy to see that R acts densely on Ti (in the sense defined above) iff, under
the natural map from R to E, the image of R is a dense subring of E with
respect to the topology fl.

Before stating the Density Theorem, we need the following preliminary
result.

(11.15) Lemma. In the notation above , assume that RV is a semisimple R­
module, and that k = End(R V). Then any R-submodule Wof V is an E-sub­
module (and, of course, conversely).

Proof. Take a suitable R-submodule W ' of V such that V = WEB W ' , and
let e E k be the projection of V on W with respect to this decomposition.
Then , for any fEE, we have

f(W) = f(We) = (fW)e ~ W ,

so W is an E-submodule of V. QED

The Lemma above prepared us for the proof of the following fundamental
result.

(11.16) Density Theorem (Jacobson, Chevalley). Let R be a ring and V be a
semisimple left R-module. Then , for k = End(R V) , R acts densely on Ti.

Proof. As before, let E = End( Ti). For fEE and VI, . . . , Vn E V , we seek an
element r E R such that ni, = f(Vi) for all i. The idea of the proof, after N.
Bourbaki, is to apply the Lemma above to the semisimple R-module V = vn

(direct sum of n copies of V). First we compute that

k := End(R V) = End(R V n)

~ Mn(End(R V)) = Mn(k) .

Now define 1: V --+ V by taking ] = (f,j , .. . ,I). We claim that
] E End( V,J To see this, let e E k ; and represent e as a matrix (eij), where
eij E k. Then , for any (WI , . . . , wn) E V:

]((WI, "., wn)e) =](L Wieil , · .. , L Wiein)

= (J(L Wieil) , ... ,j(LWiein))

= (Lf(wi)eil " '" Lf(wi)ein)

= (f(wI) , ,j(wn))e

= (](WI , , wn))e ,
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as desired. Now consider the cyclic R-submodule W of V generated by
(VI , • . . , Vn) E V. By the preceding Lemma (applied to W~ V) , W is stabi­
lized by End( V,c) , in particular by j. Thus ,

](VI , ... , Vn ) = (f(VI), ' '',f(vn ) )

remains in W= R . (VI, ... , vn ) , so there exists an r E R such that f( Vi) = ro,
for i = 1,2, . .. ,n. QED

(11.17) Corollary. Let R, V, k and E be as in the Density Theorem. If Vk is
finitely generated as a (right) k-module, then the natural map p: R --+ E is
onto.

Proof. Let VI, ... , Vn E V be a finite set of generators of V as a right k­
module. Let fEE. By the Density Theorem, there exists an r E R such that
ro, = f(Vi) for all i. For any V E V , write V= E Viai where a, E k. Then

rv = Lr(viai) = L(rvi)ai = L(f(vi))ai

= f(L Viai) = f(v),

and so f = p(r) . QED

The main case of interest in the Density Theorem (11 .16) is when V is a
simple R-module. However, for the above formulation to work, it is neces­
sary to deal more generally with semisimple modules, for, even if RV itself
is simple, the auxilliary module V (to which we applied Lemma (ILl5)) is
only semisimple. Therefore , we may as well let RV be a semisimple module
(instead of a simple module) in the statement of (1Ll6).

In the important case when V is a simple left R-module, the endo­
morphism ring k = End(R V) is a division ring by Schur's Lemma, so V is a
right vector space over k. This suggests that linear algebra should playa role
in studying the action of R on the simple module RV.

To proceed more formally, let us recall a useful definition in linear
algebra. Let Vk be a right vector space over a division ring k, and let
E = End( Vk). A subset S ~ E is said to be m-transitioe on V if, for any set of
n ::;; m linearly independent vectors VI, ... , Vn and any other set of n vectors
v;, ... , v~ in V, there exists s E S such that S(Vi) = vr for all i. We say that Sis
a dense set oflinear transformations on Vk if Sis m-transitive for all (finite) m.
The following Proposition ensures that this terminology is consistent with
the one we have adopted before.

(11.18) Proposition. Let V be an (R,k)-bimodule where k is a division ring.
Let E = End( Vk) and let p: R --+ E be the natural map . Then R acts densely
on Vk iffp(R) is a dense ring of linear transformations on V.

Proof. The "only if" part is clear. For the " if" part, assume p(R) is a dense
ring of linear transformations on V. Let fEE and let VI, ... , Vn E V. After a
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reindexing, we may assume that VI, ••• ,Vm are k-linearly independent, and
that each Vi is a k-linear combination of VI, . . • , Vm • Since p(R) is m-transitive
on V, there exists r E R such that ro, = f(vi) for i ::; m. By linearity , it fol-
lows that this equation holds for all i ::; n. QED

Combining (11.16), (11 .17) and (11.18), we obtain the following important
result which is sometimes also referred to as the "Density Theorem."

(11.19) Structure Theorem for Left Primitive Rings. Let R be a left primitive
ring and V be a faithful simple left R-module. Let k be the division ring
End(RV). Then R is isomorphic to a dense ring of linear transformations on
Jik. Moreover:

(I) If R is left artinian, then n := dimi V isfinite, and R ~ Mln(k) .

(2) If R is not left artin ian, then dime V is infinite, and for any integer
n > 0, there exists a subrinq R; of R which admits a ring homo­
morphism onto Mln(k) .

(Note that (I) here recovers the Wedderburn-Artin Theorem for left arti­
nian simple rings, since these are exactly the left artinian left primitive rings,
by (11.7). The proof below is independent of, and more general than, our
earlier proof in §3. Thus , (11.19) may be thought of as a generalization of the
Wedderburn- Artin Theorem.)

Proof. Since RV is faithful, the natural map

p: R --t E:= End(Jik)

IS injective. By (11.16) and (11.18), p(R) is a dense ring of linear trans­
formations on Jik. This proves the first conclusion. Now assume dim; V =
n < 00 . By (11.17), we have p(R) = E, so R ~ Mln(k) and R is left artinian.
Next assume dime V is infinite. Fix a sequence of linearly independent
vectors VI, V2 , • • . in V, and let

n

Vn = L Vik (I::; n < 00).
i=l

Finally, let

R; = {r E R: r(Vn) £ Vn } (a subring of R) ;

~n = {r E R : r(Vn) = O} (an ideal of R; and a left ideal of R) .

Then Rn/~n acts faithfully on the k-space Vn. By the n-transitivity of R (on
V) , any k-linear endomorphism of Vn can be realized as the action of some
r ERn. Therefore the natural map Rn/~n ---+ End(( Vn)k) is an isomorphism,
giving Rn/~n ~ Mln(k) . Moreover, by (n + I)-transitivity, there exists r E R
such that

rVI = . .. = ro; = 0 but rVn+l =1= 0,
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so m:n :2 m:n+1 for all n. Therefore, m:! ;2 m:2 ;2 ... is a strictly decreasing
chain of left ideals in R, so R is not left artinian. A moment's reflection
shows that we have now proved both (I) and (2) in the Theorem. QED

Instead of starting with a left primitive ring R and looking at a faithful
simple R-module RV and its endomorphism ring k , we can also start with an
arbitrary division ring k and an arbitrary right vector space ~ ' From this
perspective, we look at E = End(~) and consider rings of linear trans ­
formations R £; E. We have defined earlier the notion of m-transitivity for
R (m = 1,2 , . . .) and R is dense iff it is m-transitive for all m . As a further
consequence of the Density Theorem, we shall now show that, to check the
density of R, it is enough to check 2-transitivity .

(11.20) Theorem. Let R be a ring oflinear transformations on a nonzero right
vector space V over a division ring k . Then:

(I) R is I-transitive iff RV is a simple R-module. If this is the case, R is a
left primitive ring.

(2) The following are equivalent: (a) R is 2-transitive; (b) R is I-transitive
and End(RV) = k; (c) R is dense in E := End( ~) .

Proof. (I) is obvious. For (2), we have (b) => (c) by (1) and the Density
Theorem, and (c) => (a) is clear. Therefore, we only need (a) => (b). Assume
R is 2-transitive (in particular I-transitive). Consider any }, E End(R V) . Fix
a nonzero vector v E V; we claim that v and v), are k-linearly dependent.
Indeed , if not , there would exist (by 2-transitivity) an r E R such that rv = °
but r(vA) # 0. However, since AE End(R V) , we have r(vA) = (rv)), = 0, a
contradiction. Now write VA = va, where a E k. For any WE V, the I-tran­
sitivity of R implies that W = sv for some s E R. But then

wA = (sv)A = s(vA) = s(va) = (sv)a = wa.

Therefore ), = a E k . This shows that End(RV) = k . QED

In certain special cases, the I-transitivity of R £; E may already imply 2­
transitivity (and hence density). For instance, if k is an algebraically closed
field, and dimi. V < 00, then for any k-subalgebra

R £; E = End(~) ,

I-transitivity of R will already force R to be E. In general, however, 1­
transitivity is weaker than density. To see this, we can construct an example
as follows. Let k be a field which is not algebraically closed, and let R :::> k
be a field extension of finite degree > 1. We view R as a right k-vector space
V and embed R in E = End(~) by identifying r E R with the left multipli­
cation by r on R. Since R is a field, R V is simple so R is I-transitive on V. On
the other hand, an easy check shows that R is not 2-transitive on V. Note
that here, End(R V) ~ R :2 k.
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As an illustration, we shall construct some explicit examples of dense rings
of linear transformations (thereby obtaining more examples of left primitive
rings). The first example, due to I. Kaplansky, is prompted by the question:
what can we say about the center Z(R) of a left primitive ring R? Since a left
primitive ring R is also a prime ring, Z(R) is a (commutative) domain by
Exercise 10.0. The following well-known example of Kaplansky shows that
Z(R) can be any prescribed commutative domain.

Let A be a commutative domain and let k be its quotient field. Let

00

J-k = EB e.k,
;=1

and let R be the subring of E = End( J-k) consisting of endomorphisms of V
with matrices of the form

(11.21)

where M is any finite matrix over k , and a E A. This ring R is clearly dense in
E so it is a left primitive ring. What is its center Z(R)? Say the matrix r
above lies in Z(R), with ME Mn(k). Then certainly ME Z(Mn(k)) so Mis

a scalar matrix , say b . In (b E k) . By the same analysis, (~ ~) is also a

scalar matrix in Mn+1(k), so we must have b = a. Therefore,

Z(R)={a·I : aEA}

is isomorphic to A. (For another construction, see Exercise 11.)
Our second example of a dense ring of linear transformations follows

ideas of Jacobson and Samuel. Let k be a field, Vand E be as above , and let
lEE be defined by

I(el) = 0, I(e;) = e;_1 for i ~ 2.

Further, let gEE be any endomorphism with the property that

(11.22) For any m ~ l ,gmel = er(m) where lim r(m) = 00.
m~oo

Let R be the k-subalgebra of E generated by I and g. (Note that we have
k ~ Z(E) since k is a field.) We claim that R acts irreducibly on V (so R is a
left primitive ring). For, if W ~ V is a nonzero R-submodule, there exists a
nonzero vector w E W which has the shortest representation as a linear
combination of the e;'s, say

w = e;lal + ei2a2 + ...+ e;nan,

where il < ... < in, and each aj #- O. Applying I ii , we get a nonzero element
I ii (w) with a shorter representation unless n = 1. Therefore W contains eil'
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f; I-I(e ;,) = el .

Applying to el a large power of g followed by a suitable power off, we see
that W contains ej for all j 2 1, so W = V. Next we claim that R is dense in
E. For this, it suffices (by the Density Theorem) to show that End(RV) = k.
Let A. E End(RV). Since f(elA.) = (f(el))A. = 0 and ker(f) = elk, we can
write elA. = ela for some a E k. For any j, we can write ej = fSg 'el for suit­
able integers s, t. But then

ejA. = (fSgleI}A. = Fg'(ela) = eja,
hence A. = a E k.

By choosing g differently satisfying (11.22), we get different examples of
left primitive rings R. For instance, if we define g by g(e;) = e;+1 for all i 2 1,
it may be checked that all relations between f and g are consequences of the
relation fg = 1; i.e., the k-homomorphism D: kcx, y ) ---. R given by
D(x) = f and D(y) = g has kernel (xy - 1). Assuming this fact (which is the
content of Exercise 9), it follows that

kcx , y )/(xy - 1)

is a left primitive ring. On the other hand , by choosing g in another way, it
is possible to arrange that there be no relations betweenfand g, so that R is
k-isomorphic to kcx, y ).

(11.23) Proposition (Samuel). Define g by g(e;) = e;2+1 for all i. Then the
k-homomorphism D: kcx, y) ---. R defined by D(x) = f , D(y) = g is an iso­
morphism. In particular, it follows that the free algebra A := k Cx, y ) is left
primitive.

Proof. The definition of g certainly fulfills the condition specified in (11.22).
Thus , once we have shown that D is an isomorphism, the left primitivity of A
follows. Via the representation D, V becomes a left A-module , with x and y
acting respectively asfand g. Our job is to show that A acts faithfully on V.
Let us say that an element Z E A is "eventually zero" on V if ze, = 0 for all
sufficiently large i . We will show that, if z is eventually zero on V, then
z = 0 E A. In particular, this will establish the faithfulness of A V.

Let H be any monomial in x and y. For sufficiently large i, He; has the
form eh(i), where h is a (uniquely determined) monic polynomial in Z[t] with
deg h = 2d , where d = deq; H . (For instance, if H = yx2y, then for i 2 2,

H . e; = yx2e;2+1 = ye;LI = eh(i),

where h(t) = (t2 - 1)2 + 1.) We claim that

(11.24)
If H, H' are different monomials in x and y,
then h(t) =1= h'(t) in Z[t].

First assume this claim. If z = ~ ajH, E A where aj E k and {Hj} are dif­
ferent monomials, then for sufficiently large i,
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(11.25) ze, = (I>jHj)ei = L:ajehj(i)'

By (11.24), the h/s are all different, so for large i, the hj(i)'s are all different.
Therefore, if z =1= 0 in A, then in view of (11.25), z cannot be "eventually
zero" on V.

We now prove the claim (11.24). If Hand H' end with the same letter
(x or y), we are done by invoking an inductive hypothesis. Therefore, we
need only consider the case where H = H,x and H' = Hi y , The polynomial
h'(t) associated with H ' has only even powers of t. However, since the
polynomial associated with x is t - 1, the h(t) associated with H is seen
(inductively) to be of the form

where m = deq; HI and n is a positive integer . Thus h(t) =1= h'(t). QED

(11.26) Corollary. For any field k , any free k-algebra in finitely or countably
many (and at least two) indeterminates is a left primitive ring.

Proof. Since the algebra R above is freely generated by f and g, it follows
from (1.2) that the algebra Roo generated by {fgi: i ~ O} is also a free alge­
bra on these generators. We have Roo = U:I Rn , where

s; = k<{fgi: O::s;; i s n}>

is a free algebra on n + 1 generators. We claim that R2 (and hence R; for
2 ::s;; n ::s;; (0) acts irreducibly on V. Once we have proved this, it follows that
R; is left primitive for 2 ::s;; n ::s;; 00. To prove the claim, we proceed as before:
Let W £: V be a nonzero R2-submodule of V. The same argument used in
the proof of the irreducibility of R shows that el E W . But then W also
contains

f g2(el) = e4, (fg2)2(e() = (fg2)(e4) = e289,

and hence W contains all ei. QED

Note that, in the above, RI = kef, fg> does not act irreducibly on V, since
el . k is an Rl-submodule. However, we need not work with R I as the case of
the free algebra on two generators has already been dealt with.

At this point, we should point out that E. Formanek has proved that, over
any field k, any free algebra k<X> with IXI ~ 2 is always left (and right)
primitive. We shall not prove this result for an arbitrary field k here. How­
ever, using a different method, we can prove this result for any countable
field k. In fact, we can even relax the assumption that k be a field! The result
we shall prove is the following:

(11.27) Theorem (E. Formanek). Let k be any (not necessarily commutative)
countable domain, and let {Xi: i E I} be any set of independent indeterminates
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over k . .(fVI ~ 2, then k/; {Xi: i E I}) (the ring generatedfreely over k by {Xi})
is a left primitive ring.

It is remarkable that, in this Theorem, we do not need any hypothesis on
the domain k, other than that it be countable. The balance of this section will
be devoted to the proof of this beautiful result. To begin the proof, let us
observe the following slight reformulation of the notion of a left primitive
ring.

(11.28) Lemma. A ring R is left primitive iff there exists a left ideal ~ s; R
which is comaximal with any ideal~' i= O. (~ and~' comaximal means that
~+~' = R.)

Proof. If such an ~ exists , we may assume (after an application of Zorn's
Lemma) that it is a maximal left ideal. The annihilator of the simple left R­
module R/~ is an ideal in ~, and so it must be zero . This shows that R is left
primitive. Conversely, if R is left primitive, there exists a faithful simple left
R-module, which we may take to be R/~ for some (maximal) left ideal
~ s; R. A nonzero ideal ~' cannot lie in ~ (for otherwise ~' annihilates
R/~) and so must be comaximal with ~. QED

In order to prove (11.27) , we state a more general result of Formanek on
semigroup rings.

(11.29) Theorem. Let A, B be two semiqroups i= {I}, and let G = A *B be
their free product. Let k be any domain with Ikl ::; IGI. Then the semiqroup
ring R = kG is left primitive unless IAI = IBI = 2.

Assuming this theorem, let us first complete the proof of (11.27). We refer
to the notations there. Since III ~ 2, we can write the free semigroup gen­
erated by {Xi: i E I} as a free product G = A * B, where A, B are free semi­
groups i= {I}. If k is countable, (11.29) applies to show that

kG = k<Xi: i E I)

is a left primitive ring . Incidentally, this kind of argument also leads to
another proof of the fact that any commutative domain k is the center of a
left primitive ring R, since we can take R to be kcx: i E I) for a sufficiently
large indexing set I.

We shall now begin the proof of (11.29) . The proof will be presented in the
case when A, B are both infinite. This is the case needed for the application
in the paragraph above. The case when one (or both) of A , B is finite uses
similar ideas and will be left to the reader.

Recall that the nonidentity elements of G = A * B are reduced words
whose letters belong alternately to A* = A\{l} and to B* = B\{l} . We say
that such a word has type AB if it begins with a letter in A * and ends with a
letter in B*. Similarly we can define words of type AA , BA and BB. The
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length of a reduced word is defined to be the total number of its letters; the
length of the identity element is taken to be zero.

By interchanging A and B if necessary , we may assume that IAI ~ IBI.
Since Ikl ::; IGI, we have IRI = IAI. For the rest of the proof, we fix a 1-1
correspondence a t---+ IX(a) between A * and R\{O}. For each a E A *, we shall
define another element p(a) E R with the following properties:

(I) For each a E A *, p(a) E I + R · IX(a) · R.

(2) {P(a) : a E A"I generates a left ideal 21 s R.

If we can construct such p(a)'s, then the left ideal 21 in (2) will be comax­
imal with any nonzero ideal 21 ' in R (since 21' contains some IX(a)) . The left
primitivity of R then follows from (11.28).

For r E R\ {O}, let max-supp(r) denote the set of elements in G of
maximal length in the support of r. For each a E A *, fix an element
IXo(a) E max-supp(IX(a)). We now fix an element b E B*, and define p(a) to be

{

I + bIX(a)a + IX (a)ab if IXo(a) has type AB or IXo(a) = I,

1 + bIX(a)ba + IX(a)bab if IXo(a) has type AA ,
(11.30)

I + IX(a)bab + aIX(a)ba if IXo(a) has type BA,
I + IX(a)ab + aIX(a)a if IXo(a) has type BB.

Clearly the property (I) is satisfied, so we need only verify (2). In the course
of proving (2), we will also be able to see why the definition of p(a) is
arranged as in (11.30).

First let us analyze the case when IXo(a) is of type AB. Say

IXo(a) E max-supp(IX(a))

has length n. Since it has type AB, blXo(a)a and 1X0(a)ab are both reduced
words . They have length n + 2 and therefore belong to max-suppiBta)).
Thus, any element in max-supp(p(a)) has length n + 2, and ends with a or
aboNote also that 1X0(a)ab begins in A and bIXo(a)a begins in B.

After similarly analyzing the other three cases, we see that the definitions
in (11.30) have been arranged so that (for each a E A *) p(a) has the following
properties:

(3) Each element in max-supp(p(a)) ends with either a or abo

(4) There exist elements in max-supp(p(a)) which begin in A and which
begin in B.

Using these properties, we can now verify (2). Consider a left multiple
r -p(a) (r E R\{O}) and let ro E max-supp(r). In view of (4), we can choose
an element

po(a) E max-supp(p(a))

such that ro . Po (a) is already a reduced word in G and hence belongs to
max-suppir -p(a)) . Furthermore, any element in max-suppir- p(a)) arises in
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this way; in particular, by (3), such an element must end with a or with abo
Now consider a finite sum 2:;:1 riP(ai) , where ri ER\{O} and at , . .. , am

are different elements in A *. From the foregoing analysis , we see that the
max-supp(riP(ai))'s are disjoint for 1 ~ i ~ m. In particular, 2:;:1 riP(ai) can
never be 1, and so {P(a) : a E A *} generates a left ideal s;; R, as desired.

QED

Exercises for §11

Ex. 11.1. Show that a homomorphic image of a left primitive ring need not
be left primitive .

Ex. 11.2. Show that a ring R can be embedded into a left primitive ring iff
either char R is a prime number p > 0, or (R ,+) is a torsion-free abelian
group.

Ex. 11.3. Let R be a left primitive ring. Show that for any nonzero idem­
potent e E R, the ring A = eRe is also left primitive .

Ex. 11.4. Which of the following implications are true?
(a) R left primitive {:=} Mn(R) left primitive .
(b) R left primitive {:=} R[t] left primitive .

Ex. 11.5. Let R be a ring which acts faithfully and irreducibly on a left
module V. Let v E V and 21 be a nonzero right ideal in R. Show that
21 . v = 0~ v = o.
Ex. 11.5*. For any left ideal I in a ring R, define the core of I to be the sum
of all ideals in I. Thus, core(I) is the (unique) largest ideal of R contained in I.
(1) Show that core(I) = ann(V) where Vis the left R-module R/I. (In par­
ticular, V is faithful iff core(I) = 0.)
(2) Show that R/I is faithful only if In Z(R) = 0, where Z(R) is the center
of R.

Ex. 11.6. (Artin-Whaples) Let R be a simple ring with center k (which is a
field by Exercise 3.4). Let XI, ... , X n E R be linearly independent over k.
Show that, for any YI," " Yn E R, there exist at, ... ,am and bi, .. . .b.; in R
such that Yi = 2:j': l ajxibj for every i. (Hint. Let ROp be the opposite ring of
R. Let A = R f6'Jk ROp act on R by the rule (a ®kbOP)x = axb. Show that R is
a simple left A-module with End(AR) = k. Then apply the Density Theorem.)

Ex. 11.7. Let E = End( fie) where V is a right vector space over the division
ring k. Let R be a subring of E and 21 be a nonzero ideal in R. Show that R is
dense in E iff 21 is dense in E.

Ex. 11.7*. Let E = End( fie) be as in Exercise 7, and let R £; E be a dense
subring.
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(1) For any a E R with finite rank, show that a = ara for some r E R.
(2) Deduce that the set
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S= {aER : rank(a) < co}

is a von Neumann regular ring (possibly without identity).

Ex. 11.8. Let V = EB:I e;k where k is a field. For any n, let Sn be the set
of endomorphisms AEE = End( J-k ) such that A stabilizes 2:;=1 eik and
A(e; ) = 0 for i ~ n + 1. Show that

00

S= U s, '= E
n=1

is a dense set of linear transformations. For any i, j, let Eij E E be the linear
transformation which sends ej to e, and all ej' (j' -# j) to zero. Show that any
k-subalgebra R of E containing all the Ey's is dense in E and hence left
primitive.

Ex. 11.9. (Jacobson) Keep the notations above and define f ,gEE by
g(e;) = e;+I , f(e;) = e;-l (with the convention that eo = 0). Let R be the
k-subalgebra of E generated byf and g.
(1 ) Use Exercise 8 to show that R acts densely on J-k .
(2) Show that R is isomorphic to S:= k cx, y ) /(xy - 1), with a k­
isomorphism matching fwith x and 9 with y. (Hint. Show that for any i , j ,
g;-lfj - 1 - g1j = Eij , in the notation of Exercise 8.)

Ex. 11.10. For a field k , construct two left modules V , V' over the free
algebra R = k cx, y ) as follows. Let V = V' = 2:~1 e.k. Let R act on V by:

and let R act on V' by

xe; = e;-l , ye; = e;2+2

(with the convention that eo = 0). Show that V , V' are nonisomorphic
faithful simple left R-modules. (Hint. To show that V ~ V' as R-modules ,
note that x 2y annihilates el in V, but does not annihilate any nonzero vector
in V'.)

Ex. 11.11. Let A be a subring of a field K. Show that the subring S of
K <Xl,... ,xn ) (n ~ 2) consisting of polynomials with constant terms in A is
a left primitive ring with center A.

Ex. 11.12. Let k be a field of characteristic zero. Represent the Weyl algebra
R = k /;x, y )/(xy - yx - 1) as a dense ring of linear transformations on an
infinite-dimensional k-vector space V, and restate the Density Theorem in
this context as a theorem on differential operators. (Hint. Let R V = k [y]
with y E R acting as left multiplication by y and X E R acting as D = d / dy
(formal differentiation). Choosing the basis {en = yn: n ~ O} on V, we have
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yen = en+\ and xe; = nen-l (with e-l = 0). The R-module RV is simple, with
End(RV) = k (more generally , see Exercise 3.18), so R acts densely on Vk.
Elements L: aijyix j E R act as differential operators L: aijyiD j on k[y].)

Ex. 11.13. Let R be a left primitive ring such that a(ab - ba) = (ab - ba)a
for all a, b E R. Show that R is a division ring. (Hint. Let R V be a faithful
simple R-module with k = End(R V). It suffices to show that dime V = 1.
Assume instead there exist k-linearly independent vectors u, v E V. By the
Density Theorem, there exist a, b e R such that au = u, av = 0, and bu = v,
bv = 0. The equation a(ab - ba) = (ab - ba)a applied to u shows that v = 0,
a contradiction.)

Ex. 11.14. Let R be a left primitive ring such that 1 + r 2 is a unit for any
r E R. Show that R is a division ring.

In the next four exercises (15 through 18) , let R be a left primitive ring, R V be
afaithful simple R-module, and k be the division ring End(R V) . Recall that, by
the Density Theorem, R acts densely on Vk.

Ex . 11.15. For any k-subspace W C;; V , let

ann(W)={rER : rW=O} ,

and , for any left ideal mC;; R, let

ann(m) = {v E V : mv = O} .

Suppose n = dim; W < 00 . Without assuming the Density Theorem , show by
induction on n that ann(ann(W)) = W . From this equation, deduce that R
acts densely on Ii. If, in addition, R is left artinian, show that dim; V < 00 ,

R = End( Ii), and ann(ann(m)) = mfor any left ideal mC;; R. In this case,
W I---t ann( W) gives an inclusion-reversing one-one correspondence between
the subspaces of Ii and the left ideals of the (simple artinian) ring R.

Ex. 11.16. For any r E R ofrank m (i.e. dime rV = m), show that there exist
rl , .. . ,rmERr of rank 1 such that r=rl+ ·· ·+rm. (Hint. Write rV=
elk EEl . . . EEl emk and apply the Density Theorem.)

Ex. 11.17. (1) Show that mC;; R is a minimal left ideal of R iff m= Re
where e E R has rank 1, and that (2) ~ C;; R is a minimal right ideal of R iff
~ = eR where e E R has rank 1.

Ex. 11.18. Show that the following statements are equivalent:
(1) soc(R) =F 0,
(2) R contains a projection of V onto a line,
(3) there exists a nonzero r E R of finite rank, and
(4) for any finite-dimensional k-subspace W C;; V, R contains a projection of
Vonto W.
Finally, show that soc(R) = {r E R : rank(r) < oo}.
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Ex. 11.19. Show that a ring R is left primitive iff R is prime and R has a
faithful left module of finite length .

Ex. 11.20. For any division ring k with center C, show that the following are
equivalent:
(1) k[x] is left primitive,
(2) k[x] is right primitive,
(3) there exists 0 i' f E k[x] such that k[xlf n C[x] = O.
(Hint. Show that, if 0 i' gf E C[x], then gf = fg.)

Ex. 11.21. Show that the Density Theorem (11.16) need not hold if the R V

there is not a semisimple module. (Hint. Let R = G~) act on V = C)
by matrix multiplication. We have shown before (7.4) that End(R V) = k ,

but no element of R can take G) to (~), so R is not even l-transitive. For

another counterexample, take R = 71. , V = 10.)

§12. Subdirect Products and
Commutativity Theorems

In this section , we introduce the notion of subdirect products and try to
explain how to use such subdirect product representations in the general
study of the structure of rings. We start by formally defining a subdirect
product representation.

(12.1) Definition. Let Rand {R i : i E I} be rings, and G: R -7 D iEl R, be an
injective ring homomorphism. We say that G represents R as a subdirect
product of the R/s if each of the maps R -7 R, (obtained by composing G

with the coordinate projections) is onto . (More informally, we say that R is
a subdirect product of the R/s.) We say that the subdirect product repre­
sentation above is a trivial representation if one of the maps R -7 R, is an
isomorphism.

We observe that R can be represented as a subdirect product of

{Ri : i E I}

iff there exists, for every i, a surjective ring homomorphism 'Pi : R -7 R, such
that niEl ker 'Pi = O. The case of a trivial representation occurs when one of
the 'P/s is already an isomorphism. This case is not of much interest since the
presence of the other 'P/s will no longer playa significant role.

(12.2) Proposition and Definition. For a nonzero ring R, the following state­
ments are equivalent:
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(1) Every representation of R as a subdirect product ofother rings is trivial.

(2) The intersection ofall nonzero ideals ofR is nonzero.

(3) R has a nonzero ideal which is contained in all other nonzero ideals.

If R satisfies these properties, we shall say that R is subdirectly irreducible ;
otherwise, we say that R is subdirectly reducible.

Proof. We have clearly (2) ¢:} (3), so what we need is (1) ¢:} (2).

(1) ::::} (2). Let {mj : i E I} be the nonzero ideals of R and let R, = R/mj • If
nmj = 0, we have an obvious subdirect product representation R -> I1 R j

with each R -> R, not an isomorphism. This contradicts (1).

(2) ::::} (1). Consider any subdirect product representation s : R -> I1 R,
and let mj = ker(R -> R j ) . If each mj :F 0, then nmj :F °by (2), contra­
dicting the fact that e is injective. Therefore, some mj = 0; i.e., e is a trivial
representation. QED

Let us say that an ideal L s; R is little if L :F °and L is contained in every
nonzero ideal of R. By (12.2), R has a little ideal L iff R is subdirectly irre­
ducible; in this case, clearly, L is unique and is equal to the intersection of all
nonzero ideals in R. In the following, we shall give some examples of sub­
directly reducible and subdirectly irreducible rings.

(1) Clearly, any simple ring R is subdirectly irreducible. (Its little ideal is
given by R itself.)

(2) A semisimple ring is subdirectly irreducible iff it has only one simple
component.

(3) 7L/ (p n) (p a prime) and k[t]/(p(tn (k a field, p(t) an irreducible
polynomial) are subdirectly irreducible, for all n > 0. Their little ideals
are, respectively, (pn-I)/(pn) and (p(tr-1)/(p(t)n ).

(4) 7L is not subdirectly irreducible , since it cannot have a little ideal. In
fact, for any infinite set of primes {pJ, the natural map

is a nontrivial representation of 7L as a subdirect product of subdirectly
irreducible rings. (A similar statement can be made about the polyno­
mial ring k[t] in (3), noting that k[t] has always infinitely many
primes.)

(5) Let R = TLG where G is a finite group. Then R is not subdirectly irre­
ducible. By (4), we may assume that G:F {I}. Since iQG is semisimple,
but not simple, we have an isomorphism

e : iQG --t CI x . . . X C,
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where r > 2 and the C;'s are simple rings. Then each projection
QG --+ C, has a nonzero kernel, so TL G --+ C, has also a nonzero
kernel. Letting Ai be the image of TL G in C; we have then a nontrivial
subdirect product representation

For instance, if G is the cyclic group of order n, then e represents
7LG as a subdirect product of the rings 7L[(d], where d ranges over all
positive divisors of n.

(6) Let R be a prime ring. If soc(R) =P 0, then R is subdirectly irreducible,
with soc(R) as its little ideal. To see this, it suffices to see that any
minimal left ideal 21 is contained in every nonzero ideal I. Since R is
prime, we have 0 =P I . 21 S; 21. The minimality of 21 then implies that
21 = I · 21 s; I.

(7) The converse of (6) is false. Indeed, let R be a nonartinian simple ring.
Then R is prime and subdirectly irreducible, but soc(R) = 0 by (3.10).

(8) A left primitive ring need not be subdirectly irreducible. For instance,
the left primitive ring R constructed in (11.13) has clearly no little ideal
(by (11.12)), so R is subdirectly reducible.

The role of subdirectly irreducible rings is seen from the following result.

(12.3) Birkhoff's Theorem. Any nonzero ring R can be represented as a
subdirect product ofsubdirectly irreducible rings.

Proof. For any a =P 0 in R, let ma be an ideal maximal with respect to the
property that a ¢ mao (Such an ideal exists by Zorn's Lemma .) In Rima, any
nonzero ideal must contain a + m, so Rima is subdirectly irreducible . Since
na,<O m, = 0, the natural map

R ----+ II Rima
a,<O

represents R as a subdirect product of the subdirectly irreducible rings
Rima. QED

This theorem suggests that, in a way, we may view the subdirectly irre­
ducible rings as the building blocks for arbitrary rings. However, the structure
of subdirectly irreducible rings can still be very complicated, and one cannot
realistically hope to describe them completely. In the category of commuta­
tive rings, some work has been done by McCoy and Divinsky toward the
determination of the subdirectly irreducible rings. We shall carry out this
determination only in the easy case of commutative reduced rings.
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(12.4) Proposition. Let R be a commutative reduced ring. Then R is sub­
directly irreducible iff R is a field.

Proof. ("Only if") . Let R be subdirectly irreducible. Clearly R has only
trivial idempotents . (If e is an idempotent other than °and 1, then

R ~ Re x R . (1 - e)

is a nontrivial (sub)direct product representation.) Fix an element a i=°in
the little ideal of R . Since a2 i= 0, we have a E (a2) so a = a2b for some
bE R . But then ab = a2b2 = (ab)2 implies that ab = 1 (since ab i= 0). For
any c i= 0, we have a E Rc. Since a is a unit , c is also a unit. Therefore, R is a
field. QED

Returning now to the study of arbitrary rings, we have the following
result.

(12.5) Theorem. A nonzero ring R is semiprime (resp. , semiprimitive) iffR is a
subdirect product ofprime (resp. , left primitive) rings.

Proof. Assume R is semiprime (resp., semiprimitive). Let {2q be the family
of prime (resp., left primitive) ideals in R. Then n21; = °so R is a subdirect
product of the prime (resp., left primitive) rings {R/21;}. Conversely, assume
there is a subdirect product representation R --+ TI R; where the R;'s are
prime (resp., left primitive) rings. Then, for any i,

2l; := ker(R ---+ R;)

is a prime (resp., left primitive) ideal, and n21; = 0. Since Nil. R (resp.,
rad R) is contained in n21; = 0, it must be zero . QED

There also exists a parallel result which gives a subdirect product charac­
terization of a (possibly noncommutative) reduced ring . For this result, we
need a lemma. Let us say that an ideal p in a ring R is completely prime if
Rt» is a domain. Clearly a completely prime ideal is always prime.

(12.6) Lemma. L et R be a reduced ring . lfp is a minimal prime in R , then p is
completely prime.

Proof (following Rowen [88]). Let S = R\p, and let S' ;;2 S be the (multi­
plicative) monoid generated by S. We claim that °¢ S ' . For otherwise,
we'll have an equation Sl . . . Sn = 0, with all s, E S and with n minimal.
Clearly, n ~ 2. Since R is reduced and (SnRsI ' " Sn-\) 2 = 0, we have
SnRsI • • . Sn-I = 0. But p is prime, so there exists an element s := Snrs\ E S,
for some r E R. We have then SS2 ... Sn-I = 0, in contradiction to the mini­
mal choice of n. With the knowledge that °¢ S' , we can "enlarge" (0) to a
prime ideal p' disjoint from S' (using (10.5)). But p is a minimal prime, so we
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must have P' = P; that is, S' = S. Thus, S' is closed under multiplication, so
Rip is a domain. QED

(12.7) Theorem (Andrunakievich-Ryabukhin). A nonzero ring R is reduced iff
R is a subdirect product ofdomains.

Proof. First assume there is a subdirect product representation R --+ I1 R,
where the R;'s are domains. If a E R is nilpotent, then a maps to zero in each
Ri; so a = o. Conversely, assume R is reduced. Since Nil. R is a nil ideal, we
have Nil . R = O. Let {Pi} be the family of minimal prime ideals in R . By
Exercise 10.14,

nPi = Nil . R = 0,

so R is a subdirect product of {Rip;}. By the Lemma above, each Rlpi is a
domain. QED

In passing, we observe the following. Call an ideal 21 <;; R reduced if R I21
is a reduced ring . It follows easily from the results above that an ideal 21 <;; R
is reduced iff 21 is an intersection of completely prime ideals. This may be
regarded as an analogue of the result that an ideal 21 <;; R is semiprime iff 21
is an intersection of prime ideals.

It is also worthwhile to point out that, using (12.6), we can actually derive
a necessary and sufficient condition for all minimal primes in a ring R to be
completely prime. This result should be viewed as a self-strengthening of
(12.6).

(12.6)' Theorem (G. Shin) . Every minimal prime in a ring R is completely
prime iff every nilpotent element of R is in Nil.iR;

Proof. Note that the latter condition amounts to the factor ring
R := RI Nil. (R) being reduced. Suppose this holds, and let P be any minimal
prime of R. Then its image p in R is also a minimal prime. By (12.6),
Rip ~ Rip is a domain, so P is completely prime in R . Conversely, let {p;}
be the family of minimal primes in R, and suppose each Pi is completely
prime. Then, each Rlpi is a domain. Using Exercise 10.14 again, we
have Nil.(R) = ni Pi· Thus, R embeds in I1i Rlpi , which implies that R is
reduced. QED

In the literature, there is a somewhat strange name given to the rings R
satisfying the second condition in (12.6)': they are called "2-primal rings".
These are the rings in which Nil.(R) consists precisely ofall the nilpotent ele­
ments of R. (For instance, reduced rings and commutative rings are both 2­
primal.) In such rings R, we have obviously Nil.(R) = Nil' (R) , and any nil
I-sided ideal lies in Nil.(R) ; in particular, Kothe's Conjecture holds for R.
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We will not go into more details on 2-primal rings here, but in the exercise
set for this section, we shall describe a couple of other conditions on rings
that are (strictly) between "reduced" and " 2-primal" : see Ex. (12.18).

In studying the structure of rings, it is often useful to keep in mind the
following chart of basic objects and their relationships:

(12.8)

Rings
mod radical

) Semiprimitive Rings

1subdir. prod.
representation

Left Primitive Rings
Division Rings

and their
Density ..

Theorem matnx nngs

When we try to prove certain theorems about rings, it is sometimes possible
to make use of the chart above to reduce the proofs from one class of rings
to another, simpler, class. To begin with, we would first test the desired the­
orems on division rings and their matrix rings. If these theorems hold up,
then, using the Density Theorem, we would test them for left primitive rings.
If they still hold up, we would next use subdirect product representations to
test them for semiprimitive rings. In the literature, a number of results on
semiprimitive rings have been obtained in this manner. For any ring R, these
results are then valid modulo the Jacobson radical rad R. Lifting these results
to R itself is usually more difficult, and sometimes impossible; however,
whenever it can be done, one will get results for a general ring R.

Needless to say, the procedure sketched above is no panacea for proving
all theorems, even only for semiprimitive rings. Nevertheless it is an impor­
tant procedure, and it has proved to be effective in a number of instances. As
an illustration, we shall show how this procedure works in proving several
interesting commutativity theorems due to Jacobson, Herstein, and Kaplan­
sky.

(12.9) Jacobson-Herstein Theorem. A ring R is commutative iff:

For any a, b E R , there exists an integer n(a, b) > 1 such that
(ab - baf(a,b) = ab - ba.

Of course, the thrust of the theorem is in its "if" part. Note that this result
includes as a special case the following theorem of Jacobson, which was its
predecessor.

(12.10) Jacobson's Theorem. Let R be a ring such that , for any a E R,
an(a) = afor some integer n(a) > 1. Then R is commutative.

Jacobson's Theorem was in part motivated by Wedderburn's classical
result that any finite division ring is commutative. Clearly (12.10) applied to
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finite division rings would yield Wedderburn's result. However, Wedder­
burn's result is not to be viewed as a corollary of (12.10) since it is usually
assumed in the proof of (12.10) (and (12.9)).

The truth of (12.9) for division rings will be proved in the next chapter (see
(13.9)) when we study division rings in more detail. Here we shall assume
(12.9) for division rings and show how to deduce it for arbitrary rings by
using the general procedure of (12.8). As we have mentioned before, we need
only deal with the "if" part.

Step 1. (12.9) is true for any left primitive ring R. By the structure theorem
for left primitive rings , there exists a division ring k such that either (I)
R ~ Mm(k) for some m, or (2) for any m, there exists a subring Rm£; R
which has a ring homomorphism onto Mm(k). However, for m ~ 2, Mm(k)
can never satisfy (*) . For if we take a, b to be the matrix units Ell and E\2'
then ab - ba = b, so

(ab - bar = b" = 0 l' ab - ba for any n ~ 2.

Since R and hence its subrings and their homomorphic images satisfy (*), we
must have R ~ k , so we are back to the case of division rings.

Step 2. (12.9) is true for any semiprimitive ring R. We have a subdirect
product representation R ~ I1 Ri, where the R;'s are left primitive rings .
Each Ri, being a homomorphic image of R, satisfies (*), and is therefore
commutative. Since R is isomorphic to a subring of I1 R i , it is also commu­
tative.

Step 3. (12.9) is true for any ring R. By Step 2, we know that Rlrad R is com­
mutative. Therefore, for any a, b E R, the additive commutator d = ab - ba
lies in rad R. For n = n(a ,b) > I , we have d" = d , so d(1 - d n- I ) = O. Since

I - d n- I E I + rad R

is a unit, it follows that d = 0, so R is commutative. QED

In the literature, there is a host of other commutativity theorems that can
be proved by similar techniques. We shall restrict ourselves to only one more
such result, as follows .

(12.11) Theorem (Herstein, Kaplansky). For any semiprimitive ring R, the
following statements are equivalent:

(I) R is commutative;

(2) For any a, b E R, the additive commutator ab - ba lies in the center
Z(R) ofR;

(3) For any a E R, an(a) E Z(R) for some n(a) ~ 1.
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Proof. As before, it suffices to prove (2) =? (1) and (3) =? (1). The proofs of
these implications for division rings will be given later in the next chapter
(see (13.5) and (15.15)). Assuming these later results, the proofs of

(2) =? (1) and (3) =? (1)

for semiprimitive rings can be given along the same lines of Step 1 and Step 2
above. It is clear that (2) and (3) are each inherited by the subrings of R
and their quotient rings, so the only thing left to be checked is that (2) and
(3) cannot be satisfied by fW1I m(k) (m ~ 2) for any division ring k. In fact,
for any nonzero ring k, if we let a = Ell and b = EI2 in fW1I m(k) as before,
then ab - ba = b rt Z(fW1Im(k)), and an = art Z(fW1I m(k)) for any n ~ 1 and
m~2.1 QED

The theorem above gives an example of a result which can be proved by
the reduction techniques of (12.8) for semiprimitive rings, but not for arbi­
trary rings. In fact, counterexamples for (2) =? (1) and (3) =? (1) for general
rings can be obtained as follows. Let k be a field, and let

This ring is easily checked to be noncommutative, but for any a,b E R,
ab - ba is a scalar multiple of the matrix unit EI3 which is in the center of

R. Thus, (2) holds but (I) does not. Here, rad R ~ {G ~ ~)} has

dimension 3 over k, and R[rad R ~ k . To construct a counterexample for
(3) =? (1), let R = IFpG where G is a noncommutative finite p-group. Then R
is noncommutative. The Jacobson radical J of R is given by the augmenta­
tion ideal, and satisfies JIGI = 0 (see (8.8)). Now consider any a E R. If a E J,
then alGI = 0 E Z(R) . If a rt J, then, since RIJ ~ IFp, there exists r E IFp such
that a - r E J ; but then (a - r)IGI = 0 and so

alGI = r lGI = r E IFp ~ Z(R) .

Therefore, R satisfies (3), but not (1).

Exercises for §12

Ex. 12.0. (1) Characterize rings R which are subdirect products of fields. (2)
Characterize rings S which can be embedded into direct products of fields.

I In connection with (12.11), we should point out that Herstein has shown that (3) =;> (I) holds
already for semiprime rings.
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(3) Characterize rings Twhich can be embedded into a direct product of 1F2's
and 1F3's.

Ex. 12.1. Let R be a subdirectly irreducible ring. Show that if R is semi­
primitive (resp. semiprime, reduced), then R is left primitive (resp. prime, a
domain). In particular, show that R is left primitive iff R is right primitive.

Ex. 12.2. (1) Show that a commutative domain cannot have exactly three
ideals. (2) Show that there exist (noncommutative) domains A which have
exactly three ideals. (3) Give an example of a nonsimple subdirectly irre­
ducible domain.

Ex. 12.3A. Let k be a field of characteristic p and G be a finite p-group,
where p is a prime. Show that the ring A = kG is subdirectly irreducible,
with its little ideal given by ka where a = LgEG g E A.

Ex. 12.38. The following exercise appeared in an algebra text: "The zero­
divisors in a subdirectly irreducible ring (together with zero) form an ideal."
Give a counterexample! Then suggest a remedy.

Ex. 12.3C. (McCoy) Let R be a commutative subdirectly irreducible ring
which is not a field. Let L be the little ideal of R. Prove the following
statements:
(1) L = aR for some a with a2 = O.
(2) m := ann(a) is a maximal ideal of R.
(3) m = I (the set of all O-divisors of R together with 0).
(4) ann(m) = aR, and a E Nil(R) ~ m.
(5) If R is noetherian, then Nil(R) = m, and R is an artinian local ring.

Ex. 12.3D. Let R be a commutative artinian ring. Show that R is subdirectly
irreducible iff soc(R) is a minimal ideal.

Ex. 12.4. The following exercise appeared in an algebra text: "Let n ~ 2 and
a,b be elements in a ring D. If

(*) an _ b" = (a _ b)(an-1 + an- 2b + ...+ abn-2 + bn- I ) ,

then ab = ba." Show that
(1) this is true for n = 2;
(2) this is false for n = 3, even in a division ring D;
(3) if (*) holds for n = 3 for all a,b in a ring D, then indeed ab = ba for all
a,b.

Ex. 12.5. Call a ring R strongly (von Neumann) regular (or abelian regular)
if, for any a E R, there exists x E R such that a = a2x. If R is strongly regular,
show that R is semiprimitive, and that R is left primitive iff it is a division
ring. Using this, show that any strongly regular ring is a subdirect product of
division rings.

Ex. '12.6A. (Arens-Kaplansky, Forsythe-McCoy) Show that the following
conditions on a ring R are equivalent:
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(1) R is strongly regular;
(2) R is von Neumann regular and reduced;
(3) R is von Neumann regular and every idempotent in R is central;
(4) Every principal right ideal of R is generated by a central idempotent.
(Hint. Do the cycle of implication (1) ~ (2) ~ (3) ~ (4) ~ (1). Here,
(2) ~ (3) is true for any ring R.)

Ex. 12.6B. (Jacobson , Arens-Kaplansky) Let R be a reduced algebraic
algebra over a field k. Let r E R, and Ip(x) E k[x] be its minimal polynomial
over k.
(I) Show that any root a E k of Ip(x) is a simple root.
(2) Show that R is strongly regular.

Ex. 12.6e. (Ehrlich) Show that any strongly regular ring R is unit-regular in
the sense of Exercise 4.14B, that is, for any a E R, there exists U E U(R) such
that a = aua.

Ex. 12.7. In the Hint to Exercise 6A, we have mentioned the fact that any
idempotent e in a reduced ring is central. Now prove the following more
general fact: in any ring R, an idempotent e E R is central if (and only if) it
commutes with all nilpotent elements in R.

Ex. 12.8A. Prove the following commutativity theorem without using the
machinery of subdirect products: Let R be a ring such that (ab)2 = a2b2 for
any elements a,b E R. Then R is commutative.

Ex. 12.8B. Let R be a ring possibly without an identity. If a2 - a E Z(R) for
every a E R, show that R is a commutative ring.

Ex. 12.8e. Let R be a ring such that , for any a E R, an(a) = a for some
integer n(a) > l. By Jacobson's Theorem (12.10), R is a commutative ring.
Show that R has Krull dimension O.

Ex. 12.9. Give elementary proofs for the following special cases of
Jacobson's Theorem (12.1 0): Let n E {2, 3,4, 5} and let R be a ring such that
an = a for all a E R. then R is commutative. (Hint. Assume n = 3. Use the
Hint for Ex. 12.6A to show that a2 E Z(R) . Now expand (a + 1)2, (a + 1)3
to show that 2a, 3a E Z(R) . Next assume n = 4. Show as above that
a2+ a E Z(R), whence ab + ba E Z(R) . Finally, a(ab+ ba) = (ab+ ba)a
gives a2b = ba', The case n = 5 is more daunting, but still doable along the
same lines.)

Ex. 12.10. Let R be a ring such that a6 = a for any a E R. Show that a2 = a
for any a E R, i.e. R is a (commutative) Boolean ring. (Hint. Note that
char(R) = 2 and expand a + 1 = (a + It)

Ex. 12.11. Let p be a fixed prime. Following McCoy, define a nonzero ring
R to be a p-rinq if aP = a and pa = 0 for all a E R. Assuming Jacobson's
Theorem (12.10), show that:
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(1) A ring R is ap-ring iff it is a subdirect product of IF/s;
(2) A finite ring R is a poring iff it is a finite direct product of IF/s.

Ex. 12.12. For any field k, show that there exists a k-division algebra D with
two elements a i= c such that a2 - 2ac+ c2 = O.

Ex. 12.13. Let R bea nonzero ring such that every subring of R is a division
ring . Show that R must be an algebraic field extension of some IFp .

Ex. 12.14. Show that a ring R is reduced iff, for any elements a" . .. .a, E R
and any positive integers n" . . . ,n-:

al . . . a, i= 0 ==} a~l . . .a:' i= O.

Ex . 12.15. Let a, b be elements in a reduced ring R, and r,s be two positive
integers that are relatively prime. If a' = b' and as = b", show that a = b in
R. (Hint. Use (12.7).)

Ex . 12.16. (Cohn) A ring R is said to be reversible if ab = 0 E R =} ba = O.
Show that:
(1) A ring R is a domain iff R is prime and reversible.
(2) R is a reduced ring iff R is semiprime and reversible .

Ex. 12.17. A ring R is said to be symmetric if abc = 0 E R =} bac = O. Show
that R is symmetric iff, for any n,

a, .. . an = 0 E R ==} an(l) . .. an(n) = 0 for any permutation n.

Ex. 12.18 . Show that, for any ring R:

R is reduced =} R is symmetric =} R is reversible =} R is 2-primal,

but each of these implications is irreversible!

Ex . 12.19. (1) If R is a left artinian ring for which Rlrad R is reduced, show
that R is 2-primal.
(2) Show that a finite direct product of 2-primal rings is 2-primal.
(3) (Birkenmeier-Heatherly-Lee) If R is 2-primal, show that so is the poly­
nomial ring R[T] (for any set of commuting variables T) .



CHAPTER 5

Introduction to Division Rings

In the category of rings, the most "perfect" objects are the rings in which we
can not only add, subtract, and multiply, but also divide (by nonzero ele­
ments). These rings are called division rings, or skew fields, or sfields. No
matter how we call them, it is clear that a careful study of their properties
would be vital for the development of ring theory in general. In this intro­
ductory chapter, we shall give an exposition on the basic theory of division
rings, starting with Wedderburn 's beautiful theorem that any finite division
ring is commutative . This landmark result, proved by Wedderburn in 1905,
has fascinated generations of algebraists and inspired a long sequence of
more general commutativity theorems, by Jacobson, Kaplansky , Herstein,
and others. We shall study some of these results in §13, and go on to study
maximal subfields in division rings, polynomial equations over division
rings, and ordered division rings in §§15, 16, and 18. In §14, we present sev­
eral types of elementary constructions of division rings, thus providing some
basic examples with which to illustrate the general theory. This section is
written independently of §13, so it is possible for the reader to start this
chapter by first reading §14 to see the basic examples before reading §13.

Fields are special examples of division rings, and, of course, there is a rich
and very extensive theory of fields (and field extensions). This theory, how­
ever, belongs more properly to the domain of commutative algebra. Since in
this book our main interest is in noncommutative rings, our presentation on
division rings will focus more on the noncommutative aspects of the theory.
Thus the usual theory of fields and field extensions will almost be completely
ignored in this chapter.

All division rings may be broadly classified into two types, according to
whether they are finite dimensional (as vector spaces) over their centers. To
distinguish these types, we speak of centrally finite division rings and cen­
trally infinite division rings. The theory of centrally finite division rings is

202
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very well developed, and certainly deserves a separate book for its study. For
this, we refer the reader to Jacobson's treatise "Finite-dimensional Division
Algebras over Fields," Springer-Verlag, 1996. In this chapter, our general
policy is to try to avoid imposing the "centrally finite" hypothesis on divi­
sion rings. Thus , the results we obtain in §§13-14 will be largely applicable to
all division rings.

§13. Division Rings

In this beginning section, we shall study some of the most basic results con­
cerning division rings. The following notations will be used consistently
throughout: D denotes a division ring and D ' denotes its multiplicative
group; for a,bED and x ,y E D', ab - ba is called an additive commutator,
and x-1y-1xy is called a multiplicative commutator. For any subset S s; D,
C(S) = CD(S) denotes

{d ED : ds = sd for all s E S}

(the centralizer of S in D). Note that C(S) is a division subring of D con­
taining Z(D) , the center of D.

The first result we shall present here is Wedderburn's classic theorem
which states that all finite division rings are commutative. This beautiful
result was discovered by Wedderburn in 1905. It is remarkable that this dis­
covery was made only within a couple of years of E.H. Moore's classifica­
tion of finite commutative fields (1903).

(13.1) Wedderburn's "Little" Theorem. Let D be a finite division ring. Then
D is a (finite) field.

Proof. The center F of D is a finite field, say IFI = q (a prime power ~ 2). We
want to prove that n := dim» D is 1. Assume that n > I and write down the
"class equation" for the finite group D' :

ID'I = qn - I = q - 1+ L [D' : C(a)*] .

Here, a ranges over a (nonempty) set of representatives of non-singleton
conjugacy classes of D'. Write r = r(a) = dim» C(a). Then I :::; r < n, and
the transitivity formula for dimensions shows that r In. Rewriting the class
equation, we have

n qn - I
q - I = q -I +"--.L...J qr - I

Since rIn, we have the following factorization in Z[x] :

x" - 1 = <Dn(x)(xr - l)h(x) (h(x) E Z[x]),
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where <l>n(x) is the nth cyclotomic polynomial. This equation implies that
each (qn - I )/(q' - I) is an integer divisible by <l>n(q). From (»). it follows
that <l>n (q) I(q - I). In particular,

q - I ~ l<I>n(q)1= II Iq - (I,

where ( ranges over all primitive nth roots of unity. This is absurd since
n > I and q ~ 2 clearly imply that Iq- (I > q - I ~ I for each (. QED

The class equation in the form (*) above was given in Wedderburn's
original proof of his " Little" Theorem in 1905. From this equation, Wedder­
burn derived a contradiction by appealing to a number-theoretic theorem of
Birkhoff and Vandiver, which is a rather deep result . The above "surprise
finish," which replaces the use of the Birkhoff-Vandiver Theorem by a
simple application of cyclotomic polynomials was given in a paper of Witt in
1931.

We shall record two easy corollaries.

(13.2) Corollary. Any finite subring R ofa division ring D is afield.

Proof. R is easily seen to be a division ring, so (13.1) applies. QED

Another remarkable consequence of Wedderburn's Little Theorem con­
cerns the structure of finite subgroups of the multiplicative group of a divi­
sion ring D. In the case when D is commutative, it is a well-known result in
elementary field theory that any finite subgroup of D* is cyclic. It turns out
that this result remains valid for arbitrary division rings D , as long as
char D "# 0.

(13.3) Corollary. Let D be a division ring of characteristic p > 0, and G be a
finite subgroup ofD*. Then G is cyclic.

Proof. Let F = IFp be the prime field of D, and let

K = {I:(Xigi: (Xi E F, e. E G}.

This is a finite subring of D, and so by (13.2) it is a field. Since G is a sub-
group of K*, G is cyclic. QED

If char D = 0, the result above, of course, does not hold. For instance,
the division ring D of the real quaternions contains the quaternion group
{±I , ±i, ±j, ±k} which is not cyclic. Another, bigger , finite group con­
tained in D* is the binary tetrahedral group

{±I , ±i, x l , ±k, (± I ± i ± j ± k)/2}

of order 24 (see (1.1)). This leads to the following interesting question: what
finite groups can occur as subgroups of the multiplicative groups of division
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rings (0/ characteristic zero)? The complete answer to this question has been
given by Amitsur in 1955, but it will not be presented here.

Next we shall make some elementary observations on additive commuta­
tors in a division ring.

(13.4) Proposition. Let D be a division ring. If an element Y ED commutes
with all additive commutators in D, then Y E Z(D).

Proof. If Y 1: Z(D) , we have xy i: yx for some XED. Consider the equa­
tion x(xy) - (xy)x = x(xy - yx). Since y commutes with the additive com­
mutators x(xy) - (xy)x and xy - yx (i: 0), it must commute with x, a con-
tradiction. QED

(13.5) Corollary. Ifall additive commutators are central in a division ring D,
then D is a field.

If S is a subset in a division ring D, the division ring generated by Sis,
by definition, the intersection of all division subrings of D containing S. This
is the smallest division subring of D containing S. We have the following
second consequence of (13.4).

(13.6) Corollary. Let D be a noncommutative division ring. Then D is gen­
erated as a division ring by all ofits additive commutators together with Z(D) .
(In other words, D is generated as a Z(D)-division algebra by all ofits additive
commutators.)

Proof. If x 1: Z(D) , we have xy i: yx for some y E D. The Z(D)-division
algebra generated by additive commutators of D contains x( xy) - (xy)x and
xy - yx (i: 0), and hence it contains x . Therefore , it is D. QED

For an element a in a ring D, write aa: D ---+ D for the map defined
by x ~ ax - xa. This map is a derivation in the sense that aa(x + y) =
aa(x) +aa(y) and aa(xy) = X<5a(y ) +aa(x)y for all x,y ED. We say that aa
is the inner derivation of D associated with a. An additive subgroup of D is
said to be a Lie ideal if it is invariant under all aa (a E D). Our last result on
additive commutators concerns Lie ideals in division rings.

(13.7) Proposition. Let K S D be division rings such that K is a Lie ideal in
D. If char K i: 2, then K £; Z(D) .

Proof. Consider any element a E D\K, and any c E K. We claim that they
must commute. Indeed, from a~(c) = ca2 - 2aca + a2c E K and

aa2(c) = a2c - ca2
E K,

we can add to get
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If <5a(c) =1= 0, we have 2l5a(c) E K*, and hence a E K*, a contradiction. There­
fore <5a(c) = ac - ca = 0, as claimed. Now consider any element c' E K*.
Then a and ac' are both in D\K, so, by the foregoing , they commute with c.
But then c' = a-I . ac' also commutes with c. This shows that c E Z(D) , and
hence K ~ Z(D). QED

Later, we shall see that the four results above for additive commutators
also have valid analogues for multiplicative commutators. Right now, we
move on to prove a basic lemma on division rings from Herstein [68].

(13.8) Herstein's Lemma. Let D be a division ring of characteristic p > 0.
Suppose a is a noncentral, torsion element of D*. Then there exists y E D*
such that yay-l = a' =1= a.for some i > 0. Moreover, y can be chosen to be an
additive commutator in D.

Proof. Adjoining a to the prime field IFp, we get a finite field K = IFp[a] .
Writing IKI = p", we have, in particular, apn= a. Let <5 = <5a , which is not
the zero derivation, since a is not central. For Z E K, <5(z) = 0, so <5 is K-linear
on KD. The main step in the proof is to show that <5 has an eigenvector in KD.

Think of <5 E E := End(KD) as A- p, where )"p E E are defined by A(X) =
ax and p(x) = xa (for any x E D). Since A and p commute, and E has char­
acteristic p, we have <5pn= (A_ p)pn= Apn_ pr" ; SOl

<5pn(x) = apnx - xo/" = ax - xa = <5(x) .

Thus, <5pn
= 15 E E. Using the factorization

tpn - t = IT (t - b) E K[t]
b EK

and computing in the K-algebra E, we have

0= <5
pn

-<5 = (IT (<5 - b)) .<5.
bEK '

Since <5 =1= 0, this implies that, for some bo E K*, <5 - bo E E is not a mono­
morphism. (Recall that monomorphisms are left-cancellable .) This means
that (<5 - bo)x = °for some x E D*: this x is then an eigenvector for <5 with
eigenvalue b« E K *.

From 15(x) = ax - xa = box, we get xax- 1 = a - bo E K\{a}. In the cyclic
group K *, xax- I and a have the same order and so they generate the same
cyclic subgroup. Hence xax- 1 = a' (=1= a) for some i > 0. Ifwe further replace

I Actually, the method used here yields good information on powers of.> in any characteristic .

By the Binomial Theorem in commutative algebra, we have (). _p)k = L:7=o(-I)ie) A.k- i
/

for any k . This leads to an explicit formula .>k(x) = L:':o(-Ire)ak-ixa i for any x.
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x by the additive commutator y = l5(x) = ax - xa =1= 0, then

ya = (ax - xa)a = aa 'x - a'xa = a'y,

so yay-l = a' =1= a. QED

207

As a matter of fact, the Lemma above remains true if char D = O. A
characteristic-free proof of (13.8) can be given for all division rings D with
the help of Dickson 's Theorem (16.8): see Exercise (16.17) below.

At the end of the last chapter, we studied the Jacobson-Herstein Theorem
(12.9) on commutativity, and showed that if the theorem holds true for
division rings, then it holds true for arbitrary rings. However, the proof in
the division ring case was not yet given. With the help of Herstein's Lemma,
we can now return to tie up this loose end.

(13.9) Theorem. Let D be a division ring such that , for any a ,bED, there
exists an integer n = n(a ,b) > I such that (ab - bar = ab - ba. Then D is a
field.

Proof. By the given hypothesis, any nonzero additive commutator has finite
order in D*. Let us assume that D =1= F = Z(D) . By (13.5), there exists an
additive commutator a = bb' - b'b ¢ F . For any c E F *,

ca = (cb)b' - b'(cb)

is also a nonzero additive commutator. Since a and ca both have finite order,
there exists an integer k > 0 such that

I = ak = (ca)k = ckak,

so ck = I. From this, it follows that char F = char D > O. Since the element
a above is noncentral and torsion , Herstein's Lemma yields an additive
commutator y E D * such that yay-I = a' =1= a, where i » O. By the given
hypothesis, y is also torsion in D *. Since y normalizes the cyclic group <a),
the product <a)· <y) is a finite subgroup of D*. By (13.3), this subgroup is
commutative: this contradicts the fact that yay-l =1= a . QED

For later reference, we shall give another application of Herstein 's
Lemma . Here we shall use the following notation: for a subfield F in a divi­
sion ring D, and a subset S ~ D, we write F(S) to denote the division
subring of D generated by F and S. Note that if the elements of S commute
with themselves and with the elements of F, then F(S) is a subfield of D.

(13.10) Theorem. Let D be an infinite division ring with center F. Then for
any a E D, F(a) is contained in an infinite subfield K of D. In particular, the
centralizer CD(a) (2 K) is infinite.

Proof. Clearly we may assume that F ~ D and that F(a) is finite. In partic­
ular , F is finite. We may also assume that a ¢ F , for, if otherwise, we can
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simply replace a by an element outside of F. Now a is noncentral and torsion
in D*, so by Herstein's Lemma, there exists y E D* such that yay-I = a' # a,
where i> O. Letting (y) act on the group (a) by conjugation, we see that
some yn (n > 0) must act trivially on (a) (since (a) is finite). This means
that yn commutes with a, so K := F(a,yn) is a field (containing F(a)). But
by the last part of the proof of (13.9), y must have infinite order. Hence
K;;2 (yn) is an infinite field, as desired. QED

Our next batch of results concern algebraic algebras over fields. Recall
that an algebraic algebra over a field F is an algebra each of whose elements
is algebraic over F. Note that if such an algebra D is a domain, then it is in
fact a division algebra. (For d E D, F[d] is a field.) In the following, we shall
determine all algebraic division algebras over finite fields and the real field IR.

(13.11) Theorem (Jacobson). Let D be an algebraic division algebra over a
finite field F. Then D is commutative (and is therefore an algebraic field
extension ofF).

Proof. Let p = char F. For any dE D, F[d] is a finite algebraic extension of
F, so it is a finite field. If pn = IF[d]l, then dP" = d. In particular, the
hypothesis of (13.9) holds for D, so (13.9) implies that D is a field. QED

The determination of algebraic division algebras over the real field IR goes
back to the 19th century: it was accomplished by Frobenius in a paper pub­
lished in 1877. Note that in the following statement of Frobenius' Theorem,
the algebraic algebra is not assumed to be finite-dimensional over IR to begin
with.

(13.12) Frobenius' Theorem. Let D be an algebraic division algebra over R
Then, as an IR-algebra, D is isomorphic to IR, C, or IHI (the division algebra of
real quaternions).

Proof. We may assume that dim'R D ~ 2 (for otherwise D = IR). Take an ele­
ment IX E D\R Then IR[IX] is a proper algebraic extension of IR, so ~[IXl ~ C.
In the following, we shallfix a copy of C in D, and view D as a left vector
space over c. The symbol i shall denote the complex number J=T E C.

Let D+ = {d ED: di = id} ;;2 C, and D- = {d E D : di = -id}. These
are C-subspaces of cD with D+ n D- = O. We claim that D+ Ef> D- = D.
Indeed, if a E D, it is easy to see that

d+ := ia + ai E D+ , and d-:= ia - ai E D- .

Since d+ + d: = 2ia, we have

a = (2i)-I(d++ d-) E D+ + D- .

(Note. If we look at the C-linear map A: D ~ D sending a E D to ai, the
equation D = D+ Ef> D- amounts exactly to the eigenspace decomposition
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of A.. However, the argument used above is straightforward and even more
elementary.)

How big are the C-subspaces D+ and D-? For any d+ E D+, C[d+] is an
algebraic field extension of C, so it must be C itself, which shows that
D+ = C. If D- = 0 we are done, so assume D- # O. Fix an element
Z E D-\{O} . Then the C-linear map u : D- -+ D+ sending x E D- to xz is
injective. Since dime D+ = 1, it follows that dime D- = 1, and so

dimR D = 2 dime D = 4.

The element z is algebraic over IR so z2 E IR + IRz. On the other hand ,
z2 = jl(z) E D+ = C, so

z2 E C n (IR + IRz) = IR.

If z2 > 0 in IR, we can write z2 = r2 for some r E IR; this leads to z = ±r E IR,
a contradiction. Therefore, z2 < 0 in IR, and we can write z2 = -r2 instead,
for some r E IR*. Lettingj = z]r, we have j? = -1 = i2,ji = -ij, and

D = C Et> Cj = IR Et> IRi Et> IRjEt> IRij,

so D is a copy of the real quatemions. QED

The above completely elementary proof of Frobenius' Theorem is, I
believe, due to R. Palais. From this proof, it would almost seem that, even
if one had not encountered Hamilton's quatemions before, the analysis of
the structure of D given above would have led one unmistakably to the dis­
covery of the division ring of real quatemions. We should also remark that
Frobenius' Theorem remains valid if IR is replaced by any real-closed field,
that is, a field k such that yCT ¢ k and k( yCT) is algebraically closed. For
such a field, it can be shown that k = k 2 U (_k2) , so the proof above can be
carried over verbatim .

Frobenius' Theorem on real division algebras was almost certainly the
very first substantial result obtained in the classification theory of algebras
(then known as hypercomplex systems). Theorem (13.12) has been imitated
many times over in the 20th century in different contexts of classification.
Most notable examples are: the Gel'fand-Mazur Theorem for commutative
Banach division algebras, Hopf's Theorem on commutative nonassociative
real division algebras, and more generally, the Kervaire-Milnor Theorem for
nonassociative real division algebras, etc. The first of these used techniques
from functional analysis, while the second and the third used techniques
from topology.

If the ground field F is Q instead of a finite field or the real field, there
will by many algebraic division algebras Dover F. The ones which are finite­
dimensional over Q are classifiedby a deep theorem of Albert , Brauer, Hasse,
and Noether, which says that D must be a "cyclic algebra" over its center.
(Cyclic algebras will be defined in §14.) This result is beyond the scope of our
book . On the other hand , the ilifinite-dimensional algebraic division algebras
over Q are not completely classified. We shall not say anything more in this
direction . However, let us at least sketch the construction of an example of a
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noncommutative, infinite-dimensional, algebraic division algebra over 10. Let
PI < P2 < .. . be any sequence of primes. It is known that for each n, there
exists a iQ-division algebra An of dimension p~, with Z(An) = 10. By a stan­
dard theorem which we'll assume here without proof,

D; = AI ® o . .. ® oAn

is also a division algebra, with center 10. Viewing Dn as a subalgebra of
Dn+1 = D; ® o An+l , we can form D = Un:?: I Dn, which is clearly an infinite­
dimensional algebraic division algebra over Z(D) = 10.

Next we shall turn our attention to the study of multiplicative commuta­
tors in a division ring . We shall occasionally drop the word "multiplicative"
and just speak of commutators, as is the common practice. It turns out that
some of the results we proved earlier ((13.4) through (13.7)) for additive
commutators have analogues for multiplicative commutators. In order to get
these new results, we first derive a couple of identities. Let a, c be two non­
commuting elements in a division ring D. Let b = a-I E D*. Then

a(a-Ica - b-1cb) = ca - ab-Icb

(13.13) = c(b + 1) - (b + l)b-Icb

=c-b-Icb=lO,

and so

(13.14)

Note that the RHS of (13.13) and (13.14) are nonzero since b = a-I does
not commute with c.

(13.15) Proposition. Let D be a division ring. If an element c E D commutes
with all multiplicative commutators, then c E Z(D).

Proof. Assume, instead, that ca =I ac for some a E D. Let b = a-I E D* as
above and use (13.14). By hypothesis, c commutes with a-Icac- I and
b-Icbc- t, so by (13.14), c commutes with a, a contradiction. QED

(13.16) Corollary. If all mult iplicative commutators are central in a division
ring D, then D is afield.

At this point, it is of interest to mention the following conjecture of
Herstein:

Assume that, for any two nonzero elements a, b in a division
ring D, there exists a positive integer n(a ,b) such that

(aba-Ib-tt(a,b) E Z(D) ,

then D is a field.
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Herstein has proved this conjecture in the case when D is centrally finite, or
Z(D) is uncountable, but the general case seems to be still open.

We shall next prove a famous theorem due independently to Cartan,
Brauer, and Hua. This is a multiplicative analogue of the result (13.7), except
that here no assumption on the characteristic is needed. It is convenient to
adopt the following terminology from group theory: For a pair of division
rings K s; D, we say that K is normal in D if, for any x E D*, xKx- 1 s; K (in
other words, if K* is a normal subgroup of D*).

(13.17) Cartan-Brauer-Hua Theorem. Suppose K is normal in D as above
and K '1= D. Then K s; Z(D).

Proof. Consider any element a E D\K and any c E K . We claim that they
must commute. Once we have proved this, the same argument used in the
second half of the proof of (13.7) shows that c E Z(D) . To prove our
claim, assume that a,c do not commute , and write b = a-I E D*. In the
identity (13.13), a-lea, b-Icb as well as c are in K* , so we get a E K* , a
contradiction. QED

(13.18) Corollary. Let D be a division ring and dE D\Z(D) . Then D is
generated as a division ring by all the conjugates of d.

Proof. Let K be the division subring of D generated by all the conjugates of
d. For any x E D*, X-I Kx contains all conjugates of d, so x-I Kx :2 K . This
gives xKx- 1 s; K , so K is normal in D. Since d e K is not central in D, the
Theorem implies that K = D. QED

We record one more corollary of (13.17) which is to be contrasted with
(13.6).

(13.19) Corollary. A noncommutative division ring D is generated as a division
ring by all of its multiplicative commutators.

Proof. Let K be the division subring of D generated by all of its commuta­
tors. Clearly K is invariant under all automorphisms of D, in particular under
all inner automorphisms. Therefore, K is normal in D. But D is not com­
mutative , so by (13.16), some multiplicative commutator is not central. Thus
K 't- Z(D) , and (13.17) implies that K = D. QED

In the literature , there are many different generalizations of the Cartan­
Brauer-Hua Theorem. Let us mention, for instance, a generalization due to
C. Faith. Let K be a division subring of a division ring D such that K '1= D
and K 't- Z(D). The Cartan-Brauer-Hua Theorem says that K* cannot be a
normal subgroup of D*. Faith has generalized this by showing that the
group-theoretic normalizer ND" (K*) must have infinite index in D*. There
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are also various other generalizations of the Cartan-Brauer-Hua Theorem
to simple rings, semisimple rings, matrix rings, and to "twisted settings," etc.
However, see Exercise 9.

Finally , we end this section by studying briefly the multiplicative group D*
of a division ring D. Again, there are very rich results in the literature in this
area of study, but we shall limit ourselves to only a couple of results which
concern the subgroup structure of D*.

Recall that, for any group G, the upper central series of G is defined to be
the series

{I} ~ G) ~ G2 ~ .. . ~ G,

where GI = Z(G) , GdG) = Z(GIGd, ... , etc. The group G is said to be
nilpotent if G; = G for some integer n.

(13.20) Theorem. Let D be a division ring, and {l} ~ G) ~ G2 ~ be the
upper central seriesof the group G = D*. Then G) = G2 = G3 = .

Proof. We may assume that D is not commutative. Suppose there exists an
element c E G2\G]. Then c ¢ Z(D), so we have ca:f. ac for some a E D. Let
b = a - I E D* and try to use the tricky identity (13.14). Since CE Z( GIGl) ,
we have x-lcxc-) E GI for every x E D*. From (13.14), we have an equation

a(~ - P) = I - P:f. 0, where x, pE Gl.

Since G) u {O} = Z(D) is a field, this implies that a E Gt, a contradiction.
QED

We deduce easily from (13.20) the following pleasant consequence.

(13.21) Corollary. The multiplicative group D* of a division ring D is nilpo­
tent iff D is a field.

We remark that this result remains true if the word "nilpotent" is replaced
by "solvable." However, this stronger version (due to L.K. Hua) is consid­
erably more difficult to prove.

Our last goal in this section is to give some information on the group­
theoretic index [D* : K*] for a pair of division rings K ~ D. As it turns out,
if K ~ D, the index [D* : K*] is almost never finite. To formulate this result
more generally, we proceed as follows.

Let V be any right vector space over a division ring K. Then K* acts on
V* := V\{O} by right multiplication, and we can form the orbit space
V*IK*. We shall denote this space by IP'( V) and call it the projective space
associated with V. In the case when K is commutative and dim fK ~ 2, it is
"geometrically obvious" that the projective space IP'( V) is infinite except
when V itself is finite. The usual proof of this fact is based on the possibility
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of finding a "line" in IP( V). This proof, in fact, does not depend on the
commutativity of K, so we can use it to get a similar result in the general
case.

(13.22) Theorem. Let VK be a right vector space over a division ring K with
dim ( VK) ~ 2. Then IP( V) is finite iff V (and hence K) is finite .

Proof. ("only if") Let VI, V2 be two K-independent vectors in V. To find a
"line" in IP( V), we define a map A.: K -> IP( V) by

A(k) = (VI + V2k)K*.

We claim that this map is injective. In fact, if k ,k' E K are such that
(VI + V2k)K* = (VI + V2k')K*, then

VI + V2k = (VI + v2k')k" for some k" E K *.

Comparing the coefficients, we have k" = I and k = k'k", so k = k'.
Assume now that IP( V) is finite. Then by the injectivity of A, K* is finite and
so V is also finite. QED

(In the proof above, A represents an "affine line" in IP( V). If we had
chosen to use homogeneous coordinates, the same construction would have
given a "projective line" in IP( V). To some readers, this may be a bit more
satisfactory .)

Applying (13.22) to rings, we deduce immediately the following ring­
theoretic result which is essentially due to R. Brauer and C. Faith.

(13.23) Corollary. Let K be a division subring of a ring R and let V 2 K be
a subspace of the vector space RK. Let V* = V\{O} and let V*jK* be the
orbit space of the right K* -action on V *. Then V* j K* is finite iff V is finite .

Actually, the hypothesis that V be a subspace of RK is stronger than
necessary. By analyzing the proof of (13.22), we see that the conclusion of
(13.23) is valid for any set V 2 Kin R such that V · K ~ V and V +K~ V.
(In the proof, we work with VI = 1 and any V2 E V\K.)

(13.24) Corollary. For a pair ofdivision rings K s; D, we have

[D* : K*] < o: {::::::} D is finite.

Consider a division subring D of a division ring E, and an element a in E.
For any d E D*, we say that dad:' is a D-conjugate of a. By conjugation, D*
acts on the set of D-conjugates of a; the isotropy subgroup of a under this
action is K* , where K is the division ring D n CE(a) . Thus, the set of D­
conjugates of a is in a one-one correspondence with the coset space D *j K*.
Applying (13.24), we deduce the following result.
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(13.25) Coronary. In the notation above, assume that the division ring D is
infinite. Then either there is only one D-conjugate of a (i.e. , D ~ Cda)) or
there are infinitely many D-conjugates ofa.

Our final result in this section is a combination of Wedderburn's Little
Theorem and (13.25).

(13.26) Herstein's Theorem. If a is a noncentral element in a division ring D,
then a has infinitely many conjugates in D.

Proof. Since a is a noncentral element, Wedderburn's Little Theorem implies
that D is infinite. The result now follows by applying (13.25) with E = D.

QED

In closing, we remark that, in any division ring D, the cardinality of the
conjugacy class of any noncentral element a E D is in fact equal to the
cardinality of D. This is a result of W. Scott.

Exercises for §13

Ex. 13.1. Show that a nonzero ring D is a division ring iff, for any a =1= I in
D, there exists an element bED such that a + b = abo(Cf. Ex. 4.2.)

Ex. 13.2. Let L be a domain and K be a division subring of L. If L is finite­
dimensional as a right K-vector space , show that L is also a division ring.

Ex. 13.3. Show that any finite prime ring R is a matrix ring over a finite
field.

Ex. 13.4. For any division ring D, show that any finite abelian subgroup of
D * is cyclic.

Ex. 13.5. Show that an element in a division ring D commutes with all its
conjugates iff it is central.

Ex. 13.6. Let D be an algebraic division algebra over a field k. Let a, b e D*
be such that bab:' = an, where n ~ l. Show that a,b generate a finite­
dimensional division k-subalgebra of D.

Ex. 13.7. (Brauer) Let K ~ D be two division rings, and let N = ND·(K*),
C = CD' (K*) be the group-theoretic normalizer and centralizer of the
subgroup K * ~ D *. For any hE D\{O, -I}, show that h, I + hEN iff
h e K u C. Using this, give another proof for the Cartan-Brauer-Hua
Theorem (13.17). (Hint. Assume that h, 1 + hEN but h ¢ C. Find <5 E K
such that <50 = h<5h- 1 =1<5, and let <5 J = (h + l)<5(h + Ir l

. Subtract to show
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that <5 - <51 = (<51 - <5o)h. Since <5 =1= <50, we also have <51 =1= <50, and so h =
(<51 - <50) -1(<5 - <51) E K .)

Ex. 13.8. (Cf. Herstein's Lemma (13.8)) Let D be a division ring of char­
acteristic p > 0 with center F. Let a E D\F be such that ar" E F for some
n ~ 1. Show that there exists bED such that ab - ba = 1, and there exists
c E D such that aca:' = 1+ c. (Hint. As in the proof of (13.8), <5 = <5a is
nilpotent. Let k be the smallest integer such that <5k+1 == 0, and let XED be
such that <5k(x) =1= O. For c:= <5 k -

l(x) =1= 0, show that b := c<5(c)-l a satisfies
<5(b) = a.)

Ex. 13.9. The following example of Amitsur shows that the Cartan-Brauer­
Hua Theorem (13.17) does not extend directly to simple rings. Let F = Q(x)
and A = F[t;<5] be the ring of polynomials {L: gi(X)ti} over F with multipli­
cation defined by the twist tg(x) = g(x)t+<5(g(x)), where <5(g(x)) denotes
the formal derivative of g(x) . Show that
(1) A is a simple domain,
(2) U(A) = F* , and
(3) F is invariant under all automorphisms of A, but F %Z(A) .

Ex. 13.10. Let k be an algebraically closed field and D be a division k­
algebra. Assume that either D is an algebraic algebra over k, or dim, D <
Card k (as cardinal numbers) . Show that D = k. (Hint. For the second part,
use the argument in the proof of (4.20) to show that D must be an algebraic
k-algebra.)

Ex. 13.11. (Jacobson) Let A be a reduced algebraic algebra over a finite field
IFq . Show that A is commutative. (Hint. Show that, if 1/1(x) E IFq [x] is such that
1/1(0) =1= 0, then I/I(x)l(x N - 1) for some integer N. Then use Ex. 12.6B(I) and
Jacobson's Theorem (12.10).)

Ex. 13.12. Let D be a division ring, and x ,y E D * be such that co =
xyx- 1y- 1 lies in the center F of D.
(1) For any integers m.n, show that x nymx-ny-m = co?" ,
(2) If x is algebraic over F, show that co is a root of unity .
(3) If co is a primitive kth root of unity, show that (y + x )k = yk + x'' :
(Hint for (2). Write down a polynomial equation for x over F of the smallest
degree and conjugate it by y.)

Ex. 13.13. Let D be a division ring and A = (aij) be an m x n matrix over D.
Define the row rank r (resp. column rank c) of A to be the left (resp. right)
dimension of the row (resp. column) space of A as a subspace of D(Dn) (resp.
(Dm)D) ' Show that r = c. (Hint. Let B be an r x n matrix whose r rows form
a basis of the left row space of A . Expressing the rows of A as left combi­
nations of those of B, we get A = B' B for a suitable m x r matrix B', But the
equation A = B'B also expresses the columns of A as right combinations of
the r columns of B'; hence c :::;; r. This proof appeared in Lam [86].)
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Ex. 13.14. Keep the notations in Exercise 13. The common value r = c is
called the rank of the matrix A. Show that the following statements are
equivalent:
(1) rank A = s.
(2) s is the largest integer such that A has an s x s invertible submatrix.
(3) A has an s x s invertible submatrix M such that any (s + 1) x (s + 1)
submatrix of A containing M is not invertible.
(This is called " Kronecker' s Rank Theorem.")

Ex. 13.15. Show that rank(A ) = rank(A I) for all matrices A over a division

ring D ~ff D is a field. (Hint. For a, bED, A = G:b) has rank 1, but

AI = (b :b) has rank 2 unless ab = ba.)

Ex. 13.16. Let G be the group of order 21 generated by two elements a,b
with the relations a7 = 1, b3 = 1, and bab:' = a2. Using the Wedderburn
decomposition of iQG obtained in Ex. (8.28)(2), show that G cannot be
embedded in the multiplicative group of any division ring D. (Hint. If
G ~ U(D ), then char(D) = 0, and the iQ-span of G in D is a division ring
which must be a Wedderburn component of iQG.)

Ex. 13.17. Give a ring-theoretic proof for the conclusion of the above exer­
cise (without using the representation theory of groups). (Hint. Suppose
G ~ U(D), where D is a division ring (or just a domain) . From ba = a2b and
b2a = a4b2, show that

which implies that b commutes with a. For generalizations of this argument,
see Lam [01].)

§14. Some Classical Constructions

In the last section, we discussed some of the basic properties of division
rings, but did not provide enough examples. To remedy this, we shall now
devote the present section to the explicit construction of examples of division
rings. Of course, we have no lack of examples of fields, but , from the view­
point of this book , fields are " trivial" examples of division rings. Our primary
interest here is in constructing nice examples of noncommutative division rings.

Since the center F of a division ring D is a field, we can regard D as an
algebra over F, so dim» D makes sense. Depending on whether dim» D is
finite or infinite, we can classify all division rings into two broad categories.
For convenience , we introduce the following terminology.
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(14.1) Definition. A division ring D is called centrally finit e if D is finite­
dimensional over its center. Otherwise, D is called centrally infinite.

In a manner of speaking, centrally finite division rings are not very far
from being commutative, while centrally infinite ones are highly noncom­
mutative. In this section, we shall construct examples of both centrally finite
and centrally infinite division rings. The examples we shall present are
all classical in origin: they are due to D . Hilbert (1899), L. E. Dickson (1906),
A. Mal'cev (1948), and B.H. Neumann (1949). Hilbert's example, which
arose from his study of the independence of axioms in geometry, was the
first example known of a centrally infinite division ring . A careful study of
Hilbert's example apparently led Dickson to the construction of cyclic
algebras, an all-important class of centrally finite algebras. The Mal'cev­
Neumann construction of "Laurent series" division rings is also related to
Hilbert's example, with additional motivation coming from the earlier work
ofH. Hahn (1907) on the embedding of ordered abelian groups into groups of
Laurent series. The Mal'cev-Neumann construction has also applications to
the problem ofembedding domains into division rings and to valuation theory.

First let us discuss Hilbert's example. This was, in fact, already described
in §l. Let k be a field (for simplicity), and a be a fixed automorphism of k.
We write D = k( (x , a)) for the ring of formal Laurent series '£~n aix',
where n E 7l.. and ai E k , with multiplication defined by the twist equation
xa = a(a)x (for all a E k). We have seen in §l that D is in fact a division ring.
The following proposition computes the center Z(D) of D and determines, in
particular, when D is centrally finite.

(14.2) Proposition. For D = k((x,a)) as above, let ko ~ k be thefixedfield of
a; i.e., ko = {a E k : a(a) = a} . Then

Z(D) = { ko if a has infinite order,
ko((xS

)) if a has afinite order s.

In particular, the division ring D is centrally finite iff a has a finite order.

Proof. Consider a series f = '£~n a.x ' E Z(D) , and let j be an index such
that aj t= O. For any scalar a E k , we have ('£ aix i)a = a(,£ aixi), so, com­
paring the coefficients for x', we get ajaj(a) = aaj; hence aj(a) = a.

Case 1. a has infinite order. In this case, the above argument implies that
aj t= 0 is only possible for j = O. Hence f = ao. Since we also have aox =
xao = a(ao)x, it follows that a(ao) = ao; i.e., ao E ko. Conversely, any ao E ko
clearly commutes with any Laurent series, so Z(D) = ko. Since dimi; D is
clearly infinite, D is not centrally finite in this case .

Case 2. a has a finite order s. The first paragraph of the proof shows that
if aj t= 0 in a seriesf = '£~naixi E Z(D), then a! = Idk' so slj. But we also
have fx = xf, which implies that each a, E ko. Thus f E ko((xS

)) (the ordi-
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nary Laurent series field in x S over ko). Conversely, it is easy to verify that
any monomial ax" with a E ko commutes with any Laurent series in D, so
Z(D) = ko((x S

) ) . Let F = ko((x S
) ) and K = k((xS

) ) . Since x S commutes
with all elements of k , K is again the ordinary Laurent series field in x S over
k . We have dim» K = dime; k = s by Galois Theory , and, since

(14.3) D = K . 1 tf) K . x tf) ... tf) K . x s- 1,

the dimension of D as a left K-vector space is also s. By the transitivity for­
mula for dimensions, it follows that dimz(D) D = dim» D = s2. In particular,
D is a centrally finite division ring. QED

In Hilbert's original example, the field k was taken to be Q(t) and a was
taken to be the Q-automorphism on Q(t) which sends t to 2t. The elements
in D have then the form

00

I>i(t)Xi (ai(t) E co»
j=n

with multiplication dictated by x -a(t) = a(2t)x. Since a here clearly has in­
finite order, the division ring of all Laurent seriesL~n ai(t)x i is not centrally
finite. Historically, this was the first example of a centrally infinite division
ring.

Our next goal is to present Dickson's construction of cyclic algebras . To
see where the ideas came from, we go back to the analysis of the second case
in the proof of (14.2). Referring to the notations used there, we note that Fis
the fixed field of K under the automorphism if which takes X S to X S and acts
as a on k. Thus KjF is a Galois extension with Gal(KjF) = <if), a cyclic
group of order s. The division ring D is represented as a left K-vector space
by (14.3). Under this representation, the multiplication in D is determined by
the rule

(14.4)

and the fact that X S E F ~ K . In 1906, Dickson extracted the key features of
D as described above to formulate the important definition of a cyclic alge­
bra. We shall now explain Dickson's construction.

Let KjF bea cyclic (Galois) extension, i.e., a finite, separable, normal field
extension with a cyclic Galois group , say generated by an automorphism a
of order s = dim» K. Fixing a nonzero element a E F and a symbol x, we let

D = K . I tf) K . x tf) . . . tf) K . x s- 1,

and multiply elements in D by using the distributive law, and the two rules

(14.5) XS = a, x -b = a(b)x (for any b E K) .

It is easy to see that F ~ Z(D) , so D is an F-algebra, of dimension s2. This
algebra is denoted by (KjF,a,a) , and is called the cyclic algebra associated
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with (K / F ,a) and a E F\ {O} . For instance, the division algebra D in Case 2
of the proof of (14.2) is such a cyclic algebra (though the a here was denoted
by jj in (14.4)). The division algebra IHI of real quatemions is also a cyclic
algebra, as we can take F = !Ri, K = C, a = complex conjugation on C,
a = -I, and x = j . (We have IHI = !Ri EB !Rii EB !Rij EB !Riij = C EB Cj and

jt «+ fJi) = (r:t. - fJi)j = a(r:t. + fJi)j
for a, fJ E !Ri .)

A more efficient way of constructing (K /F ,a,a) is by using the skew
polynomial ring B = K[t;a] . Recall from §I that this ring consists of left
polynomials E bit' ib, E K) which are multiplied by using the rule tb = a(b)t
(for any b E K). The cyclic algebra (K /F ,a,a) is simply (isomorphic to) the
quotient algebra B/(t S

- a), where (tS
- a) denotes the ideal in B generated

by the central polynomial t S
- a.

For a general cyclic algebra D = (K/ F,a,a) as defined above , we have the
following elementary properties.

(14.6) Theorem.

(1) D is a simple F-algebra with Z(D) = F.

(2) CD(K) (the centralizerofK in D) is K itself.

(3) K is a maximal subfield ofD.

Proof. For (I) , let 2I be a nonzero ideal in D. Choose a nonzero element

z = bilXil + ...+ bi,Xi, E 2I (b~ E K , 0 ~ i l < ... < i, ~ s - I)

with r as small as possible. Clearly, each bi} 1= 0, so bi} is a unit in K
(and hence in D). We claim that r = I. Once we prove this, then , since x is a
unit in D (with inverse a-1xs- I ) , so is z = bilXil. This implies that 2I = D , as
desired. To prove our claim, assume , instead , that r ~ 2. Since a il 1= a':
there exists b E K such that ail (b) 1= a ':(b). The ideal 2I contains the follow­
ing two elements :

zb = bilail(b)Xil + + bi,a i'(b)xi"

ail (b)z = bilail(b)Xil + + bi,a il(b)x i, .

Hence 2I also contains their difference

bi2(ai2(b) - ail (b))Xi2+ ... + bi,(ai'(b) - a it (b))xi, .

This element is nonzero since Xi, appears with a nonzero coefficient. This
contradicts the minimal choice of r, thus proving the simplicity of D . For (2),
we need only prove that CD(K) s K. Let

s- l

d = L b.x' E CD(K)
i= O

where b, E K. For any b E K, bd = db shows that bb, = biai(b) for i ~ s - 1.
If b, 1= 0 for some positive i ~ s - I, this would imply that a' is the identity
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on K, a contradiction. Thus d = bo E K, showing that CD(K) = K. From
this, we can easily deduce (3), for, if L is a subfield of D containing K, then
L ~ CD(K) = K. Finally, to finish the proof, we need to show that F ~ Z(D)
is an equality. Let b E Z(D). Then b e CD(K) = K. From bx = xb = a(b)x,
we see that b = a(b). Since a generates the Galois group of K / F, Galois
Theory implies that b E F . QED

In general, the cyclic algebra D = (K/ F,a,a) need not be a division
algebra. For instance, if a = 1, we have X S = 1, and so

(I - x) (1+ x + ... + xS-1) = O.

Thus, if s > 1, 1 - x and 1+ x + .. .+ xs-1 are zero-divisors in D. More
precisely, we have the following explicit criterion for the simple F-algebra D
t? be split. Here, N = NK/ F denotes the field norm from K to F, and
K = K\{O} .

(14.7) Theorem. We have D ~ Ms(F) as an F-algebra iffa E NK/F(K) .

Proof. First assume that a E N(K). Then N(d)a = 1 for some d e K. For
y := dx E D = (K/ F, a,a), we have

yS = as- 1(d) .. . a(d)dxS= N(d)a = I,

and for any b E K, yb = dxb = da(b)x = a(b)y. From this, we see easily that
D ~ (K/ F, a, 1), so it suffices to show that

D' := (K/ F,a, 1) ~ Ms(F).

Let B = K[t;a] as before, and view D' as B/(tS- 1). Since

t' - I = (ts- 1 + ... + l)(t - 1) E B,

(ts - 1) is contained in the maximal left ideal B · (t - 1). Therefore D' has
a simple left module M = B/ B . (t - 1) ~ K which has F-dimension s.
The module action gives an F-algebra homomorphism D' -t EndF(M).
Since both algebras have F-dimension s2 and D' is simple, we have D' ~
EndF(M) ~ Ms(F). (For another proof of this, see Exercise 4.) Conversely,
if D ~ Ms(F), then D ~ B/(tS- a) has a simple module of F-dimension
s. Such a module must be isomorphic to B/Bf for some principal left ideal
Bf;2 (r' - a). (Recall that B is a principal left ideal domain : see (1.25).)
Since

s = dim» B/Bf = tdim» K) degf,

we see that degf = 1. After a scaling (from the left), we may assume that
f = t - c, where c E K. We have

f - a = (bs_1tS-1 + ... + bit + bo)(t - c),

where b, E K. Multiplying out the RHS and comparing coefficients, we get
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successively

bs- 1 = I,

bs-2 = O"s-I (c),

bS - 3 = O"s-I(C)O"s-2(c),

bo = O"s-I (c) . . . 0"(c),

and finally a = bee = O"s-I (c) · · · O"(c)c = N(c). QED
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(14.8) Corollary. Suppose s is a prime number. Then D = (K/F,O",a) is a
division algebra iffa ~ NK/F(K).

Proof. Again let us write N = NK/F. If a E N(K) , then D ~ M1 s(F) by (14.7),
so D is not a division algebra. Conversely, assume that D is not a division
algebra. By the Wedderburn-Artin Theorem, the simple F-algebra D is iso­
morphic to M1 r(E ) for some division F-algebra E, where r is necessarily> I.
Comparing F-dimensions, we get s2 = r2dim» E. Since s is prime , we must
have r = sand dim» E = 1, so D ~ M1 s(F) . From (14.7) again, we conclude
that a E N(K). QED

Example. Let F = E(t) and K = F( .,fi), where E is a field of characteristic
not 2, and t is transcendental over E. Let 0" be the F-automorphism on K
taking .,fi to -.,fi. Then, for a E E,

D := (K/F,0", a) is a division algebra iffa ~ E2.

To see this, it suffices (by (14.8)) to show that a ¢ N(K ) iff a ¢ E 2• The "only
if " part is clear . For the "if" part, assume that a = N(f(t) + .,fi g(t)), where
I ,g E E(t) . Writing 1= fo/h and g = go/h where 10,go ,h e E[t] and h '1= 0,
we have ah(t)2 = fo(t) 2 - tgo (t)2. A comparison of leading coefficients on
the two sides shows that a E E 2•

If s is not a prime, it is not easy to decide in general when a cyclic algebra
D = (K/F,O",a) is a division algebra. However, there is a well-known suffi­
cientcondition, again in terms of N = NKIF, which will guarantee that D is a
division algebra. This sufficient condition was found by Wedderburn in 1914.
Consider the quotient group F/N(K) , which is an abelian group of exponent
dividing s (since d' = N(d) for any dE F). Wedderburn's sufficient condi­
tion is expressed in terms of the order of the image of a in this group. Note
that, in the special case when s is a prime, Wedderburn's result below reduces
to the sufficiency part of (14.8).

(14.9) Wedderburn's Theorem. Suppose the image01a in F/N(K) has orders
(i.e., a.a", .. . ,as- I ~ N(K)) . Then D = (K/ F,0", a) is a division F-algebra.
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Nowadays this is viewed as a cohomological theorem, and is proved in
most textbooks using 2-cocycle calculations. In keeping with the classical
nature of the present section, however, we would like to offer a non-eoho­
mological proof, following the one given in Appendix 1 in Dickson's book
[23], but incorporating certain simplifications suggested by J.-P. Tignol. I
thank Tignol for his role in helping me understand this nice classical proof.

To begin the proof of (14.9), we work again with the skew polynomial
ring B = K[t;a]. Let z = t", which lies in the center of B. Then K[z] £ B,
and we can view B as a left K[z]-module. As such, B has a free basis
{1, t, . . . , ts- I}. Each polynomial P E B acts by right multiplication on B as a
K[z]-endomorphism of B. Let n(p) E K[z] denote the determinant of this
K[z]-endomorphism. Then we have the usual multiplicative property

n(pp') = n(p)n(p') for P,p' E B.

(Note that "n" here is like an algebra norm, except that we cannot call B a
K[z]-algebra since K[z] is not in the center of B.)

The a-action on K extends to a a-action on B = K[t;a] by letting a(t) = t.
With this extended action, we have tp = a(p)t for every P E B. Write

P= Po +PIt + ...+Ps-I t s
-

1
,

where Pi E K[z]. With respect to the K[z]-basis {l , t, . . . , ts- I } on B, the right
multiplication by Phas the matrix

Po PI P2 Ps-I
za(ps_I) a(Po) a(Pd a(ps-2)

(*) za2(ps_2) za2(ps_l) a2(Po) a2(Ps_3)

zas- 1(PI) zas- 1(P2) zas- 1(P3) a s- 1(Po)

and so n(p) is the determinant of this matrix. We make the following
observations on n(p).

(14.10) Lemma.

(1) For P = Po +PIt + ...+Ps_lts- 1 as above, we have n(p) E F[z]. The
constant term of n(p) is N(bo) where bo is the constant term of Po.
(In particular, the restriction ofn to K is N = NKIF')

(2) Assume that all Pi E K. Then deq, n(p) = deg, P, and if P is monic in t,
n(p) has leading coefficient (-1 )d(s-l ), where d = deq, p.

Proof. From tp = a(p)t, we have n(t)n(p) = n(a(p))n(t). Since n(t) = ±z,
this gives n(p) = n(a(p)) . On the other hand, by (*), n(a(p)) = a(n(p)).
Thus n(p) E K[z] is invariant under a, so n(p) E F[z] . Setting z = 0 in (*), we
find that the constant term of n(p) is

boa(bo) .. . as-I (bo) = N(bo),
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where bo is the constant term of Po (as a polynomial in z). The conclusions in
(2) follow easily by working with the determinant of (*) by setting Pd = 1
and Pi = 0 for i > d := deq, p. QED

Now we are ready to give the proof of Wedderburn's Theorem.

Proof of (14.9). Assume that (KjF,a,a) ~ Bj(tS
- a) is not a division alge­

bra . Then (tS
- a) s:: 'B for some left ideal 'B s:: B. Again using the fact that

B is a principal left ideal domain, we can write 'B = B .Pfor some

P= td + ...+ bit + bo
with b, E K and 1 :::; d :::; s - 1. Then t S

- a = p'P for some P' E B. Applying
the norm map , we have

n(p')n(p) = n(z - a) = (z - ar.

By (14.10)(1), n(p),n(p') E F[z] , and , therefore, by (14.10)(2),
n(p) = (_l)d(s-I l(z_a)d .

Comparing constant terms and using (14.10)(1) again , it follows that

N(bo) = (-1 )d(S-I\_a)d ,

and so
ad = (-I)dSN(bo) = N((-l)dbo),

contradicting the hypothesis of (14.9). QED

Note that we have a commutative diagram

F[z] c K[z] c B = K[t;a]

1 1 1
s- I

F c K c D = EB Kx i

i= 1

where the vertical maps send t to x and z = t S to x S = a. The norm map
n: B ----t F[z] can be "specialized" to D as follows. View D as a left K-vector
space as shown above and for any a E D, let n(a) be the determinant of the
K-endomorphism on D given by right multiplication of a. Then for

a = bo+ ...+ bs_1xs- 1 ib, E K ),

the matrix M( a) of the a-action with respect to the left K-basis
{I ,x, . . . 1 xs- I } is obtained from (*) by replacing z there by a and the P/s by
b;'s. Thus ,

bo bl bS- 1

aa(bs-d a(bo) a(bs- 2)

(14.11) n(a) = det M(a) = det aa2(bs_2) aa2(bs_l ) a2(bs- 3)

aas- I (bl ) aas- I (b2) as- I (bo)
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As in (14.10), we can show that n(lX) EF. The map IX 1-+ M(IX) defines an
F-algebra homomorphism

M: D -+ End(KD) ~ Ms(K)

(where the K-endomorphisms on D are written on the right) . In terms of the
F-algebra generators of D, this M is described uniquely (in the K-basis
{I, x, . .. ,xs- I } ) by

(14.12)

M(x) =

o 1 0

o 0 1

a 0 0

o
o

I
o

(

b 0 )a(b)
M(b) = . ,

o as- I (b)

where b e K. Note that M represents D faithfully as an F-algebra of K­
matrices. Since M(D) commutes elementwise with the scalar matrices K £
Ms(K), we have a K-algebra homomorphism

M ® I: D ®FK -+ M(D) · K £ Ms(K).

Here, D ®FK and Ms(K) both have dimension s2 over K. By (14.6)(1) and a
result about scalar extensions in the next section (see (15.1)(3)), D ®FK is a
simple K-algebra. Thus, we have an isomorphism

(14.13) M ® 1: D ®FK~ Ms(K)

which, on the factor D = D ® 1, is given explicitly by (14.12). This says
that K is a splitting field for the simple F-algebra D, which provides a nice
illustration of a general property ofs-dimensional subfields in s2-dimensional
simple algebras with center F. The map n: D --+ F defined by n(lX) = del M(IX)
(cf. (14.11)) is called the reducednorm on D in the standard terminology of
the theory of simple algebras.

At this point, we should point out that, although the norm condition given
in Wedderburn's Theorem (14.9) is a sufficient condition for the cyclic alge­
bra D = (K/F,a,a) to be a division algebra, it is in general not a necessary
condition, in case s = [K : F] fails to be a prime. In the following, we shall
construct a cyclic division algebra of the form D = (K/F, a, -I) with s = 4.
Since -I has order s; 2 in F/N(K), we see that Wedderburn's norm condi­
tion is not a necessary condition for D to be a division algebra.

The example we shall present is essentially due to Brauer; our exposition
below follows closely the suggestions of Tignol. Let K = il)(y, z), where y, z
are commuting indeterminates, and let a be the il)-automorphism of order 4
on K defined by a(y) = z, a(z) = -yo We write F and L respectively for the
fixed fields K" and K(j2, so K/F is a quartic cyclic extension containing the
quadratic subextension L/F, with Gal(K/F) = <a) . Our goal is to show that



§14. Some Classical Constructions 225

D:= (K/F,a, -1) is a division algebra. We write D as usual in the form

KEf> Kx Ef> Kx2 Ef> Kx3
, with x4 = -1 .

We shall first show that the centralizer CD(X 2) is a division algebra.
An easy computation shows that

CD(X2) = L Ef> Lx Ef> Lx 2 Ef> Lx3.

Note thatj := x 2 commutes with elements of L, withj? = x4 = -1. Now for
i = yCT E C, let

0' = O(i), K' = K(i) = O'(y,z) , L' = L(i), F' = F(i),

and extend the action of a to K' by defining a(i) = i. Then

K'u = K(i)U = KU(i) = F',

and similarly K,u2 = L', with Gal(K' / F') = <a). We now have

CD (X 2) = L Ef> Lx Ef> Lj Ef> Ljx

= (L Ef> Lj) Ef> (L Ef> Lj) x

~ (L'/F',a,i),

where, of course, the a here means aiL" To show that this centralizer is a
division algebra, we try to identify the quadratic extension L'/ F' more
explicitly. Let

y' = (y + iz)(y - iz) = i + z2,

and z'=y-iz, in K' . Then K'=O'(y' ,z') and, in terms of these new
variables, the a-action is simply

a(y') = y', a(z') = iz' ,

This enables us to compute quickly the fixed fields of a and a2 on K',
namely ,

F' = K'u = O'(y',z,4), and

L' = K,u2 = O'(y',z'2) .

Applying the example given after (14.8) (with E = O'(y') and t = z"), we
see that CD(X2) = (L'/F' ,a,i) is indeed a division algebra. (The fact that i
is a nonsquare in 0' = O(i) implies readily that i is also a nonsquare in
O'(y') .)

Having done the above work, it is now not difficult to show that D itself is
a division algebra. Let

R = {fo +fix +hx2+f3x3
: Jj E Oly, z]} ;

this is a subring of D. If D contains zero-divisors, then R also does, by
clearing denominators. Therefore, it suffices to show that R is a domain. Let
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Rd be the Q-vector space spanned by

{y mznxk: m + n = d, k ~ O}

in D. We see easily that

00

R = EEl Rd with RdRd' £; Rd+d"
d=O

so R is a graded ring. If R has zero-divisors, then , taking their highest
homogeneous components, we will have some nonzero IX E Rd, PE Rd' with
IXP= O. By left-multiplying IX and/or right-multiplying pby y if necessary, we
may assume that d and d' are both even. But then IX and p are in CD( X 2) ,

since

x2y mzn = (_ I)m+ny mznx2

implies that x 2y = (-1) eyx2 for any y ERe. This contradicts the fact
that CD(X 2) is a division ring, so we have completed the proof that
D = (K/F,a, -I) is a division ring.

Although there are fields F for which Wedderburn 's norm condition on a
is not a necessary condition for a cyclic algebra (K / F ,a,a) to be a division
algebra , there are also fields for which it is. Most notably, over any algebraic
number field F, the converse of(14.9) also holds, so (K/ F,a,a) is a division
algebra if and only if the image of a has order [K : F] in F/N (K) . The proof
of this fact, however, requires deep results from algebraic number theory.

Wedderburn's Theorem (14.9) enables us to construct explicitly man y
examples of centrally finite cyclic division algebras. For s = 2, we get essen­
tially the so-called generalized quaternion algebras. For instance, the cen­
tralizer CD (X 2) = (L'/F' ,a, i) we encountered in the above construction is
such an algebra. A detailed treatment for generalized quaternion algebras
can be found in Lam [73], so we shall not dwell on this case here. Instead , we
present below some examples of cyclic division algebra s of dimension s2

where s = [K : F] ~ 3. We start with a lovely example of Dickson in the case
s = 3 over the rational field.

Let F = Q and E = Q(O, where ( = e21ti/7 is a primitive 7th root of unity .
Then [E : Q] = 6 and Gal(E/Q) = ( r ) where r is the automorphism on E
(of order 6) defined by r(O = ( 3. Let K be the unique subfield of E such that
[K : Q] = 3. Then K / Q is a cyclic extension of degree 3. Using this, we shall
construct explicitly a cyclic Q-division algebra of dimension nine.

First let us try to understand K a little better. We think of E as a subfield
of C, and consider

v = ( + C 1 = 2 cos(2n/7) E E n R

A short computation shows that v3 + v2 - 2v = 1. Since

f( t) := t3 + t2 - 2t - 1
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is irreducible over 0 , it is the minimal polynomial of v, and so we have
K = O(v) = En IR. The Galois group G = Ga/(K/O) is {I , (1, (12}, where (1

is the restriction of r 2 to K. The three conjugates of v E K are

v = 2 cos(2n/7) ,

(1(v) = v2 - 2 = 2 cos(4n/7) , and

(12(v) = I - v - v2 = 2 cos(8n/7) = 2 cos(6n/7) .

In order to construct a cyclic division algebra from K/O, we need an ele­
ment a E fJ\N(K) where N = NK j Q . To this end, we first compute explicitly
the norm form N. For a = p + qv + rv2 where p,q, rEO, left multiplication
by a on K has matrix

(~ P: 2r 2
qq

__rr )

r q - r p - q + 3r

with respect to the O-basis {I , v, v2 } . A determinant computation yields

N(rx) = p3 + q3 + r3_ p2q _ 2pq2 + 5p2r + 6pr2 _ q2r - 2qr2 - pqr.

Let n be any even integer. We claim that, if n E N(K) , then 81n. In fact ,
write n = N((p + qv + rv2)/ m ) where p,q,r,m e 71. , and m > 0 is chosen as
small as possible. Then m 3n = N(p + qv + rv2). Computing mod 2, we have
5 == 52 == 53 for any 5 E 71. , and so

m3n ==p+q+r+pq+pr+qr+pqr

== 1+ (p + I)(q + I)(r + I) (mod 2) .

Since n is even , P, q, r must all be even . But then m must be odd (by its
minimal choice). Writing p = 2po , q = 2qo , and r = 2ro, we have

m'n = 8N(po + qov + rov2)
E 871. ,

so n E 871. as claimed.
From the above, we see, in particular, that 2,41= N(K). Therefore, by

(14.8), the cyclic algebra D = (K/O , (1, 2) is a (9-dimensional) O-division
algebra, with Z(D) = O . Explicitly, we have

(14.14a) K = O(v) , D = K EB K . x EB K . x 2 = O<v,x ) ,

with the relations

(14.14b) v3+ v2 - 2v - 1 = 0, x3 = 2, and xv = (v2 - 2)x .

Remark. The connoisseur in number theory would no doubt have noticed
that the proof for

n E (271.) nN(K)~ 81n

can be given quite a bit more efficiently by using local number theory.
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In fact , since t3 + t2 - 2t - I is irreducible over lL/ 2lL , it is also irreducible
over (h, the field of2-adic numbers. Thus, (h (v) is unramified over I[h. Let
V2 denote the normalized (additive) valuation on (h(v ). If n E 2lL and
n = N (rx ) (rx EO), then V2 (rx) must be > 0 and so

v2(n) = v2 (N( rx)) = V2(rx · O"(rx ) . 0"2(rx)) ~ 3.

Since V2 is just the usual2-adic valuation on 0 , this means that 81n.

Of course, in the case when s = [K : F] is a prime (as in Dickson's exam­
ple), one can refer directly to (14.8), so one does not need Wedderburn's
Theorem (14.9) . In order to show a true application of Wedderburn's result,
we shall now give an example for which s = [K : F] is completely arbitrary.
This example was pointed out in Jacobson [75], p. 83.

Let Ko/Fo be a cyclic extension of degree s, with Go = Gal(Ko/Fo) = ( 0"0) .

Let t be an indeterminate over Ko, and let K = Ko(t), F = Fo(t). We can
extend 0"0 to an automorphism 0" on K by letting O"(t) = t. Then the fixed field
of 0" is F = Fo(t) , and K/F is Galois with Gal(K/F) = ( 0") . We claim that
the (multiplicative) order of t in P/N(K) is precisely s, so (K / F,0", t) is a
cyclic division algebra over F. To prove our claim, consider an arbitrary
element of K, say

where ai,b, E Ko and am ¥- 0 ¥- bn• Computing the norm, we have

(I: aiti)(I:ao(ai)t i) (I: ao- I (ai)ti)
NK/F(f) = C2:.bjtj )(I: ao(bj)tj ) (2:ao-1(bj)tj )

No(ao) + ... + No(amWm
=--=-~"':----=--':-:'-"-'--

No(bo)+ ...+ No(bn)tsn '

where No = NKo/Fo' Ifwe have tk = NK/F(f) where k > 0 andfis as above,
then

No(ao) + ... + No(am)t sm = tk[No(bo)+ ... + No(bn)t sn].

Since No(am) ¥- 0 ¥- No(bn), a comparison of the degrees on the two sides
gives sm = k + sn, and so slk, as claimed. This completes the proof that
D = (K/F, 0", t) is a cyclic division F-algebra.

To write down a more concrete example, let Ko = O(t( , . . . , ts) and let Fo
be the fixed subfield of the automorphism 0"0 which cyclically permutes
{t( , . .. , ts}. Then Ko/Fo is Galois of degree s, with Gal(Ko/ Fo) = ( ao) .
Introducing a new indeterminate t as above, we get a cyclic division algebra
D = (K/F,a, t) over F = Fo(t). In this F-algebra, the cyclic algebra relations
simplify to

(14.15)

for allf E 0(t1 ," " ts ) .
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We now come to the last topic in this section, which is the Mal'cev­
Neumann construction of Laurent series division rings. Our presentation
here follows closely Neumann [49]. The main idea of this new construction is
that one can combine Hilbert's twisted Laurent series construction with the
usual construction of group rings to get a much bigger class of division rings.
In Hilbert's examples, the noncommutative feature essentially arises from the
Hilbert twist, but in the Mal'cev-Neumann examples, there is an additional
noncommutative feature arising from the use of possibly noncommutative
(ordered) groups. In the case when only commutative (ordered) groups are
used and the Hilbert twist is taken to be trivial, the idea of the construction
goes back much earlier to H. Hahn (1907). However, the generalization to
the noncommutative case is highly nontrivial, and was successfully com­
pleted only upon the appearance of the papers of Mal'cev and Neumann in
1948-49.

In order to present the Mal'cev-Neumann construction, it is convenient to
record first a few facts on subsets of a totally ordered set G. Recall that a
subset S £; G is well-ordered (or WO for short) if every nonempty subset of S
has a least element.

(14.16) Lemma. Let (G,<) be a totally ordered set. For any subset S £; G,
the following statements are equivalent:

(1) Sis WOo

(2) S satisfies DCC (i.e., any sequence Sl ~ S2 ~ S3 ~ . . . in S is eventually
constant).

(3) Any sequence {SI,S2,S3," '} in S contains a subsequence
{Sn(I) ,Sn(2) ,Sn(3)""} (where n(l) < n(2) < n(3) < ... ) such that
sn(l) s Sn(2) ~ Sn(3) ~ . . . .

Proof. Since (3) => (2) and (2) => (I) are both obvious, it is enough to show
that (I) => (3). Let {SI,S2,S3," '} be a sequence in a WO subset S of G.
Choose n(l) so that Sn(l) = min{s;: i ~ I}. Then choose n(2) > n(l) so
that Sn(2) = min{S;: i > n(I)} , ... , etc. This produces a nondecreasing sub-
sequence Sn(l) ~ Sn(2) ~ "' , as desired. QED

(14.17) Lemma. Let S, T be WO subsetsofa totally orderedset (G, <). Then
S u T is WOoIf (G, <) is an orderedgroup, then

U := S· T = {st : s E S, t E T}

is also WOo Moreover, for any u E U, there exist only a finite number of
orderedpairs (s, t) (s E S, t E T) such that u = st.

Proof. We omit the trivial proof of the first conclusion. For the second con­
clusion, assume, instead, that U is not WOoBy (14.16), there would exist a
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Sltl > S2t2 > .

where S; E S, t ; E T. After replacing {SI ,S2, } by a subsequence, we may
assume (since Sis WO) that SI ::;; S2 ::;; .. . . If t, ::;; tHI for some i, we would
have

a contradiction. Thus we must have tl > t: > t3 > ... . But this contradicts
the fact that Tis WOo This proves the second conclusion in the Lemma, and
the third conclusion follows from a similar argument. QED

We are now ready to present the general Mal'cev-Neumann construction
of Laurent series rings. For this construction, we fix a base ring R and an
ordered group (G,<). We assume that G is multiplicatively written, and
write

P={XEG : x >l}

for the positive cone of the ordering on G. Furthermore, we fix a group
homomorphism to from G to Aut(R) , the group of automorphisms of the
ring R; the image of g E Gunder to will be denoted by Wg .

As a set, the Mal'cev-Neumann ring A = R((G,w)) consists of certain
formal , but not necessarily finite, sums

IX = L IXgg ("Laurent series")
gE G

where the IXg'S are elements of R. (We think of such a formal series
IX = '5:.gE G IXgg as a function IX: G -+ R defined by IX(g) = IXg for all g E G.)
For each such IX, we define the support of IX by SUpp(IX) := {g E G: IXg =f:. O}.
Now define

(14.18) A =R((G,w)) = {IX=LIXgg: supp(IX)~GisWO} .

In A, we add and multiply elements according to the following formal rules:

(14.19)

(14.20)

L IXgg + LPgg = L(IXg+ Pg)g,
gEG gEG gEG

where the last sum is over all (g,h) such that gh = u. Since we may restrict g
and h respectively to SUpp(IX), supp(P) , and these supports are WO sets in G,
the last sum in (14.20) is finite by (14.17). Also, since

supp(IX+P) ~ supp(IX) U supp(P) ,

SUPP(IXP) ~ SUpp(IX) . supp(P) ,
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the supports on the LHS are both WO by (14.17). Therefore, addition and
multiplication are well-defined in A. Having made this observation, it is
straightforward to check that (A , +, .) is a ring. The subring of A consisting
of all finite sums !Y. = L: !Y.gg (i.e., sums of finite support) is just the twisted
group ring R * G defined in §1, which may be denoted here by R[G,w]. As
usual , we shall identify R with the subring R . 1 s A, and identify G with the
subgroup 1 . G of invertible elements in A. If w happens to be the trivial
homomorphism, the resulting untwisted ring of Laurent series will be denoted
by R((G)).

Of course , the idea of multiplying two "series" !Y. and fJ by (14.20) stems
from the distributive law and the twist law g . r = wg(r)g, where r E Rand
g E G. In the special case when G is an infinite cyclic group {x": n E Z}
ordered by the positive cone P = [x": n > O} , the homomorphism

w : G ----> Aut(R)

is specified by a single automorphism a := wx. In this case, the twist law
boils down to x . r = a(r)x (for r E R), and

A~ R«<x),ro)) ~ {~.,x" " E R,nd'}

is just Hilbert's twisted Laurent series ring R((x,a)), noting that WO-subsets
of Z are just nonempty subsets which are bounded below.

The reason we are interested in R((G,w)) in this section is given in the
next theorem. Note that in this result , no additional assumption on the
homomorphism w: G ---+ Aut(R) is needed.

(14.21) Theorem. Assume R is a division ring, and (G, <) and ware as above.
Then A = R( (G, w)) is also a division ring.

The proof of this interesting result is based on the following crucial lemma
on ordered groups (G,P):

(14.22) Lemma. Let S be a WO subset of P in the orderedgroup (G, P). Let
S" = { Sl " -s«: s, E S} for n ~ 1, and let SOO = Un~l S" S P. Then

(1) SOO is WO, and

(2) any u E S OO lies in onlyfinitely many S" 'so

Of course, by (14.17) and induction, we know that each S" (n ~ 1) is WO o
However, an infinite union of WO subsets of G need not be WO! Therefore,
the conclusion (1) in the Lemma is not immediate. This part (1) is, in fact, the
crux of the Lemma; its proof is long and rather technical. For this reason, it
is convenient to first assume the truth of (1) in the Lemma. Using this, we
shall deduce its part (2), and give a proof for Theorem 14.21. We shall then
return to give the tricky proof for part (1) of(14.22).
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Proof of (1) =} (2) in (14.22). Assume that there is a counterexample u to (2).
Since S OO is WO by (I) , there exists a least counterexample u E S m. For
I :::; i < 00, write u = SMa ' . . Sin, where 2 :::; n\ < nz < .. ., and sij E S. Since

u = Sil . (sa " . Sin,) E S· S OO ,

and both Sand S OO are WO, (14.17) implies that there is an element v E G
such that

Sa " . Sin, = V

for infinitely many i's. This v clearly lies in infinitely many sn 's, but Sil > I
for all t implies that v < u. This contradicts the choice of u as the least
counterexample. QED

(14.23) Corollary. (No assumption on R here.) Let

CI. = LCl.gg E A = R((G,w))

be such that S:= supp(CI. ) lies in P. Then for any aO ,at " " E R, the sum
ao + at CI. + a2C1.2 + .. . gives a well-defined element ofA.

Proof. Since supp(Cl. n ) £; S" , each g E G can lie in supp(Cl.n ) only for finitely
many n's, according to (14.22)(2). Therefore, the sum

y = ao + at CI. + a2C1. 2 + ...

makes sense. Moreover, supp(y) is WO since it lies in

{I} u U sn = {I} u S OO .
n ~1

Therefore, y is an element of A. QED

We are now suitably equipped to give the

Proof of (14.21). Assume R is a division ring and consider a nonzero element
fl = I: flgg EA. Let go be the least element in supp(fl)· Then fl;ol flgol = I - CI.
where CI. E A has supp(CI.) £; P. By (14.23),

y = 1 + CI. + Cl. 2+ ...

is a well-defined element of A, and a routine formal check shows that y is an
inverse of I - CI.. Therefore, I - CI. is a unit in A, and so fl = flgo(l - CI.)go is
also a unit in A. QED

To tie the loose end, it remains to give a proof for (I) of Lemma (14.22).
We proceed as follows.

In the ordered group (G,P), we say that two elements sand t in Pare
relatively archimedean (written S ~ t) if S :::; t'" and t :::; s" for some positive
integers m ,n. It is easy to check that "~ " is an equivalence relation on P.
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The equivalence class of S E P will be denoted by [s], which is called the
archimedean class of s. Given two archimedean classes [r] and [s], we define
[r] < [s] if r" < S for all n ~ 1. We see easily that "< " is well-defined (inde­
pendently of the choice of the class representatives), and gives a total order­
ing on the set of all the archimedean classes of G. As usual, [r] S [s] shall
mean either [r] < [s] or [r] = [s].

For any elements s\ , ... . s; E P, we always have

[SI " ,sn] = [maxj.n , ,sn}]'

In fact, if, say s, = max{S\, .. . ,sn}, then S( s; S Sf and Si S S( . . . Sn (since
all Sj > 1). This shows that Si ""' SI .. . Sn , and so [SI . . . sn] = [silo We shall now
proceed to

Proof of (1) in (14.22). For 8 as in (14.22), assume that 8 00 is not wa.
Then there exists a strictly decreasing sequence UI > U2 > .. . in 8 00

, say
u, = SilSi2 . . .Sinp where sij E 8. We claim that the sequence of archimedean
classes [ud ~ [U2] ~ . . . is eventually constant. To see this, let

By the foregoing observation, lUi] = lSi] so we have [sd ~ [S2] ~ . .. . Since
{SI , S2 , .. .} ~ 8 has a smallest element, say Sio ' the sequence [sd ~ [S2] ~ . . .
must stabilize after io terms, as claimed.

Let U = min{[ui]: i ~ I} = [Sio] ' A different choice ofa strictly decreasing
sequence in 8 00

, say u; > u~ > . .. , would lead to another archimedean class
U' , Since any such class is the class of an element in 8, we may assume that
our initial UI > U2 > .. . has been chosen such that U is as small as possible.
After discarding a finite number of u;'s, we may assume that U = [u;] = lSi]
for all i ~ 1.

Consider the nonempty set {s E 8 : [s] = U} . This has a least element, say
Suo Since [su] = [ud, there exists an integer m ~ I such that UI S su' We
may further assume that our sequence Ul > U2 > .. . (subject to all foregoing
conditions) has been so chosen that the m we took above is as small as pos­
sible. We represent each u, in one of the following four forms:

{

Si
ViSi

Ui = SiWi
ViSiWi

where Vi ,Wi E 8 00
• Only a finite number of the u;'s can be of the first type,

for otherwise we would have a strictly decreasing sequence in 8, which is
impossible. Therefore, there must exist a sequence of the u;'s of one of the
other three types, say, the fourth type. (The other two types are, in fact,
simpler and can be similarly handled .) After passing to a subsequence, we
may assume that u, = ViSiWi for all i . Let B = {Vi : i ~ I}, C = {Wi: i ~ 1}
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and letD = {Si : i ~ I} ~ S. If B and Care both WO , then by (14.17) (applied
twice), BDC is also WO , and Ul > u: > ... in BDC gives a contradiction.
Thus, we may assume, say, B is not WOo After replacing the v;'s by a sub­
sequence, we may therefore assume that VI > Vz > ... in B ~ S OO . We have
seen earlier that

V:= min{[v;] : i ~ I}

exists, and , since Vi ~ u., we have V ~ U. By the minimal choice of U,
we get V = U (and hence Sv = su). As before, we may assume that
[vd = [vzl = . . . . From

we see that m ~ 2 (for otherwise VI ~ I). But then cancellation of st) implies
that VI ~ sV- 1 = sp-l : this contradicts the minimal choice of m. QED

Now the proof of Theorem (14.21) is complete. We have the following
important consequence:

(14.24) Corollary. Let R be any division ring, and (G , <) and W be as above.
Then the twisted group ring R[G,w] can be embedded in a division ring,
namely R((G,w)) .

Let {Xi: i E I} be a set of independent indeterminates each of which
commutes with R . The free ring R<Xi: i E I) generated by {Xi} over R is a
subring of the group ring R[G], where G is the free group generated by {Xi} .
Since (by (6.31)) any free group can be ordered, we have the following con­
sequence of (14.24) by taking co to be the trivial homomorphism:

(14.25) Corollary (Mal'cev, Neumann, Moufang). For any division ring R, the
free ring R<Xi: i E I) can be embedded in a division ring.

The R((G,w)) construction gives many examples of centrally infinite
division rings. We shall not compute the center of A = R((G,w)) in general,
but shall content ourselves with the remark that, using the argument in the
proof of Case 1 in (14.2), we get easily the following conclusion:

(14.26) Corollary. If R is a field, (G, <) is a nontrivial ordered group and
w: G --+ Aut(R) is an injective homomorphism, then

Z(A) = R G := {r E R : wg(r) = r for all g E G},

and the division ring A is centrally infinite.

In this section , we have only touched lightly upon the problem ofconstruct­
ing division rings. There are many other methods available in the literature,
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e.g., Noether's method of constructing centrally finite division algebras by
crossed products (1929), Kothe's method of constructing centrally infinite
division algebras by using infinite tensor products (1931), and Ore 's method
of constructing division algebras by using one-sided rings of quotients
(1930). Some of these methods will be studied in more detail in Lectures. In
this section, we have presented what we regard as the most elementary con­
structions of division rings. On the one hand , these constructions are of great
historical importance; on the other hand, they can be presented in an entirel y
elementary way, without assuming any knowledge of the general theory of
division rings. These two factors make the examples presented here particu­
larly suitable for this introductory section.

For more extensive surveys on the construction of division rings, we refer
the reader to Cohn [77], [95], and Dauns [82].

Exercises for §14

Ex. 14.1. Let D be a ring containing a division ring K. Let [D : K] e (resp.
[D : K],) denote the dimens ion (as a cardinal number) of D as a left (resp.
right) K-vector space. The following construction shows that [D: K]e "#
[D : Kl, in general. Let k be a field and K = k(t) where t is an indeterminate.
Let D = K EB K . x , made into a ring with the multiplication rules x 2 = 0
and x b(t) = b(t2)x for any b(t) E K. Show that K . x = xK EB txK, and so
[D : K]e= 2, [D : K], = 3. Ifwe set Kn = k (tn), then the transitivity formulas
for left and right dimensions show that [D : Kn]e = 2n, [D : Kn], = 3n.

Ex. 14.2. The following question was raised by E. Artin: if D ;;:2 K are a pair
ofdivision rings, is [D : K]e = [D : K],? Show that this hold s if D is centrally
finite. (Hint. Let A be the subring of D generated by K and Z (D ). Show that
A is a division ring and that [A : K] e = [A : K],. Then use the transitivity
formulas for left and right dimensions to show that [D : Ale = [D : A], and
[D : K]e = [D : K],.)
Remark. In 1961, P.M. Cohn found examples of division rings D ;;:2 K such
that [D : K], = 2 but [D : K] e = 00 . Later, A. Schofield has even found ex­
amples D ;;:2 K where [D : K]e and [D : K], are both finite but not equal.

Ex. 14.3. For K/F a cyclic extension with Gal(K/F ) = <a) , let D =
(K/F,a,a) be a cyclic algebra, where a E F. Show that, if we allow a to be
zero , the resulting algebra D is no longer simple (unless K = F).

Ex. 14.4. Let D = (K/F ,a,a) be a cyclic algebra for which there exists
c E K * with NK/F(C) = a. Give an alternative proof for the splitting of D by
constructing an explicit isomorphism L from D to EndF(K ). (Hint. For
bE K, let ),(b) E EndF(K ) denote the left multiplication by b on K. Define
L by L(b) = ).(b) and L(x ) = A(c)a and show that L respects the defining
relations in the cyclic algebra. Then use the simplicity of D.)
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Ex. 14.5. In Dickson's example of a 9-dimensional Q-algebra D, as defined
in (I4.l4)(a) and (b), show that, for any nonzero a E K, we have

(*) Q(a.x) ;; Q( ~/2N(a)) and Q(ax2) ;; QU/4N(a))

(where N = NK / O) , and that these are maximal subfields of D. Note that
K = Q(v) is Galois over Q, but these new maximal subfields are not.

Ex. 14.6. Refer to the notations in (14.2) and assume that a has finite order
s. In this case, D=k((x,a)) = (KjF, a, XS), where F=ko((xS)) and
K = k((xS)). Show that K' = ko((x)) as well as K are maximal subfields of
D. If s > 1, show that K and K' are not isomorphic over F.

Ex. 14.7. Let (e C\{I} be an sth root of unity, where s is a prime. Let
k = Q(O, K = k(y), and F = k(yS), where y is an indeterminate commuting
with k.
(1) Show that K jF is a cyclic (Kummer) extension with Gal(KjF) = <a) ,
where a is defined by a(y) = (y .
(2) Show that ( ¢ NK/F(K*). Therefore, D = (K jF,a,() is an sc-dimensional
division algebra over its center F. (The cyclic algebra relations boil down to
X S= e,xy = (yx. Note that the former relation already implies that xe = ex. )
(3) Show that K and K' = F(x) are both maximal subfields of D. (Note that
K = Q(( ,y) and K' = k(x)(yS) ~ Q((' ,y) , where (' is a primitive s2th root
of unity . In particular, K and K' are nonisomorphic fields.)

Ex. 14.8. Let a be an integer which is not a norm from the extension E =
Q( V'l) of Q. Show that the Q-algebra with generators w,a, x and relat ions

(*) w2 + ca + 1 = 0, a 3 = 2, x 3 = a, co« = «co, cox = xw , xex = wax

is an 18-dimensional Q-division algebra with center Q(w).

Ex. 14.9. Let A = R((G,w)) be as in (14.18), where R is an arbitrary ring .
For any ex E A such that

supp(a) ~ P := {g e G: g > I}

and any positive integer n which is invertible in R, show that 1 + a has an
nth root in A. (Hint. The key point is to show that the binomial coefficients

(1{n\ make sense in Z[I jn], and hence in R.)

Ex. 14.10. Let A = R((G)) (with trivial w), where R is a division ring and
(G, <) is a (not necessarily abelian) ordered group. Define a map cp: A * --+ G
by cp(ex) = min(supp a) for any ex E A*. Show that cp is a Krull valuation of
the division ring A with value group G in the sense that it satisfies the
following properties:
(1) cp(exfJ) = cp(a)cp(fJ) for any a,fJ E A*, and
(2) cp(a+fJ) :2::min{cp(a) ,cp(fJ)} foranya ,fJ,a+fJeA*.
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Ex. 14.11. Let A = R((G,w)) be as in (14.18), where R is a division ring. In
case G is an additively written ordered abelian group, it is convenient
to introduce a symbol x and write the elements of G "exponentially" as
{x g: 0 E G}. The elements of A are then written as a = LgeGagxg . Now let
G be the additive group IIIwith the usual ordering. Let A I be the subset of A
consisting of L:=I anxg• where an E Rand {Ol ,02, ...} is any strictly increas­
ing sequence in III with limn--+ oo On = +00 . Show that AI is a proper division
subring of A. If

A2 = {fanxg. : an E Rand 01 < 02 < '" in Ill},
n=1

is A2 a subring of A?

Ex. 14.12. Let K be a division ring and a be an automorphism of K such
that a2(b) = aba:' for all b E K, where a is an element of K fixed by a. Let
D = K E9 Kx where x 2 = a and xb = a(b)x for all b E K.
(1) Show that D is a division ring iff there does not exist c E K such that
a = a(c)c.
(2) Compute Z(D).
(3) Show that D is centrally finite iff K is.

Ex. 14.13A. Let G be a group of automorphisms of a field K, and let F
be the fixed field of G. Let A = K *G be the skew group ring of Gover
K, with respect to the natural action of G on K, as defined in (1.11). By
adapting the arguments used in the proof of (14.6), show that
(1) A is a simple ring with center F.
(2) K(= K . 1) is a maximal subfield of A.

Ex. 14.13B. (W. Sinnott) Keep the notations in Exercise 13A.
(I) Show that K is a left A-module under the action

(L: al1a) . c = L al1 a(c).

(2) Show that AK is faithful and simple, with End(AK) ~ F.
(3) Using the Wedderburn-Artin Theorem (but without assuming any facts
from Galois Theory) , show that IGI < 00 iff [K : F] < 00 , and that , in this
case, IGI = [K: F].

Ex. 14.13C. (Berger-Reiner) Keep the notations in Exercise 13A, and
assume that n = IGI < 00 . The field K has the natural structure of a left
FG-module. Noether's Normal Basis Theorem in Galois Theory states that
the FG-module K is free of rank 1, i.e. there exists an element C E K such that
K = EBueGF. a(c).
(1) Deduce this theorem from the Krull-Schmidt Theorem for finite­
dimensional FG-modules (see (19.22)).
(2) Deduce from (1) that , for any subgroup H £;;; G, the fixed field L = K H

has a primitive element over F.
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Ex. 14.14. In the Q-division algebra D defined in (14.14), compute the inverse
of the element v + x. (The answer is [x2 + (v2 + V + I)x + (v2 + V - 2)]13.)

Ex. 14.15. Let K = Q(v) be the cubic field defined by the minimal equation
v3 + av + b = 0 where a, b are odd integers . Show that for any element
IX = P+ qv+ rv2 E K where p,q,r E Z, we have

NK/Q(IX) == 1+ (p + I)(q + I)(r + I) (mod 2).

Using this, show that, for any even integer n, if n E N KjQ(K), then 81 n.

Ex. 14.16. Show that K = Q(v) with v3 - 3v+ I = 0 is a cyclic cubic field,
and find the conjugates of v. Then, proceeding as in Dickson's example
(14.14), show that D = Q<v,x) defined by the relations

v3 - 3v+ I = 0, x 3 = 2, and xv = (v2
- 2)x

is a 9-dimensional division algebra with center Q.

Ex. 14.17. Do the same for K = Q(v) with v3 - 7v + 7 = O. (Hint. The
conjugates of v are 3v2 + 4v - 14, and -3v2 - 5v + 14.)

§15. Tensor Products and Maximal Subfields

In this section, we shall investigate the behavior of division rings under the
tensor product operation. This investigation turns out to be important for
the study of subfields and maximal subfields of division rings which is the
main topic for this section . Most of the results in the first half of this section
can be developed more generally for simple rings instead of division rings.
However, since our attention in this chapter is focused on division rings, we
shall not try to give the more general treatment here. In this section, the
division rings under investigation are not always assumed to be centrally
finite; in particular, about half of the results here are meaningful for arbi­
trary division rings.

Recall that for algebras D,D' over a field F, we can form the tensor
product algebra D @F D', in which D = D @ I and D' = I @ D' are com­
muting subalgebras. Since we are studying division rings in this section, a
natural question to ask would be: what is the structure of D @F D' when
D,D' are both division F-algebras? In the case when F is exactly the center of
D, this question is partly answered in the following theorem.

(15.1) Theorem. Let D,D' be F-algebras , where F = Z(D) is afield, and let
R :=D@FD'.

(I) The centralizer CR(D) ofD = D@ I in R is D' = I @ D'.

(2) Z(R) = Z(D').
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(3) Assume D, D' are both division algebras. Then R is a simple F-algebra.
It is an artinian algebra if dim» D' < 00 (but not conversely).

Proof. Fix an F-basis {d/: i E I} in D' and write

(15.2)

Let y = 2:c,@ d/ (a finite sum) be in CR(D), where Ci ED. For any d e D,
dy = yd implies that 2:de, @ d; = 2:c.d @ d;. From (15.2), it follows that
c, E Z(D) = F, and therefore y = 2: I @ c.d] ED'. Since D' £; CR(D), this
shows that CR(D) = D' . Using this, it follows readily that Z(R) = Z(D') .
For (3), assume that D, D' are division algebras and let \!l # 0 be an ideal in
R. Let

m

Z= L~@d~j
j=1

be a nonzero element in \!l, with m chosen minimal. Since D is a division
ring, we may clearly assume that d, = 1. For any d E D,

m

dz - zd = L(ddj - ~d) @ d~j
j=2

lies in \!l. By the minimal choice of m, this element must be zero. Therefore,
for j ~ 2, dd, = djd, and so ~ E Z(D) = F. We have now

m

Z = L 1 @ djd~j E D'\{O} .
j=1

Since D' is a division ring, z has an inverse in D' and hence in R. This shows
that R is a simple ring . Assume now dim» D' < 00. Then I above is a finite
set. As a left D-vector space, R is finite-dimensional with basis {I ® d/: i E I}.
Since any left ideal of R is a D-subspace of DR, it follows that R is left (and
hence also right) artinian. QED

Note that the simple ring D @F D' may be artinian even without dim» D'
being finite . For instance, if D is the division ring of rational quaternions,
with Z(D) = ()l, then for D' = IR, D @ Q D' is the division ring of real qua­
ternions, which is, of course, artinian.

Next we shall specialize to the study of the tensor product of a division
ring D with the opposite ring KOp of a division subring K of D containing the
center of D. Recall that the opposite ring KOP consists of " form al" elements
{aop : a E K} with addition and multiplication given by

aOP + bOP = (a +btP, aOP • bOP = (batP•

In KOP, the multiplication of elements is "turned around"; more precisely,
the opposite ring KOP is canonically anti-isomorphic to K. Note that if K is a
division ring, then so is KOP.
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(15.3) Theorem. Let D be a division ring with center F. Let K be a division
subring of D containing F, and let L = CD(K) (also a division subring ;2 F).
Then D can be made into a faithful simple left module over R := D @FKOP in
such a way that End(RD) ~ L. From the Density Theorem (11.16), it follows
that R acts as a dense ring of linear transformations on DL .

Proof. The left action of R on D is given by

(d @ aOP)(v) = dva for d, v E D and a E K.

Since left multiplication by d commutes with right multiplication by a by the
associative law, it is easy to check that the above action is well-defined,
making D into a left R-module. The ring of endomorphisms of RD is com­
puted as follows. Let f E End(RD) (written on the right of D). Since f
commutes with left multiplication by elements of D,f must be the right
multiplication on D by an element c E D. Since this multiplication also com­
mutes with right multiplication by elements of K, we have c E CD(K) = L.
Thus End(RD) ~ L. Clearly, the R-module RD is simple (since DD is already
simple) and faithful (since R is a simple ring, by (15.1)). QED

Using (15.3), we can prove the following remarkable result.

(15.4) Theorem. With the notation in (15.3), the following statements are
equivalent:

(1) dim» K < 00.

(2) dim(Dd < 00.

(3) The simple ring R = D @FKOP is artinian .

If any of these conditions holds, say r = dim(DL) < 00 , then dim» K is
also equal to r, and R=D@FKOP~Mr(L) . Moreover, CD(L)=K, and
dime D = (dimF K) . (dimF L) (as cardinal numbers) .

Proof. (I) :::} (3) follows from (15.1), and (2) ¢:} (3) follows from (11.17). For
the rest of the proof, assume r = dim(DL) < 00. We must prove (1) and the
other conclusions. By (11.19), the natural map

R -+ End(DL) ~ Mr(L)

is onto , so R ~ Mr(L) . As left R-modules, RR ~ r- (RD) . In particular,
as left D-modules , DR ~ r - (DD) ; therefore, dim(DR) = r. Since dim» K =
dim(DR), it follows that dim» K = r < 00, proving (1). By the transitivity
formula for dimensions, we have

dim» D = dim(Dd . dim» L = tdim» K)(dimF L) .

(Note that in the case when D is centrally infinite, this equation amounts to
dim» D = dim» L, since dimF K < 00 here.)
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Finally, to show that CD (L ) = K, it suffices to see that any bE CD (L )
must lie in K. The right multiplication by b on D, denoted by Pb' belongs to
End(Dd . Therefore, Pb corresponds to left multiplication by an element
y E D ®F KOP on D. Since Pb also commutes with left multiplication by an y
element of D, we have y E CR (D). Therefore, by (15.1), y = I ® aOP for som e
a E K. Letting y and Pb operate on l ED, we conclude that b = a E K.

QED

According to this Theorem, if K is an y division subring of D with infinite
dimension over F, then D ®F KOp is neither left nor right artinian. Thus, the
tensor product of two very nice artinian algebras over F ma y fail to be either
left or right artinian. Letting K = D (and L = F), we have , in particular, the
following conclusion:

(15.5) Corollary. A division ring D with center F is centrally finite iff
D ®F DOp is a (simple) artinian ring. Ifn = dim» D < 00 , then

D ®FDOP~ End(DF) ~ Mn(F).

From left-right symmetry, we can also draw the following conclusion from
(15.4):

(15.6) Corollary. In (I5 .3), assume that r = dimv K < 00. Then dim(Dd =

dim(LD) (= r).

In (15.4), the conclusions that

CD (CD (K )) = K and dim» D = (dimF K )(dimF CD (K ))

(under the assumption that dim» K < (0 ) are often referred to as the Double
Centralizer Theorem. We note in pa ssing that, if K is not assumed to be
finite-dimensional over F, the equ ation CD(CD (K )) = K need not hold in
general. For a counterexample, see Exercise 4 below.

A powerful method for studying division rings is to investigate the prop­
ertie s of their maximal subfields. The tensor product results given in the dis­
cussion above were developed in part to facilitate the study of maximal
subfields. By definition, a subfield K in a ring D is said to be a maximal
subfie ld of D if K is not properly contained in another field lying in D. If D
itself is a division ring , then to say that K is a maximal subfield is equivalent
to saying that K is a maximal commutative subring, since any commutative
subring of D is contained in a subfield of D. We have the following easy
characterization of maximal subfield s of a division ring which is independent
of the tensor product result s.

(15.7) Proposition. A subfield K ofa division ring D is a maximal subfie ld iff
CD (K ) = K. If this is the case, then K :2 Z (D).
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Proof. Let L = CD(K) ;;2 K. If L = K , then for any subfield K' of D
containing K, we have K ' ~ L = K , so K is a maximal subfield. Conversely,
assume K is a maximal subfield. For any c E L, we can adjoin c to K to form
a field K (c). By the maximality of K, we must have K (c) = K and so c E K.
Applying this argument to c E Z (D), we see that Z (D) ~ K. QED

If we now bring the tensor product results to bear , we can prove the fol­
lowing important fact about maximal subfields in a division ring. (The case
of cyclic algebras provides a good illustration of this result; see (14.12) and
(14.13).)

(15.8) Theorem. Let D be a division ring with center F and let K be a maximal
subfi eld of D. Then the scalar ex tension algebra D ®F K is a simple algebra
which acts as a dense ring of linear transformations on DK. The following
statements are equivalent:

(I) D ®F K is artinian.

(2) dim(DK) < 00 .

(3) dim(KD) < 00 .

(4) dim» K < 00 .

(5) D is centrally fini te.

Assume r = dimy K < 00 . Then dim(DK) = dim(KD) = r,

and dim » D = r2 (a perf ect square). Moreover, a subfie ld E ;;2 F is a max imal
subfie ld ofD iffdim» E = JdimF D.

Proof. Here L := CD (K ) is just K by (15.7), and KOPmay be identified with
K since K is commutative. Therefore , all conclusions follow from (15.3),
(15.4) and (15.6), except the "if" part in the last statement of the theorem.
Finally, this "if" part follows easily from the "only if" part since any sub-
field E ~ D can be enlarged to a maximal subfield of D. QED

This theorem can be combined with a classical theorem of Artin and
Schreier to give some nice results. The Artin-Schreier Theorem we shall use
here states the following: If K is an algebraically closed fie ld and F is a sub­
fi eld in K with I < dim » K < 00 , then F must be a real-closed fi eld with
F(vCT) = K. If K is assumed to be of characteristic zero, this is a relatively
easy result. The more difficult part of the argument is devoted to showing
that K must have characteristic zero. A full proof of the Artin -Schreier
Theorem can be found on p. 674 of Jacobson [89].
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(15.9) Theorem. Let D be a noncommutative division ring containing an
algebraically closed field K such that r:= dim(DK ) < 00 . Then F := Z(D) is
a real-closed field, and D is the division ring of quaternions over F.

Proof. Clearly K must be a maximal subfield of D. By (15.8), dim» D = r2

and dim» K = r. Since D f= F, we have r » I, so the Artin-Schreier Theo­
rem implies that F is real-closed with F( J=T) = K; in particular, r = 2. By
Frobenius' Theorem (the finite-dimensional version of (13.12), for real closed
fields), D is the division ring of quaternions over F. QED

By using similar techniques, we can also obtain an extension of Frobenius'
Theorem which is due to Gerstenhaber and Yang [60]. Our proof here is
quicker and much more conceptual than the one which appeared in their
original paper.

(15.10) Theorem (Gerstenhaber-Yang). Let D be a noncommutative division
ring containing a real-closed field R such that s:= dim(DR ) < 00. Then
F := Z(D) is a real-closed field, and D is the division ring ofquaternions over
F. There exists an element i E CD(R) with i2 = -I such that R(i) = F(i) in D
(but Rand F need not be isomorphic) .

Proof. Let K be a maximal subfield of D containing R. We claim that K f= R.
For, if K = R , then dim(DK ) = s > I since D is not commutative. By (15.8)
we have s = dim» K = dim» R, and so F has codimension 2s > 2 in the
algebraically closed field R(J=T) . This is impossible by the Artin-Schreier
Theorem." Therefore K ~ R, and , since K is algebraic over R, K must be
algebraically closed with K = R(i) where i E K ~ CD(R) and i2 = -1. Now
(15.9) gives the desired result. QED

To see that F and R above need not be isomorphic, use the fact that the
complex number field C contains real-closed subfields R with C = R(J=T)
but R t IR. Thus, in the division ring lHI of quaternions over IR, lHI has left
and right dimensions = 4 over R , but R is noncentral and not isomorphic to
IR = Z(lHI).

In the second half of this section, we shall be concerned with the existence
problem of separable algebraic elements over the center (or a subfield of the
center) of a division ring. The presence of such separable elements has proved
to be useful in understanding the structure of division algebras in general. The
following existence theorem is due to Noether in the case of centrally finite
division algebras, and to Jacobson in the general case of algebraic algebras.

2 Note that we only need the characteristic zero case of the Artin-Schreier Theorem here.
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(15.11) Noether-Jacobson Theorem. Let D be a noncommutativedivision ring
which is an algebraic algebra over afield F (which need not be Z(D)). Then
there exists an element in D\F which is separable over F.

Proof. (Herstein) We may assume that charF = P > O. If we deny the con­
clusion of the theorem, every element in D\F would be purely inseparable
over F. Fix any element a E D\Z(D) , and fix an integer n such that apn

E F .
Let 0 = oa: D ---+ D be defined by o(x) = ax - xa. As in the proof of (13.8),

opn (x) = apnx - xapn = 0

since a
pn

E F s; Z(D). Fix an XED such that o(x) "# 0, and let r be the
largest integer such that y := or(x) "# O. Then o(y) = 0 implies that y com­
mutes with a, so z := y-I a also commutes with a. Since r ~ I, we can write
y = o(u) = au - ua for some u ED . Multiplying by z from the right, we get

a = a(uz) - (uz)a = av - va,

where v = uz. Thus v = 1 + a-Iva. Take an integer r ~ 0 such that vP' E F.
Then we have

vP' = (I + a-1va)P'

= 1+ (a-1va)P'

= 1+a-'vP'a

= 1+ «',

a blatant contradiction. QED

In the case of centrally finite division rings, we have the following impor­
tant application of(15.11).

(15.12) Theorem. Let D be a centrally finite division ring with center F. Then
D has a maximal subfield that is separable over F. In fact, every subfield
E S; D separable overF can be enlargedinto a maximal subfield K S; D that is
separable over F.

Proof. Given E, let K 2 E be a maximal separable field extension of F in D.
(Such a field certainly exists since dimF D < 00 .) We are done if we can show
that K is a maximal subfield of D. Assume otherwise, and let L := CD(K).
By (15.7), L 2 K and by (15.4),

Z(L) = L (\ CD(L) = L (\ K = K.

In particular, L is not commutative. Applying (15.9) to the finite­
dimensional K-division algebra L, there exists an element z E L\K that is
separable over K. Then K(z) is a separable field extension of K and hence of
F. Since K(z) 2 K, this contradicts the choice of K. QED
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Note that the proof above depends on the Double Centralizer Theorem on
K, which requires the hypothesis that dim» K < 00. Thus, it is not clear how
this proof could extend to, say, the case of algebraic algebras. In fact, if Dis
an algebraic division algebra with center F, I do not know if D must contain
a maximal subfield that is separable over F.

In Section 12, we stated a commutativity theorem due to Kaplansky, which
says that if R is a semiprimitive ring such that.for any a E R, a"(a) E Z(R) for
some positive integer n{a), then R is commutative (cf. (12.11)). We showed
already in §12 that it would be enough to prove this result for division rings
R. We shall now try to present this proof using the results in this section.

For convenience, let us adopt the following terminology: Given a pair of
rings S s; R, we say that R is radical over S if, for any a E R, a"(a) E S for
some n(a) ~ 1. In order to prove Kaplansky's Theorem for division rings,
we first need to understand field extensions K s; L where L is radical over K
(i.e., L */ K* is a torsion group). Fortunately, such field extensions can be
completely characterized.

(15.13) Proposition. Let F s;; K be afield extension where K is radicalover F,
and let P be the primefield of F. Then char P = p > 0, and either K is purely
inseparable over F, or K is algebraic over P. (Conversely, if these conclusions
hold, then clearly K is radical over F.)

Proof. We may assume that the algebraic extension K/ F is not purely
inseparable (for otherwise we are done). Hence there is an element a E K \F
that is separable over F. Let E be a finite normal extension of F containing
a. Since art F , there is an automorphism rp of E over F such that
b := rp{a) # a. Fix an integer n > °such that an E F. Then

b" = rp{ar = rp{an) = an

implies that b = coa where co # 1 is an nth root of unity in E. Similarly, since
rp{a + 1) = b + I and (a + I)m E F for some m > 0, there is an mth root of
unity to' E E such that b + I = co'(a + I) . Now w # co' , otherwise

b + I = w(a + 1) = b + w,

contrary to co # 1. Eliminating b, we have a = (w' - I) /(w - w'). Since
co, to' are roots of unity, this shows that a is algebraic over the prime field P.
Now consider any element rEF. Repeating the foregoing argument with
a + r instead of a, we see that a +r, and hence r, is algebraic over P. In
short, F, and hence K, is algebraic over P. It remains only to show that
char P > 0. For any integer r, our argument applied to a + r shows that
there is an equation

(15.14) a + r = (w; - I) /{w r - w;)

where co, # w;are suitable roots of unity. Upon reexamining our argument,
we see that all the on; w; are found in the field Eo := P{a,b). Since
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[Eo: P] < 00 , Eo contains only a finite number of roots of unity. Thus char P
must be nonzero, for otherwise we would not be able to account for the
infinite number of elements in (15.14). QED

With the preparation above, we can now offer a proof for Kaplansky's
Theorem in the division ring case.

(15.15) Theorem. Let D be a division ring that is radical over its center F.
Then D = F.

Proof. Assume D i= F . Since D is an algebraic algebra over F, the Noether­
Jacobson Theorem (15.11) implies that there exists an element c E D\F
that is separable over F. The field K := F(c) is radical over F, so we can
apply (15.13) to K;2 F. Since Kis separable over F, the conclusion is that K
is algebraic over its prime field, which is some finite field IFp . Now any d E D
is algebraic over F so d is also algebraic over IFp . This shows that the division
ring D is an algebraic algebra over IFp . But then by Jacobson's Theorem
(13.11) , D is commutative. This is a contradiction. QED

To conclude this section, we shall give another application of the
Noether-Jacobson Theorem to the study of the structure of division rings .
The following two results may be viewed as analogues of the Theorem on
Primitive Elements in field theory. Our presentation here follows Jacobson
[56].

(15.16) Theorem (Brauer, Albert). Let D be a division ring of dimension r2

over its center F. Then there exist elements ex, P E D such that the r2 elements
{ex iPexi : 0:::;; i,j < r} form an F-basisfor D.

Proof. By (15.12), there exists a maximal subfield K of D that is separable
over F. Then, by the Theorem on Primitive Elements, K = F(ex) for some ex
which satisfies a minimal polynomialf(t) E F[t] of degree r . View D as a left
D ®FKOP-moduie by the action (d ® aOP) (v) = dva, where d, v E D and
a E K. Since K is commutative, we shall identify KOp canonically with K. In
the proof of (15.3), we have observed that D is a faithful (D ®FK)-module;
thus, D is also a faithful (K ®FK)-module. Let T E End(KD) be defined by
T(v) = vex, for v E D. Then f(T) = O. We claim that I, T , ... , rr- I are K­
independent in End(KD). For, if L~:6 a.T! = 0 where a, E K, then

(

r- 1 ) r-1 r-1

~ a, ® ex
i (v) =~ aivexi =~«r'»= 0

for all v E D, and hence L;':~ a, ® ex i = 0 in K ®FK . Since
r-I

K®FK = EB K®ex i,
i=O
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it follows that all a, = o. Therefore, as a K-linear transformation on KD, T
has minimal polynomial f(t) . Since dim(KD) = r, we conclude from stan­
dard facts in linear algebra that the space KD is T-cyclic, i.e., there exists an
element p E D such that D is spanned over K by all Tjp (j ~ 0) . Therefore

r-I r-I (r-I )
D =~K . Tjp =~ £;Fa

i
pa

j =ofu<r F · aipa
j.

Since dim» D = r2, it follows that {aipaj : O:s; i,j < r} forms an F-basis
for D. QED

(15.17) Corollary. Let D be a division ring of dimension r2 over its
center F. Then there exist two conjugate elements a, a' in D such that
{aiaU: O:s; i,j < r} forms an F-basisfor D. In particular, D is generatedas
an F-algebra by a and a'.

Proof. Right multiplying the basis {aipaj : O:s; i,j < r} in (15.16) by s:',
we get a new basis {ai(pap-I)j : O:s; i,j < r} for FD. Now let a' = pap-I .

QED

Exercises for §15

Ex. 15.1. (Hua, Kaplansky) Suppose, in a noncommutative division ring D,
an integer n(x) > 0 is assigned to every element XED in such a way that
n(axa- I ) = n(x) for every a E D*. Show that {xn(x) : x E D*} generates D as
a division ring. (Hint. The division ring K generated by {xn(x ) : x E D*} is
invariant under all inner automorphisms of D . If K i= D, then K S;; Z(D) by
(13.17). But then D is commutative by (15.15).)

Ex. 15.2. (Jacobson) Let D be an algebraic division algebra of infinite
dimension over its center F. Show that there exist elements in D of arbitrarily
high degree over F. (Hint. Assume otherwise and let K ;;2 F be a finite sepa­
rable field extension of F in D with the largest degree. By (15.4), K is the
center of L = CD(K). If K ~ L, there would exist an element a E L\K sepa­
rably algebraic over K, by (15.11). Therefore K = L so K is a maximal sub­
field of D. But then (15.8) implies that dim» D < 00 .)

Ex. 15.3. Let R be a field, (G, <) be a nontrivial ordered group, and
w: G ----* Aut(R) be an injective group homomorphism. Show that R is a
maximal subfield of the Mal'cev-Neumann division ring D = R((G, w)).

Ex. 15.4. Let R = Q( y) and let a be the Q-automorphism of R defined
by a(y) = 2y. Let D be the division ring R((x,a)) . Show that KI = Q(y)
and K2 = Q((x)) are both maximal subfields of D. Let Ll = Q(y2) and
L2 = Q( (x2)), both of which contain Z(D) = Q. Show that CD(Li) = K,
and so CD(CD(Li)) = Ki ;2 L, for i = 1,2. (This provides counterexamples
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to the Double Centralizer Theorem for subfields of D infinite-dimensional
over the center.)

Ex. 15.5. Let D be a centrally finite division ring with center k. Let [D,D] be
the additive subgroup generated by all additive commutators ab - ba, where
a,bED. Show that [D,D] s; D. (Hint. Let K be a maximal subfield of D.
Extending scalars to K, [D, D]K s [DK,DK]. Note that DK is a matrix alge­
bra over K and [DK , DK ] consists of matrices of trace zero.)

Ex. 15.6. Let D be a centrally finite division algebra with center k , and let K
be a subfield of D containing k. Show that K is a splitting field for D iff K is a
maximal subfield of D.

§16. Polynomials over Division Rings

In this section, we shall be interested in polynomials over a division ring D
and roots of these polynomials in rings R containing D. Since the coefficients
of these polynomials may not commute with elements of R, the notion of
roots must be defined carefully. We proceed as follows .

For any ring R, let R[t] denote the polynomial ring in one variable t over
R, where t commutes elementwise with R. For a polynomial

n

J (t) = l:a/ E R[t],
i=O

and an element r E R, we define J(r) (the evaluation of J at r) to be the
element 2:7=0a.r' E R. Note that although

in the polynomial-ring R[t]' the two elements 2:7=0a.r',2:7=0ria; of R may
be different. To evaluateJ(r), we have to first expressJin the form 2:7=0a.t' ,
and then substitute r for t. Note that from J (t) = g(t)h(t) E R[t]' it does
not follow that J (r) = g(r)h(r), i.e., evaluation at r is in general not a
ring homomorphism from R[t] to R. For a simple example, consider
g(t) = t - a, h(t) = t - b, where a,b are two noncommuting elements of R.
Then J(t) := g(t)h(t) = t2 - (a + b)t + ab, and so

J(a) = a2 - (a + b)a + ab = ab - ba #- 0 = g(a)h(a).

(16.1) Definition. An element r E R is said to be a right root of J(t ) E R [t]
ifJ(r) = O.

Since (mostly) only right roots will be considered in the text , we shall often
omit the adjective " right" and simply call them roots. It is easy to establish
the following noncommutative form of the Remainder Theorem.
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(16.2) Proposition. An element r E R is a root of a nonzero polynomial
f(t) E R[t] iff t - r is a right divisor off(t) in R[t]. The set ofpolynomials in
R[t] having r as a root is the left ideal R[t] . (t - r).

Proof. It suffices to prove the first statement. Iff(t) is of the form

(Lciti)(t-r) = LC/+I - LCirt i,

then

f(r) = L Ciri+1 - L c.r . r' = O.

Conversely, assume f(r) = O. By the usual Euclidean Algorithm, f(t) =
g(t)(t - r) + s for some g(t) E R[t] and some s E R. The first part shows that
r is a root of g(t)(t - r). Thus 0 = f(r) = s; i.e.,f(t) = g(t)(t - r) . QED

We shall now specialize to division rings. The fact that any nonzero
element has an inverse in a division ring makes possible the following result.

(16.3) Proposition. Let D be a division ring and letf(t) = g(t)h(t) E D[t]. Let
dE D be such that a := h(d) f= O. Then

f(d) = g(ada- I )h(d) .

In particular, if d is a root offbut not ofh, then ada :' is a root of g.

Proof. Let g(t) = 2:.bit i. Thenf(t) = 2:.bih(t)ti, so

f(d) = Lbih(d)di = Lbiadia-1a

= LMada-l)ia = g(ada-1)h(d) .

The last conclusion follows since D has no zero-divisors. QED

Over a field, a polynomial of degree n has at most n distinct roots. Over a
division ring, this is no longer true. For instance, in the division ring IHI of the
real quaternions, i, j ,k are all roots of t2 + 1. In fact , since any conjugate of i
is a root of t2 + I and since i has infinitely many conjugates (e.g., by (13.26),
or by a direct check), t2 + 1 has infinitely many roots in IHI . Nevertheless the
above-mentioned fact on polynomials over fields does have a reasonable
analogue for division rings, as follows.

(16.4) Theorem (Gordon-Motzkin). Let D be a division ring and let f be a
polynomial of degree n in D[t]. Then the roots off lie in at most n conjugacy
classes of D. Iff(t) = (t - ad .. . (t - an) where al , . . . , an ED, then any root
off is conjugate to some ai.
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Proof. We proceed by induction on n, the case n = 1 being clear. For n ~ 2,
let CE D be a root offand writef(t) = g(t)(t- c) by (16.2). Suppose d i= c
is another root off Then by (16.3), d is conjugate to a root of g(t). Invoking
an inductive hypothesis, d lies in a union of at most n - I conjugacy classes
of D. Therefore, the roots of flie in at most n conjugacy classes of D. The
second conclusion of the theorem follows similarly . QED

Next we shall prove some results on polynomials whose coefficients are
from the center F of a division ring D. Note that if a E D is a root of a
polynomial f(t) E F[t] , then all conjugates of a are also roots of f (This
follows by conjugating the equationf(a) = 0 by the nonzero elements of D.)
We shall say that a conjugacy class A is algebraic over F if one (and hence
all) of its elements is algebraic over F. In this case, the elements of A have the
same minimal polynomial over F, which we shall call the minimal polyno­
mial of A.

(16.5) Lemma. Let D be a division ring with center F and A a conjugacy
class of D which is algebraic over F with minimal polynomial f(t) E F[t] . If
a polynomial h(t) E D[t]\{O} vanishes identically on A (i.e., h(A) = 0), then
deg h ~ degf.

Proof. Assuming the conclusion is false, we can pick a polynomial

h(t) = t'" + d1tm-1 + .. .+ dm E D[t]

such that h(A) = 0 and m < degf is as small as possible . Since h(t) ¢ F[t],
there exists some d, ¢ F so we can pick an element e E D* not commuting
with d.. For any bED, let us write b' for the conjugate ebe: ': For any a E A,
we can conjugate the equation

am+ d1am-I + ...+ dm = 0

to get

(a,)m + d[(a,)m-l + .. .+ d~ = O.

On the other hand, we also have

(a't + di (a,)m-I + ...+ dm = O.

Thus, the polynomial H(t) = Lj':l (dj - dj)t m-j vanishes on eAe- 1= A.
This polynomial is not the zero polynomial (since d, i= df) and its degree is
<m. This contradicts the choice of m. QED

(16.6) Theorem. In the notation above, a polynomial h(t} E D[t] vanishes on A
iffh(t) E D[tl-!(t) .

Proof. For any a E A, f(a) = 0 implies that f(t) E D[t] . (t - a). If h(t) E

D[t] -!(t), then we also have h(t) E D[t] . (t - a), so h(A) = O. Conversely,
assume h(A) = 0 where 0 i= h E D[t] . By the division algorithm, we can write
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h(t) = q(t)f(t) + hI (t), where hI = 0 or deg h, < degf . But then h(A) = 0
implies that hi (A) = 0, so by the Lemma , h, = 0; i.e., hi (t) = q(t)f(t).

QED

Before we move on to give the applications of the theorem above, it is
worthwhile to mention that the argument used in the proof of (16.5) can be
used also to show the following interesting fact, which is well-known in the
commutative case:

(16.7) Theorem. Let D be an infinitedivision ring. Then no nonzero h(t) E D[t]
can vanish identicallyon D.

Proof. Assuming the contrary, we can pick a monic polynomial

h(t) = t'" + d\t m-1+ ... + dm-1t E D[t]

of the least degree such that h(D) = O. Arguing as in the proof of (16.5), we
can show that all d, must belong to F := Z(D); i.e., h(t) E F[t]. Since
h(F) = 0, F is a finite field. But now h(D) = 0 implies that D is an algebraic
algebra over F. By Jacobson's Theorem (13.11), D is commutative, so D = F
is finite, a contradiction. QED

Coming back now to the applications of (16.3)-(16.6), we shall prove
two classical results about polynomials over division rings, the first one due
to Dickson, and the second one to Wedderburn.

(16.8) Dickson's Theorem. Let a,b be two elements in a division ring D both
of which are algebraic over F = Z(D). Then a,b are conjugate in D iff they
have the same minimal polynomial over F.

Proof. We have already observed the "only if" part before. For the con­
verse, let A be the conjugacy class determined by a, and assume a, b have the
same minimal polynomialf(t) E F[t]. Sincef(b) = O,f(t) has a factor t - b
in the polynomial ring over the field F(b), say

f(t) = h(t)(t - b) = (t - b)h(t) ,

where h(t) E F(b)[t] . By (16.5), there exists a' E A such that h(a') =I- O. Since
f(a') = 0, (16.3) implies that a conjugate of a' is a root of t - b. This means
that b is a conjugate of a', and hence of a. QED

The next result, due to Wedderburn, states that if an irreducible polyno­
mial over the center of a division ring D has a root in D, then the polynomial
"splits completely" in D[t]. This result has no analogue in the commutative
theory , and thus represents a new phenomenon in the noncommutative
theory.

(16.9) Wedderburn's Theorem. Let D be a division ring with center F, and let
A be a conjugacy classofD which is algebraic over F with minimalpolynomial
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f(t) E F[t] ofdegree n. Then there exist ai, ... , an E A such that

f(t) = (t - an) '" (t - al) E D[t] .

Also, f(t) is the product of the same linear factors, permuted cyclically. The
elemental E A herecan be arbitrarily prescribed.

Proof. Fix an element al E A, so f(t) E D[t]· (t - ad . Take a factorization

f(t) = g(t)(t - a,)· · · (t - ad

with g(t) E D[t], al,"" a, E A, where r is chosen as large as possible. We
claim that h(t) := (t - a,) · .. (t - ad vanishes identically on A. In fact, let
a E A, sof(a) = O. If h(a) =F 0, (16.3) implies that g(a,+d = 0 for a conjugate
a,+! of a. But then we can write g(t) = gl(t)(t - a,+I) for some gl(t) E D[t],
and so f(t) has a right factor

(t - a,+I)(t - a,) · · · (t - al),

contradicting the choice of r, Therefore h(A) = 0, and (16.5) implies that
r = n := deg f; i.e.,f(t) = (t - an) . .. (t - ad .

To prove the conclusion about the cyclic permutations of the factors , we
simply note that wheneverf(t) EF[t]\{O} factors as fi (t)f 2(t) in D[t], then
It andfi must commute. In fact, fromf =fd2' we get

Itf =flt =It(hfl)

so cancellation ofIt yields f = fifl ' QED

(16.10) Corollary. In the notation of the theorem, if
f(t) = t" + d1tn-1 + ... +d; E F[t],

then -dl is a sum ofelements ofA and (--1) ndn is a productofelements ofA.

The factorization of the minimal polynomialf(t) in D[t] in Wedderburn's
Theorem is, of course, very far from being unique, since al can be chosen to
be any element of A . If the element al is not central (so n =F I), we know
from Herstein's Theorem (13.26) that A is infinite, sof(t) has infinitely many
distinct factorizations into linear factors in D[t]. In the context of the theory
of polynomial equations over division rings, Herstein's Theorem has the
following remarkable generalization:

(16.11) Theorem (Gordon-Motzkin). Let D be a division ring, and let g(t) =
I::':o Citi E D[t]. Let I' be the set ofroots ofg in D, and let A be a conjugacy
class ofDi If If (') AI ~ 2, then If rv AI is infinite.

Proof. Let us fix an element a EA. Which conjugates dad:" of a are in I?
Since
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we must look for d E D* for which 1:c.da' = O. Consider the additive
homomorphism L: D -+ D defined by L(d) = 1:c.da', for dE D. Let K =
CD(a), which is a division subring of D. Then L is right K-linear, since, for
any k E K,

L(d . k) = L c;(dk)a; = L c.da' .k = L(d)k.

Let V = ker(L) which is a right K-subspace of DK. We have a surjective
mapping

A.: V* = V\{O} - rllA

defined by A.(d) =dad:' for d E V* . For this map A., we have

A.(d) = A.(d') <=} dad:' = d'ad,-I

<=} d-1d' E CD(a)* = K*

<=} d' E dK *.

Therefore, Ainduces a one-one correspondence between r II A and the projec­
tivespace IP( Ji) associated with the vector space VK • Now assume If II AI ;::: 2.
Then VK has at least two "lines" through the origin; i.e., dim( Ji) ;::: 2. Since
Dis noncommutative (in view of IfllAI ;:::2), our earlier result (13.10)
implies that K= CD(a) is infinite. Then, by (13.22), IP(Ji) is also infinite .
Using the one-one correspondence set up above, we conclude that I' II A is
infinite. QED

Note that Herstein's Theorem (13.26) corresponds to the special case of
(16.11) when g(t) is the zero polynomial. In this case L = 0 and V = D in
the notation above. The projective space IP( Ji) here is just the coset space
D */ CD (a)* , and the one-one correspondence defined by A is the usual one
between the conjugates of a and the cosets of D * modulo CD(a)*.

(16.12) Corollary. If g(t) E D[t] has degree nand f is its set of roots in D,
then either [I"] ::;; n or If! is infinite.

Proof. Assume If! > n, say ril . . . , rn+ 1are distinct roots of g in D. Since by
(16.4) the elements of r lie in at most n conjugacy classes of D, two of the
r;'s must lie in the same conjugacy class, say A . Then If II AI ;::: 2 and the
theorem implies that If II A I is infinite. Therefore, [I"] is infinite. QED

In the case when D is a field, if C1, • • • , en are different elements of D, then
there is a unique monic polynomial in D[t] of degree n vanishing on
ci , ... , cn , namely, (t - cd ... (t - cn ) . This fact can be generalized to the
noncommutative case as follows.

(16.13) Theorem (Bray-Whaples). Let D be a division ring and C1, • • • , Cn be n
pairwise nonconjugate elements in D. Then there is a unique polynomial
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g(t) E D[t]' monic of degree n, such that g(cd = ... = g(cn ) = 0. Moreover,
g(t) has the following properties:

(a) c\, . . . ,Cn are all the roots ofg in D.

(b) Ifh(t) E D[t] vanishes on all c, (1 :s; i:S; n), then h(t) E D[t] · g(t).

Proof. We proceed by induction on n. For n = 1, t - c\ is the polynomial
we want , and it clearly has the properties (a), (b). Now assume n ~ 2. As
inductive hypothesis, we assume that there exists a monic polynomialf(t) of
degree n - I with CZ, .•. , c; as all its roots and such that any polynomial
vanishing on cz, . . . , Cn has f(t) as a right factor . In particular, the polyno­
mial g(t) we are looking for must have the form

g(t) = (t - d)f(t)

for some d e D. Since f(ct) '" 0, (16.3) implies that g(Ct) = °iff d =
f(ct)cIf(cd- t. This shows the existence and uniqueness of g. Now it only
remains for us to prove the properties (a) and (b) for the g(t) thus con­
structed. To prove (b), let h(t) E D[t] be such that

h(c;) = °(1:S; i :s; n).

Write h(t) = p(t)g(t) + r(t) where either r(t) = °or deg r(t) < n. Since
g(c;) =h(c;) =0, we have r(c;) = 0 too (1 :S;i:S;n), and so r(t)=O (for
otherwise r(t) can have roots in at most n - 1 conjugacy classes, by (16.4)).
Thus, h(t) = p(t)g(t), as desired. Finally, to prove (a), let c ED be a root of
g(t) = (t - d)f(t) , where d = f(cdcIf(cd- as before. We distinguish the
following two cases:

Case 1. c is a root of f(t) . In this case, CE {cz, . . . , cn } by the inductive
hypothesis, so we are done.

Case 2. c is not a root off(t). Then by (16.3), c is conjugate to d and hence
to Ct . We claim that c = CI. Indeed, assume otherwise. Take a quadratic
polynomial

A(t) = (t - e)(t - cd

which vanishes on Ct and c. (Such a polynomial can be constructed uniquely
by choosing e to be

(c - C\)c(c - cd -I ,

as in the first part of the proof.) Again by (16.3), the roots of Aare all conju­
gate to Ct. Write g(t) = q(t)A(t) +s(t) where either s(t) = 0 or deg s(t) :s; 1.
Then s(t) vanishes on Ct and c, and so s(t) = 0; i.e., g(t) = q(t)A(t). For i ~ 2
we have A(C;) '" 0, so, by (16.3), c, is conjugate to a root of q(t). But then
q(t) has roots in n - 1 different conjugacy classes, which is impossible by
(16.4) since deg q(t) = n - 2. Therefore we have shown that c = Ct . QED
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In field theory, a field F is said to be algebraically closed if every non­
constant polynomial in one variable over F has a root in F. In analogy to
this, it is reasonable to define that a division ring D is right algebraically
closed if every nonconstantpolynomial in one variable over D has a right root
in D. In view of (16.2), this is equivalent to saying that every f(t) E D[t] splits
completely into a product of linear factors in D[t]. The notion of a left alge­
braically closeddivision ring is similarly defined.

For centrally finite division rings, it turns out that "left algebraically
closed" and "right algebraically closed" are equivalent properties. More­
over, the algebraically closed centrally finite division rings can be completely
classified. In the following, this classification will be carried out. In the
commutative case, it is well-known that algebraically closed fields are clas­
sified by their characteristics, and by their transcendence degrees over their
prime field. Therefore, in the work below, it is sufficient to focus our atten­
tion on the noncommutative case. The first half of the classification is ach­
ieved in the following result. The proof we present below is a simplification
of the one which appeared in Niven [41].

(16.14) Theorem (Niven, Jacobson). Let R be a real-closed field and D be the
division ring of quaternions over R. Then D is right (and left) algebraically
closed.

Proof. For any quaternion q = a + bi + cj + dk E D, we define ij to be the
quaternionic conjugate a - bi - cj - dk. It is easy to see that q f--> ij is an R­
linear anti-automorphism of D with fixed field R. For any polynomial
f(t) = 'E qrtr E D[t], define J(t) to be 'E q.t' , Then we can check that, for
any pair ofpolynomialsf,g E D[t],fg = gf. In particular,

If =11 =If
implies thatJf E R[t]' for any polynomialf E D[t]. By induction on n = degf,
we shall show that f has a (right) root in D. For n = I, this is obvious, so
assume n ~ 2. Since R(i) s D is an algebraic closure of R,Jf has a root IX in
R(i). By (16.3), either IX is a (right) root off, or a conjugate Pof IX is a (right)
root off. In the former case we are done. In the latter case, iff(t) = 'E q.t",
we have 'Eijrpr = 0, so 'Eprqr = 0, i.e., p is a left root of f(t) . By (16.2)
(applied to left roots), we can writef(t) = (t - P)g(t) where g(t) E D[t] has
degree n - l. By the induction hypothesis, g(t) has a right root y E D. But
then y is also a right root for f(t), as desired. (A similar argument shows that
every f E D[t] has a left root in D.) QED

To complete the classification of (noncommutative) centrally finite divi­
sion rings which are algebraically closed, we now proceed to the following
strong converse of (16.14):

(16.15) Theorem (Baer). Let D be a noncommutative centrallyfinite division
ring with center R such that any nonconstant polynomial in R[t] has a root in
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D (e.g. , D is right algebraically closed ). Then R is a real-closed field, and Dis
the division ring ofqua ternions over R.

Proof. Let n = dimi; D. For an y irreducible polynomialf(t) E R [t], there is a
root a offin D. Therefore

deg f = dimR R(a) :::;; dim» D = n.

Using this , we shall prove that the field R is perfect. If char R is zero, there
is nothing to prove, so assume char R is a prime p. For any a E R, we need
to show that a has a pth root in R. Let C be a fixed algebraic closure of
R, and, for an y m , let ai /pM be the unique pm-th root of a in C. Since the
R-dimensions of the R(a1 /pM)'s are bounded, the sequence R(a1/p) ~
R(al /p2

) ~ ••• must stabilize. Therefore, there exists an m such that
l /pM+1 R( l /pM)a E a .

Raising this equation to the pm-th power, we get a1/p E RpM(a) ~ R, as
desired.

Among the simple extensions of R in C, pick K to be of the largest R­
dimension. (K exists since the degrees of simple exten sions of Rare
bounded.) If there exists an element fl E C\K, then K (fl) ;;2 R is a (finite)
separable extension of R since R is perfect, and so K (fl ) is a simple extension
of R with dimension > dim R K , contradicting the choi ce of K. Therefore, we
mu st have K = C and so dim R C < 00 . On the other hand, R =1= C for
otherwise D = C is commutative. Hence, by the Artin-Schreier Theorem (cf.
§15), R is a real-closed field. By Frobenius' Theorem (the finite-d imensional
version of (13.12), for real-closed fields), D is the division ring of quatem ions
over R. QED

Combining (16. 14) and (16.15), we ha ve the following classification
theorem.

(16.16) Theorem. The centrally finite noncommutative division rings which are
right algebraically closed are precisely the division rings of quaternions over
real-closed fi elds. These division rings are also left algebraically closed.

The classification of these division rings is now complete in the sense that
we have reduced it to the classification of real-closed fields. On the other
hand, the structure of algebra ically closed division rings which are centrally
infinite does not seem to be well understood.

We now finish this section by giving more information on the solution of
pol ynomial equations over quatemion algebras. These results go back to
Niven [41], but our proofs here are considerably simpler than Niven 's origi ­
nal proofs. We first make the following observat ion about " quadratic" con­
jugacy cla sses in a division ring.

(16.17) Lemma. L et D be a division ring with center F, and let A be a con­
jugacy class of D which has a quadratic min imal polyn omial ..1.( t) over F. If
f (t ) E D [t] has two roots in A , thenf(t) E D [t] . ..1.(t) andf(A ) = O.
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Proof. Write f(t) = q(t)A(t) + (at + b), where q(t) E D[t] and a,bED. Then
at + b has two roots in A, and so a = b = O. Thus f(t) = q(t) A(t), which
vanishes identically on A. QED

In the following, we shall take R again to be a real-closed field, and
D = R EEl Ri EEl Rj EEl Rk to be the division ring of quaternions over R. The
next result gives some criteria for a polynomialf(t) E D[t] to have infinitely
many roots in D.

(16.18) Proposition (Niven). In the notation above, thefollowing conditions on
a nonzeropolynomialf(t) E D[t] are equivalent:

(1) f(t) has infinitely many roots in D.

(2) There exist a,bE R with b -=1= 0 such that f(a + bi) = f(a - bi) = O.

(3) f(t) has a rightfactor A(t) which is an irreducible quadratic in R[t] .

If these conditions hold, thenf vanishes on the conjugacy class ofa + bi.

Proof. Assume (1). Then by (16.4),f(t) has two roots in a certain conjugacy
class A. The minimal polynomial ),(t) of A over R is an irreducible quadratic
in R[t] . By (16.17), we havef(t) E D[t]· A(t) (andf(A) = 0). This shows that
(1) ~ (3). Conversely, assume (3) and let c be a root of A(t) in R[i] . By
(13.26), c has infinitely many conjugates in D. All of these are roots of A(t)
and hence of f(t) , so we have (3) ~ (1). Finally, (3) ~ (2) is obvious, and
(2) ~ (3) follows easily from (16.2) and (16.3). QED

In case we already know one root o: of a polynomialf(t) E D[t], the result
above may be used as follows . If a E R, we writef(t) = g(t)(t - rx) and find
the remaining roots offby solving g(t) = O. If o: if R, take a conjugate rx' -=1= rx
of « and test whetherf(rx ') = O. Iff(rx') = 0, thenf(t) = h(t)),(t) where A(t)
is the minimal polynomial of rx over R. In this case , all conjugates of rx are
roots of J, and we find the remaining roots of f by solving h(t) = O. If
f(rx') -=1= 0, then f(t) has only one root in the conjugacy class of a. In this
case, we continue to look for roots off in other conjugacy classes.

In solving polynomial equations over quaternion algebras, there is one
case worth mentioning in which we get only a finite number of roots. This is
the case when the polynomial has all but its constant coefficient in the center.

(16.19) Proposition. Let D, R be as above and f(t) = I:~o a.t' where
ao E D\R and a\ , .. . , an E R. Thenf( t) has at most n roots in D.

Proof. Let rx E D be any root of f(t) . Then rx commutes with I:;=\ arrxr =
-aD, so a E CD(R(ao)) . Since R(ao) is a maximal subfield , we have
CD(R(ao)) = R(ao) and so the roots of f(t) are all in R(ao). The desired
conclusion now follows sincef(t) has at most n roots in the field R(ao).

QED
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(16.20) Corollary (Niven). For a E D\R, the equation t" = a has exactly n
solutions in D, all of which lie in R(a).

Exercises for §16

In the following exercises, D denotes a division ring with center F.

Ex. 16.1. Let Kbe a division subring of D and letf(t) = h(t)k(t ) =F 0 in D[t] .
If f (t), k (t) E K[t], show that h(t) E K[t].

Ex. 16.2. Let K be a division subring of D. An element dE D is said to be
(right) algebraic over K if f (d) = 0 for some polynomial f (t) E K [t]\{O}.
Among these polynomials, there is a unique monic f o(t) E K [t] of the least
degree, which is called the minimal polynomial of dover K. Is fo(t) always
irreducible in K[t]? In casefo(t) is indeed irreducible in K[t], are two roots of
fo(t) in D always conjugate by an element of CD(K)?

Ex. 16.3. In the division ring !HI of real quatemions, find all roots of the
quadratic polynomials

f l(t) = (t - j )(t - i), h(t) = (t - (j - i))(t - i),

and of the cubic polynom ial jjf r) = (t - k )(t - j )(t - i).

Ex. 16.4. Let co, .. . , Cn E D be pairwise nonconjugate elements. Show that
the (n + 1) x (n + 1) Vandermonde matrix

1

v = V(co , . . . , cn) =

Co c~

is invertible over D. If do, . . . .d; are any given elements in D, show that there
exists a unique polynomial

f (t ) = antn+ .. .+ ao E D[t]

such thatf(c;) = d, for 0 ~ i ~ n.

Ex. 16.5. Let a,b, c be three distinct elements in D.
(1) Show that the 3 x 3 Vandermonde matrix V = V(a,b,c) is not invertible
iff

(b - a)b(b - a)-I = (c - a)c(c - ar J

(2) Show that V is invertible if a,b, c do not lie in a single conjugacy class
of D. (The general theory of Vandermonde matrices over division rings was
developed in Lam [86].)

Ex. 16.6. If a conjugacy class A of D is not algebraic over F, show that no
h(t) E D[t]\{O} can vanish identically on A.
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Ex. 16.7. Letf(t) = g(t)h(t) where g E F[t] andf,h E D[t] . Show that dE D
is a root off iff d is a root of g or a root of h.

Ex. 16.8. (Cf. Exercise 1.16) For a polynomialf(t) E D[t]' write (f) for the
ideal generated by f By a central factor off, we mean a polynomial h E F[t]
which divides f. Assume f -#O.
(a) Letf(t) = g(t)fo(t) , where.fo(t) is a central factor off(t) of the largest
possible degree. Show that (f) = (fo) .
(b) Show that (f) = D[t] ifffhas no nonconstant central factor.
(c) Iffvanishes on some conjugacy class A of D, then (f) S;; D[t] .

Ex. 16.9. (Jacobson) Assume that d = dim» D < 00 . For any polynomial
f(t) = E;=o a.t ! E R = D[t] of degree n, show that there exists a nonzero
polynomial g(t) E R of degree n(d - 1) such thatf(t)g(t) = g(t)f(t) E F[t].
As a consequence, show that R is neither left primitive nor right primitive.
[Hint. Assume an = I. Let

v = Del Ef> . .. Ef> Den

be a left D-vector space with basis el, . .. , en, and let A be the D-endo­
morphism defined by: eiA = ei+l for i < n, and

(The matrix of A with respect to {e. : 1::; i ::; n} is the companion matrix of
f, with last row (-ao , -aI , ... , -an-l ).) Identify E = End(D V) with Mn(D)
via the basis {e. : 1::; t s; n}, and view Mn(D) as a (D,D)-bimodule.
Show that el(Aia) = a(e]Ai) for any i < n, and , using this, show that
f(A) = E7=0 a.A' = 0 and that, if r(t) E D[t] has degree < n, then r(A) = 0
implies that r(t) == O. Let m(t) E F[t] be the minimal polynomial of A as an
endomorphism of the nd-dimensional vector space F V and deduce from
m(A) = 0 that f(t) is a right factor of m(t) in D[t] .]

Ex. 16.10. Let a, b be elements of D which satisfy the same minimal poly­
nomial f(t) over the center F of D. For C E D* , P.M. Cohn has shown that
the equation ax - xb = c has a solution xED iff f(t) has a right factor
(t - cbc1)(t - a) in D[t]. Give a proof for the "only if" part. (Hint. Let
y = xbx:' - a = -cx- 1 -#0 and write f(t) = g(t)(t - a). Then

0= f(xb[l) = g(yxbx-1y-l)y

by (16.3), and so yxbx-1y-1 = cbc:' is a root of g.)

Ex. 16.11. Let a E D be algebraic over F. Show that the "metro equation"
ax - xa = 1 has a solution xED iff a is not separable over F. (You may use
Cohn's result mentioned in Exercise 10.)

Ex. 16.12. (Cohn) Let a,b e A, where A is an algebra over a commutative
ring k. Suppose there existsf(t) E k[t] withf(b) = 0 andf(a) E U(A) . For
any c E A, show that the equation ax - xb = c has a unique solution x E A.
(Hint. Let L denote left multiplication by a and R denote right multiplication
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by b, on A. Then LR = RL, f(R) = 0, while f(L) is a bijection. To solve the
equation (L - R)(x) = c, note that I

f(L) = f(L) - f(R) = (L - R) . g(L, R) = g(L, R)(L - R)

for some g E kIt, s]. This implies that L - R is a bijection.)

Ex. 16.13. Let A be a k-algebra where k is a field, and let a, b e A be alge­
braic elements over k with minimal polynomials ma(t), mb(t) E kIt]. Consider
the following conditions:
(1) ma(t), mb(t) are relatively prime in kIt];
(2) for any c E A, the equation ax - xb = c has a unique solution x E A ;
(3) for x E A, ax = xb ==? x = O.
Show that (1) => (2) => (3), and that (3) => (1) if A is a simple algebra with
dims A < 00 and Z(A) = k. Does (3) => (1) hold in general for any finite­
dimensional algebra with center k?

Ex. 16.14. Let a E D where D is a division ring. If a is the only root of the
polynomial (t - a)2 in D, show that a is the only root of (t - ar in D for
any n ~ 2.

Ex. 16.15. Let a E D where D is a division algebra over a field F. Suppose
F(a) is a separable quadratic extension of F. Show that the polynomial

f(t) = (t-a)n = f'(_I);{~\aitn-i
i= O l

has a unique root (namely a) in D. (In particular, this is always the case for
every a E D if D is a generalized quaternion division algebra over a field F of
characteristic not 2.)

Ex. 16.16. Let IHI be the division ring of real quaternions. For
oc = w+ xi + yj + zk E IHI, write cx = w - xi - yj - zk, and define the trace
and the norm of oc by

T(oc) = oc + cx = 2w, N(oc) = occx = w2 + x2 + y2 + z2.

Using Dickson's Theorem (16.8), show that two quaternions oc,p E IHI are
conjugate iff T(oc) = T(P) and N(oc) = N(P) . Does this conclusion also hold
in the division ring of rational quaternions?

Ex. 16.17. Use Dickson's Theorem (16.8) to show that Herstein's Lemma
(13.8) holds in a division ring D of any characteristic. (Hint. Say a E D* is
noncentral of order n. Factor t" - lover the center into monic irreducibles,
and show that one of the factors must vanish on a and some a' =F a.)

Ex. 16.18. (Lam-Leroy) Letf(t) = (t - d)g(t) EDIt]. If D is a centrally finite
division ring, show thatf(d') = 0 for a suitable conjugate d' of d.



CHAPTER 6

Ordered Structures in Rings

The ring of integers 7l.. has a natural ordering structure which behaves com­
patibly with the operations of addition and multiplication in 7l... If we axio­
matize the basic properties of the ordering structure on 7l.. with respect to
addition and multiplication, we arrive at the notion of an ordered ring. In
this short chapter, we shall give an introduction to some of the basic facts
concerning ordered rings.

Historically, the study of orderings on fields is of great importance. The
fundamental work of Artin and Schreier in the 1920's relating orderings to
the notion of "formal reality" of fields was a landmark in the development
of modern algebra. In the early 1950's, the Artin-Schreier criterion for the
existence of orderings on fields was successfully generalized to rings. In the
first section of this chapter, we shall describe fully this generalization , fol­
lowing the work of J.-P. Serre, T. Szele, G. Pickert, and R.E. Johnson. After
this, the chapter concludes with a section on ordered division rings.

Before we go on, we should remark that the orderings on rings we study in
this chapter are by no means of the most general kind. The orderings as de­
fined in this chapter can only exist for rings without zero-divisors. To make
the notion of orderings meaningful for more general rings, our definition of
ordering in §17 would need to be modified. However, as one might expect,
the theory of orderings for rings admitting zero-divisors is a bit more com­
plicated. Since it is not our intention to go deeply into this subject, we find it
more convenient in this chapter to work with a more restrictive notion of
orderings. For a comprehensive treatment of the different kinds of orderings
(total orderings, partial orderings, lattice orderings, etc.) on rings which may
have zero-divisors, we refer the reader to Fuchs [63].

261
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§17. Orderings and Preorderings in Rings

First we define formally the notion of an ordered ring. By saying that a ring
R is ordered , we mean there is a (transitive) total ordering " <" given on R
such that , for all elements a,b, c E R, we have

a < b =} a + c < b + c,

o< a, 0 < b =} 0 < abo

The positive cone of the ordering "<" is defined to be P := {c E R: 0 < c} .
Clearly, P has the following three properties :

(17.1) P + P ~ P.

(17.2) p . P ~ P.

(17.3) P u (-P) = R\{O}.

Conversely, if we are given a set P satisfying these three axioms, then ,
defining a total ordering on R by: a < b~ b - a E P, it is easy to check
that R becomes an ordered ring under "<". For this reason, we shall refer to
a set P satisfying (17.1), (17.2), (17.3) above as an ordering on R. The ring of
integers 7L, the field of rational numbers 11), and the field of real numbers IR,
with their usual orderings , are the quintessential examples. For some exam­
ples of noncommutative ordered rings, see Exercises I , 2 and 3 below.

(17.4) Proposition. Let P be an ordering on a ring R #- O. Then

P n (- P) = 0 (null set),

1 E P, and R is a domain with characteristic zero.

Proof. If a E P n - P, then 0 = a + (- a) E P + P ~ P, contradicting the
property (17.3) above. Next, note that one of ±I belongs to P, so 1 =
12 = (- I )2 E P . P ~ P. From this, it follows further that, for any natural
number n,

n . 1 = 1+ ... + 1 E P.

Therefore , char R = O. Finally , if b, c E R\{O}, then for suitable choices of
the signs, (±b)(±c) E p. P ~ P, and so bc #- O. This shows that R is a
domain. QED

The Proposition above gives certain necessary conditions on a ring R in
order that an ordering exists in R. In general, these conditions are not suffi­
cient to guarantee the existence of an ordering . The first major question
concerning ordered rings is therefore: What is a necessary and sufficient
condition for a ring R to be "orderable"?
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In the case when R is a field, this question was satisfactorily answered by
Artin and Schreier: In 1927, they showed that a field R is orderable iff R is
'formally real" in the sense that -1 is not a sum ofsquares in R. The latter is
clearly a necessary condition for the existence of an ordering on R; the non­
trivial part of the Artin -Schreier Theorem is that it is also sufficient. Using
this important theorem as the basis, Artin and Schreier launched a very
fruitful study of the arithmetic properties of formally real fields.

In this section, we shall present a generalization of the Artin-Schreier
Theorem to possibly noncommutative rings. It is not clear at this point how
we should define "formal reality" in a ring, but we would hope to arrive at a
suitable definition which will tum out to be equivalent to the existence of an
ordering on the ring. Here we follow J.-P. Serre's idea of first extending the
notion of orderings to that of preorderings.

By definition, a preordering in a ring R is a subset T s; R\{O} satisfying
the following two properties:

(17.5) T + T s; T.

(17.6) For al , .. . , am E R\{O} and tl , . . . , tn E T, the product of ai ,ai , . .. ,
am,am, tl , .. . , t.; taken in any order, lies in T.

Since we shall be referring to the property (17.6) rather frequently,
it is convenient to introduce the following notation: For arbitrary ele­
ments al , "" am E R and nonnegative integers il , " " im, we shall write
per(a:1

• •• a;) to mean a product of the following il + ...+ t; factors

a" ... , ai , . . . , am, .. . , am
'--v--" '----v---'

i l times t; times

permuted in any way. In this notation, the property (17.6) above may be
expressed in the form: per(ar .. . a;,tt .. . tn ) E T , for any al , ' . . .a« E R\{O}
and tl , . .. , tn E T .

Using the same type of arguments as before, we can easily establish the
following analogue of (17.4):

(17.7) Proposition. Let T be a preordering on a ring R =I- O. Then
T'r: - T = 0, 1 E T , and R is a domain with characteristic zero .

The fact that axa = (-a)x( -a) implies that any ordering in R is always
a preordering. More generally, the intersection of an arbitrary (non-empty)
family oforderings is also a preordering. Later in this section, we shall be able
to characterize the preorderings in R which arise in this way.

For any preordering T s; R\{O} and any nonzero element b E R, we shall
write ~ for the set of all sums of elements of the form per(biar . . . a;,tl . . . tn ) ,

where al ,' .. ,am E R\{O}, tl , ... . t; E T, and i ,m ,n ~ O.
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(17.8) Lemma. The following statements are equivalent:

(1) T" is not a preordering in R.

(2) There exists an equation t' + bt = 0 where t, t' E T .

(3) There exists an equation til + t'b = 0 where t' , til E T.

Proof. If (2) holds, then t' b + btb = 0, so (3) holds with til := btb E T. Simi­
larly , we have (3) * (2). Since (2) * (1) is clear , we are left only with the
proof of (1) * (2). It is easy to see that the set 1b satisfies the two properties
(17.5) and (17.6). Therefore, Tb fails to be a preordering iff 0 E T", i.e., iff
there exists an equation

(17.9)

where, in each term, ai, ... , am E R\{O] and t1, . . . , tn E T . Note that:

for even i,

for odd i,

since T is a preordering. Grouping terms in (17.9) according to the parity of
i, we have therefore an equation °= t + r where t E T and br E T. (Note that
there must exist a term with odd i in (17.9) lest t = 0.) Left multiplying by b,
we get bt + t' = 0, where t' = br E T. QED

The Lemma we just proved enables us to characterize the orderings
among the preorderings.

(17.10) Theorem. A preordering T s; R\{O} is an ordering iffT is maximal as
a preordering.

Proof. First assume T is an ordering. If there exists a preordering T' 2 T ,
then , for a E T'\T, we have - a E T S; T' and so

0 = a + (-a) E T' + T' S; T' ,

a contradiction. Thus, T is a maximal preordering. Conversely, assume Tis
a maximal preordering. If T is not an ordering, then there exists an element b
such that b,-b ¢ T . Since 1b satisfies (17.5), (17.6) and T" 2 T , the Lemma
above implies that there exists an equation t1 + bt2 = 0, where tl , t: E T.
Applying the same argument to -b, we get a similar equation t3 - bt4 = 0,
where t3 , t4 E T . But then for ts := (bt2)(bt4) E T , we get t) t3 + ts = 0, a
contradiction. QED

For any nonzero ring R, define T (R ) to be the set of all sums of terms of
the form per(ar . . .a~ ) where a, E R\{O}. As before, it is easy to check that
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(17.12)

T(R) satisfies the two properties (17.5), (17.6). We define the ring R to be
formally real if 0 ¢ T(R) . If this is the case, then T(R) is a preordering in R :
we shall call it the weak preordering of R since it is contained in every pre­
ordering of R. We have now the following complete generalization of the
Artin-Schreier Theorem.

(17.11) Theorem (R.E. Johnson). For any ring R =I- 0, the following state­
ments are equivalent:

(I) R is formally real.

(2) R has a preordering.

(3) R has an ordering.

Proof. (3) =? (1) and (I) =? (2) are clear. For (2) =? (3), fix a preordering T
in R. By Zorn's Lemma, T can be enlarged into a maximal preordering T,.
By (17.10), T, is an ordering for R. QED

In the theory of formally real fields, it is well-known that any preordering
T in a field F is the intersection of all the orderings containing T. In the case
when T = T(F), this says that an element a E F\ {O} is a sum of squares in F
iff a is positive in each ordering of the (formally real) field F. In this form , the
result is due to Artin, who used it as one of the tools in his famous solution
of Hilbert's 17th Problem (concerning the structure of positive semidefinite
rational functions). In the following, we shall try to see how these results can
be generalized from fields to arbitrary rings .

For any preordering T in a ring, we have always the following equalities:

{a E R : at E T for some t E T}

= {a E R : t' a E T for some t' E T}

={aER : ab2ETforsomeb=l-O}

= {a E R : b' 2a E T for some b' =I- O} .

In fact, if at = t' where t , t' E T , then t'a = ata E T, and also at 2 = t't E T.
We shall denote the set defined in (17.12) by i; and call it the division closure
of T. Clearly, 0 ¢ t and T,= i: It is not difficult to check directly that r is a
preordering of R (see Exercise 7 below). We need not give the details of this
check here since the fact that t is a preordering is already clear from the
following characterization of i:

(17.13) Theorem. For any preordering T '= R\{O} , the division closure t of T
is equal to the intersection T ' ofall the orderings of R containing T.

Proof. For any ordering P:2 T, we have P:2 t: Since clearly P = P, this
implies that T ' :2 i: To complete the proof, we shall show that, for any
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a # 0, art t implies that a rt p for some ordering P 2 T (for then a rt T') .
Consider La which is defined in the paragraph preceding (17.8). Since art i;
(17.8) implies that T_a is a preordering in R . As we saw before, La can be
enlarged into an ordering P of R. But then P 2 T, and -a E T_a ~ P implies
that a rt P. QED

We have the following two immediate consequences of (17.13).

(17.14) Corollary. A preorderinq T ~ R\{O} is an intersection oforderings iff
T is "division-closed" in the sense that, for a E Rand t E T , at E T implies
that a E T .

(17.15) Corollary. In aformally real ring R , a nonzero element a E R is totally
positive (i. e., positive in all orderings ofR) iff there exists b E R\{O} such that
ab2 belongs to the weak preorderinq T(R) .

In general, the weak preordering T(R) need not be division-closed, so the
totally positive element a above need not belong to T(R). For an explicit
example, see Exercise 8 below.

Let R' be a ring containing the ring R . Then, by intersecting with R, any
ordering (resp., preordering) T' of R' "restricts" to an ordering (resp., pre­
ordering) of R . If T' restricts to T, we shall also say that T "extends" to T'.
Using the techniques we have introduced in this section, we also obtain a
nice criterion for the extendibility of an ordering of R to one of R'.

(17.16) Theorem. Let R ~ R' be rings. Then an ordering P of R can be
extended to an ordering ofR' iff, in R', 0 is not a sum ofelements of the form
per(ar ' . . a;tl . . . tn ) , where a" ... ,am E R'\{O} and t(, . . . , tn E P.

Proof. The "only if" part is clear. For the "if" part, assume that the set T'
of all sums of elements of the form per(ar . .. a;tl . . . tn ) above does not
contain zero. Then T' is a preordering of R'. Let P' be any ordering of R'
containing T' . Then P ~ T' II R ~ P' II R clearly implies that P = P' II R,
since P is an ordering. QED

If R is any commutative domain, it is well-known that any ordering on R
extends uniquely to an ordering on its quotient field. In the noncommu­
tative case, we shall see later (in Lectures) that a domain need not be em­
beddable in a division ring. Nevertheless, one can show that any ordering of
a domain R can always be extended, uniquely, to an ordering of any "ring of
quotients" of R. By a ring of quotients of R, we mean (in this particular
context) a domain R' 2 R such that, for any x E R', there exist a, b E R\{O}
such that ax E Rand xb E R.
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(17.17) Theorem (Albert, Neumann, Fuchs). Let R S; R ' be domains such that
R ' is a ring ofquot ients ofR . Then any ordering P of R ex tends uniquely to an
ordering P' of R '.

Proof. Let P' = {x E R' : 3a ,b E P such that axb E P}. We claim that

(17.18)(a) p' = {x E R' : 3a E P such that ax E P}.

For this, it suffices to prove the inclusion " s; " . Let x E P', and let a,b e P be
such that axb E P. Fix an element c E R\{O} such that c- ax E R. We may
clearly assume that c E P; then c(axb) E p . P S; P. This implies that cax E P,
where ca E P, as desired. Similarly, we can prove that

(17.18)(b) p' = {x E R ' : 3b E P such that xb E P}.

Also, it is easy to see that R n P' = P, and P' u (_PI) = R'\{O} . To show
that P' is an ordering of R' , it remains only to show that

x , y E r ==> X + y , xy E r'.

By (17.18) ((a) and (b)), there exist a, b e P such that ax E P and yb E P. But
then

a(x + y)b = (ax)b + a(yb) E P and

a(xy)b = (ax)(yb) E P,

so by definition, x + y E P', xy E P' . Therefore, P' is an ordering of R '
extending P. The uniqueness of P' is clear. QED

Note that the definition of an ordering on a ring does not depend on the
existence of an identity element. Thus , we can talk about orderings on rings
which are possibly without identity. The proof of the theorem above did not
make any use of an identity element on R. Therefore, the theorem proved in
(17.17) holds also for any pair of rings R S; R' possibly without identity ,
where R' is a ring of quotients of R. This observation is worthwhile because
it leads quickly to the following nice result of G. Gratzer and E. Schmidt.

(17.19) Coronary. Let R be a domain and I be a nonzero ideal ofR. Then any
ordering on I (as a ring possibly without identity) extends uniquely to an
ordering on R.

Proof. Fix an element a =1= 0 in I. For any x E R , we have ax E I and xa E I ,
so R is a ring of quotients of I. Now apply (17.17). QED

In general, of course, the class of ordered rings is too large and varied to
admit any good classification theorem . The subclass of archimedean ordered
rings, however, is small enough to be completely described. In the rest of this
section, we shall prove the classification theorem for archimedean ordered
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rings, which essentially goes back to Hilbert. First let us define what is meant
by an archimedean ordered ring. Let a be a positive element in an ordered
ring (R , < ). We say that a is infinitely large if a > n (= n . I) for any integer
n 2': I, and that a is infinitely small if na < 1 for any integer n 2': I.

(17.20) Lemma. For any ordered ring (R, < ), the following two properties are
equivalent:

(I) For any a,b > °in R , there exists an integer n 2': I such that na > b.

(2) R has neither infinitely large nor infinitely small elements .

If(l) or (2) holds, (R , < ) is said to be an archimedean ordered ring.

Proof. (1) :::;. (2) is clear . Now assume (2), and consider a, b > 0. By (2), we
have b < nand ma > 1 for suitable integers m ,n 2': 1. But then mna > n > b,
as desired. QED

Note that if (R, < ) is an ordered division ring, then, for a > 0, a is infi­
nitely large iff a -I is infinitely small. Thus, in this case, (R, < ) is archimedean
iff R has no infinitely large elements, iff R has no infinitely small elements.

(17.21) Theorem. Let (R , < ) be an archimedean ordered ring. Then

(1) R is a commutative ring.

(2) (R, < ) is order-isomorphic to a unique subring of IR (with the induced
ordering).

(3) The only order-preserving ring automorphism ofR is the identity map.

Proof. For any a E R, let

Va = {min : m.n E 7L , n > 0, na < m} ,

La = {min : m ,n E 7L , n > 0, m s; na} .

Since (R,< ) is archimedean, each of these sets contains an integer; in par­
ticular, they are nonempty subsets of 0 . It is easy to see that {La , Va} is a
Dedekind cut on 0, so {La, Va} defines a real number f(a). We have now a
mapping f : R ----; IR. We claim that a < b :::;. f(a) < f(b). In fact, pick an
integer n 2': I such that n(b - a) > 2, and let m be the smallest integer > na.
Then

na 2': m - 1 > m + 1 - n(b - a)

leads to nb > m + I > m > na, which in turn implies that

m+l m
f(b) 2': -- > - 2': f(a).

n n

In particular,! is injective. Next , consider two arbitrary elements a,b E R. It
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is immediate that U, + Vb £; Va+b and La + L b £; La+b. In view of these, we
deduce from the properties of Dedekind cuts that f(a + b) = f(a) + f(b).
Similarly, we can show that f(ab) = f(a)f(b). Thus, (R , <) is order­
isomorphic to f(R) with the induced ordering from R In particular, R is
commutative. Since f is clearly the only order-embedding of R into ~, the
conclusion (3) and the uniqueness part of the conclusion (2) in the theorem
both follow. QED

Exercises for §17

Ex. 17.1. Let (R, <) be an ordered ring and (G, <) be a multiplicative
ordered group. In the group ring A = RG, define P to be the set of 2:7=1 rig;
where r1 > 0 in Rand gl < g2 < .. . < gn in G. Show that (A,P) is an
ordered ring. (The same conclusion holds already if (G, <) is an ordered
semigroup. )

Ex. 17.2. Using (6.31), show that any free algebra F over a formally real
field k can be ordered.

Ex. 17.3. Let R by the Weyl algebra generated over ~ by x and y, with the
relation xy - yx = 1. Elements of R have the canonical form

r = ro(x) + rl (x)y + ... + rn(x)yn,

where each r;(x) E ~[x] , rn(x) =F 0 (if r =F 0). Let PeR be the set of all
nonzero elements r E R above for which rn(x) has a positive leading coeffi­
cient. Show that P defines an ordering "<" on R on which

rrn 2 2 2 222
11\\ < X < X < .. . < y < xy < x Y < .. . < Y < xy < x Y < ....

Ex. 17.4. In R = ([I1(t) , define P to be the set of f(t) /g(t) where f, g are
polynomials with positive leading coefficients. Show that (R,P) is a non­
archimedean ordered field, and that all the order-automorphisms of (R,P)
are induced by t f---+ at + b where a,b E ([11 , a > O.

Ex. 17.5. Let k £; ~ be a field of real algebraic numbers, and let tt be any
transcendental real number. Let P £; k[t] be the set of polynomials f(t) such
that f(n) > O. Show that P is an archimedean ordering in A = k[t] .

Ex. 17.6. If a commutative domain R is not formally real , must -1 be a sum
of squares in R?

Ex. 17.7. Show by a direct calculation that, in any ring R, the division
closure t of any preordering T is also a preordering.

Ex. 17.8. Show that

R = ~[Xl , ' " ,xn,y,z]/(x? + ...+ x~ - y2z)

is formally real, and that its weak preordering T = T(R) is not division-
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closed, i.e. T =f t. (Hint. Using the homomorphism f: R -+ IR defined by
f(xd = .. . = f(xn ) = f(y) = 0, f(z) = -1, show that ZE t-. T .)

Ex. 17.9A. (E. Artin) For a formally real field k, show that the weak pre­
ordering T of R = k[t] is division-closed.

Ex. 17.9B. Let k be any formally real field and let r ~ 2. Show that there
exist polynomials in R = k[x) , ... ,x,] which are sums of squares in
k(Xl, . . . ,x,), but not in R.

Ex. 17.10. Without using Dedekind cuts, show that an archimedean ordered
ring (R, <) is commutative, and that the only order-automorphism of (R,<)
is the identity. (Hint. Let a, b > 0 in R, and m ~ 1 be any integer. Choose an
integer n such that (n - l)a ~ mb < na. Then m(ab - ba) < a2, and so
ab - ba ~ 0.)

Ex. 17.11. Give an example of an ordered ring R which has infinitely large
elements but no infinitely small elements. Give an example of an ordered
ring other than 7l.. for which there exists no element between 0 and 1.

Ex. 17.12. Let (R, <) be any ordered ring which is algebraic over a subfield
F £ Z(R) . If F is archimedean with respect to the induced ordering, show
that (R, <) is an archimedean ordered field.

Ex. 17.13. Let (R , P) be an ordered ring, and a: R -+ R by any endomor­
phism of the additive group of R such that a(P) £ P. Assume that , for any
r E R , there exists an integer n;;:: 1 such that an(r) = r. Show that a is the
identity map.

Ex. 17.14. Let (R,P) be an ordered ring for which P is a well-ordered set,
i.e. every nonempty subset of P has a smallest element. Show that (R, P) is
order-isomorphic to 7l.. with its usual ordering.

§18. Ordered Division Rings

In this section, we shall specialize our study of ordering structures to division
rings. In this case, many of the results proved in the last section take on a
simpler form. We shall begin by noting these simplifications.

Throughout this section, D denotes a division ring, and D * denotes its
multiplicative group of nonzero elements. If P is an ordering in D, then
clearly P is a subgroup of D *. In fact, with the total ordering induced
from D, P is itself a multiplicative ordered group, with the ordering cone
{a E P: a > I}. Since P has index 2 in D* , P is a normal subgroup of D*.
With a little work, we show below that a similar result also holds for
preorderings.
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(18.1) Proposition. A set T £; D* in a division ring D is a preordering iff
T + T £; T, T· T £; T and D*2 £; T. If T is a preordering then t E T ~
t- I E T , and T contains the commutator group [D* , D*]. In particular, T is a
normal subgroup ofD*, and D*IT is an abelian group ofexponent 2.

Proof. For the first conclusion, we need only show that the axiom (17.6) for
T is equivalent to the two properties T · T £; T and D*2 £; T. Clearly, (17.6)
implies these properties. Conversely, assume these properties hold, and
consider

where al, "" am E D* and tl, . . . . t; E T . Using the relation aba =
(ab)2(b- 1)2b, we can rewrite x as a product CI • • • c., where each c, is either a
(nonzero) square or is an element of T. Hence, x E T. Next, we note that

aba-1b- 1 = a2(a- Ib)2(b- I)2,

so [D* , D*] £; T. The other conclusions in the Proposition now follow easily.
QED

For convenience, we shall call any element of the form ar . . . a~ a square­
product. By the observations made in the proof of the Lemma, any com­
mutator in D is a square-product, and any element per(ar . . . a~) is also a
square-product . Recall that, in the last section , we wrote T(D) for the set of
sums of elements of the form per(ar .. .a~) where m is arbitrary, and the a;'s
are nonzero. For a division ring D, T(D) is then the set of sums of nonzero
square-products . By definition, D is formally real iff 0 ¢ T(D) . Since all the
nonzero square-products form a subgroup of D*, we see that D is formally
real iff -1 ¢ T(D) . Combining this observation with (17.11), we get

(18.2) Theorem (Szele, Pickert). A division ring D can be ordered iff -1 is not
a sum of square-products in D.

If D is a field, any square-product is, of course, just a square. In this case,
(18.2) recovers the classical theorem of Artin and Schreier on the order­
ability of a field. If D is a division ring but not a field, then a square-product
need not be a perfect square. If D is not formally real , we can write -I as a
sum of square-products, but not necessarily as a sum of squares. An explicit
example to this effect will be constructed later in this section (see (18.7)).

Recall that, for a preordering T £; D* and any element bED, we have
defined Tb in the paragraph preceding (17.8). In view of the observations
made before (18.2), n boils down to T + bT (= T + Tb) in the case of
division rings. Also , since T is a subgroup of D*, it is clearly division-closed
in the sense of(17.14). Thus, combining (17.14) and (17.8), we have
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(18.3) Theorem. Let T be any preordering in a division ring D. Then T is the
intersection of all the orderings containing T. For bED, 1b = T +bT is a
preordering ofD iffb ¢ - T .

(18.4) Corollary. Assume char D =1= 2. Then an element a E D* is totally pos­
itive (i.e., positive with respect to all orderings of D) iff a is a sum of square­
products.

Proof. If Dis formally real , the conclusion follows by applying (18.3) to the
weak preordering T(D), which consists of all sums of square-products. Now
assume D is not formally real. Then, vacuously, any a E D* is totally posi­
tive. Since char D =1= 2, we can write

By (18.2), -I is a sum of square-products, so a is also a sum of square-
products. QED

(Note that the Corollary fails in general in case char D = 2. For instance,
it clearly does not hold for a nonperfect field of characteristic 2.)

Before we go on, we would like to mention an important class of examples
of ordered division rings. Historically, the first example of a noncommutative
ordered division ring was constructed by Hilbert (in 1903), in connection
with his study of the foundations of geometry. Hilbert's example, based on
the use of twisted Laurent series, was later generalized by Mal'cev and
Neumann in 1948-49. Since we have already covered in detail the Mal'cev­
Neumann construction of rings of formal (twisted) Laurent series with well­
ordered support, we may as well treat the general case first and return to
comment on Hilbert's original example later.

Let R be an ordered ring, with ordering Po. Let (G, < ) be a (multi ­
plicative) ordered group, and let w: G ---. Aut(R) be a homomorphism from
G to the group of automorphisms of R. We write A = R((G,'w)) for the
Mal'cev-Neumann Laurent series ring constructed in §14. Recall that in A,
we multiply Laurent series formally, using the twist law

9 . r = wg(r)g (g E G, r E R).

Here, as in §14, wg denotes the image of 9 under w. The notations introduced
in §14 will remain in force in the following discussion.

(18.5) Proposition. Assume that , for each 9 E G, wg is an order-preserving
automorphism of (R , Po), i.e., wg(Po) = Po. Let

P = {a = I:: agg : agOE Po for go = least element in supp(a) } .
gE G
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Then P is an ordering for A = R( (G,w)). If (R , Po) is an ordereddivision ring,
then so is (A, P).

Proof. Among the axioms for an ordering, (17.1) and (17.3) are both obvious.
To check (17.2), let a = ,£agg and 13 = '£fJhh be in P. Let go (resp., ho) be
the least element of supp(a) (resp., supp(fJ)) . Then goho is the least element of
supp(afJ), and it appears in afJ with coefficient agOwgO(fJho)' Since agO' fJho E Po,
the hypothesis on W implies that agoW9o(fJho) E Po , so afJ E P. Thus, P is an
ordering on A. The last conclusion of the Proposition now follows from
(14.21). QED

Note that if we regard G as embedded in A (by identifying g E G with
1 . g), then, in the notation above, we have G £: P. Also, if g > 1 in the
ordering of G, then 1 - g E P, so we end up with g < 1 in the ordering of A.
Taking R = iQ with its usual ordering Po, and taking W to be the trivial
homomorphism, we obtain the following nice consequence of (18.5).

(18.6) Corollary. Any ordered group (G,<) can be embedded, in an order­
reversing way, as a subgroup of the multiplicative ordered group of positive
elements in an ordereddivision ring A. If G is commutative, A may be chosen
to be an orderedfield.

(Of course, the order-reversing nature of the embedding obtained above
should not be a cause of concern. We could have constructed an order­
preserving imbedding of (G, <) by first "turning around" the given ordering
of G before the Laurent series construction.)

At this point, it is very easy to describe Hilbert's original examples of
noncommutative ordered division rings. Let (R,Po) be an ordered field, and
let G = <x ) be an infinite cyclic group with the ordering cone {x": n ~ I} .
Let a be any order-preserving automorphism of (R, Po) , and let

W: G ----' Aut(R)

be defined by W x = a. The resulting Laurent series division ring A =
R((x ,a)), with multiplication induced by xr = a(r)x (r E R), has a natural
ordering P extending Po. If a is not the identity, then (A ,P) is a non­
commutative ordered division ring. To get an explicit example of such, we
may take, for instance, R = iQ((y)) with the ordering Po obtained from the
usual ordering of iQ by the same procedure , i.e.,

Po ~ { t, a,y' , nEZ, a. > 0in II}.
For a, we may take, for instance, the (obviously order-preserving) auto­
morphism of R induced by y f---> 2y. The resulting (iQ((y))(( x ,a)) ,P) is
Hilbert's original example of a noncommutative ordered division ring.
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Let us consider a slight variation of Hilbert's example. Instead of taking
0, let us take a formally real field k, and fix an element c E lc" , We take
R = k((y)), and let (J be the automorphism of R defined by (J(Y) = cy,
(Jlk = Id. For the division ring A = k((y))((x;(J)), we have the following
result.

(18.7) Proposition.

(1) Whenever L-iH? = 0 in A, we have HI = H2 = .. . = O. In particular,
-1 is not a sum ofsquares in A.

(2) If c has the form -(1 + Cf + ... + c;) in k, then -1 is a sum of r + 1
square-products in A (so in this case, A is not formally real).

(This Proposition enables us to construct division rings in which -1 is a
sum of square-products, but not a sum of squares . The examples obtained
here are generally centrally infinite. For some centrally finite examples, see
Exercise 1 below.)

Proof. For (2), note that we have xy = (J(Y)x = cyx, so

c = xyx- Iy-l = X2(X-1 y)2(y-1 )2.

If c = - (1 + cf + ...+ c;), then

-1 = x 2(x-1y)2(y-l)2 + c? + ... + c;

which is a sum of r+ 1 square-products. For (1), assume 'E.iH? = 0 where
the H/s are not all zero. (Here, c E k* is arbitrary.) Write Hi = hix'" + ... ,
where m is chosen such that some hi E k((y)) is nonzero. Then

LHl = L(hixm+ .. ·)(hixm+ ...)
i i(18.8)

= (~hi(Jm (hi)) x2m+ higher terms.

Now write h, = a.y" + ..., where n is chosen such that some a; E k IS

nonzero. Then

Lh;(Jm(h;) = L(a;yn + .. ·)(a;cmnyn+ ...)
i i

= (~alcmn) in + higher terms.

This is a nonzero element in k( (y)) since 'E.; a1 # 0 in k. Therefore, by
(18.8), 'E.; H? # 0 in A. QED

For a non-formally real division ring D, the level, s(D), of D is defined to
be the smallest integer s such that -1 is a sum of s square-products in D. In
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case D is a field, A. Pfister proved in 1965 the striking result that s(D) must
be a power of 2, and that any power of 2 is the level of some non-formally
real field. (For an exposition of Pfister's result, see Lam [73], Ch. 10.) For
division rings, however, the situation is quite different. In 1983, Scharlau and
Tschimmel proved that the level of a non-formally real division ring can be
any positive integer. In fact, the following is true.

(18.9) Theorem (Scharlau-Tschimmel). In (18.7)(2), assume that -c = 1+
c? + ...+ c; E k is not a sum of squares of r elements in k. Then -I =
x2(x-1y)2(y-l)2 + c? + ...+ c; is a shortest representation of -1 as a sum
ofsquare-products in A , i.e., s(A) = r+ 1.

The proof of this depends on calculations similar to those in the proof of
(18.7), plus a certain nontrivial fact on sums of squares in fields (namely,
over k, a product of a sum of p squares and a sum of q squares is always a
sum of p + q - I squares). Since it is too much of a digression to prove this
fact here, we shall skip the proof of (18.9) altogether. To get a division ring
of level r + I from (18.9), it suffices to find a formally real field k in
which some element 1+ c? + + c; is not a sum of r squares. This can be
achieved by taking k = IR(ci , , cr ) where CI , .. . , Cr are independent inde-
terminates over IR, according to a theorem of Cassels (cf. Lam [73], p. 262).

In the rest of this section, we shall study some properties of formally real
division rings. The first striking result in this direction was proved by Albert
in 1940.

(18.10) Albert's Theorem. Let D be a formally real division ring. Then the
center F ofD is algebraically closed in D.

Proof. Let d e D be algebraic over F; we need to show that d e F .
Assume, for the moment, that d ~ F. Then the minimal polynomial, say
t" + Cltn- I + ...+ Cn, of dover Fhas degree n ~ 2. Let

Cl
a =d+- ~F.

n

(We use here the fact that char D = 0.) Then from the equation

0= (a- ~r+cl(a-~r-I+ +cn

= (an - Clan-I + ...)+ Clan-I + + Cn ,

we see that the minimal polynomial of a over F has the form

f(t) = t" + c~tn-2 + ...+ c~ E F[t].

By Wedderburn's Theorem (16.9), we can write

f(t) = (t-an)· .. (t-al)
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where at = a and each a, is a conjugate of a in D. Comparing the coefficients
of r:' , we get a1 + ...+ an = O. Since D is formally real, by (18.2) there
exists an ordering P S D*. If a E P, then each conjugate a, of a is also in P,
contradicting a\ + ...+ an = O. If a E - P, a similar contradiction results.
Thus, we must have d E F. QED

Remark. Originally, Albert proved (18.10) for ordered division rings. How­
ever, the ordering is only used as a tool in the proof, and it does not figure in
the conclusion of the theorem. Therefore, stating Albert's result in the form
(18.10) (assuming (18.2)) gives it a somewhat better perspective .

In the following, we shall record some consequences of Albert's Theorem.

(18.11) Corollary. Let D be a formally real algebraic division algebra over
a field F. Then D is a field. In particular, any formally real centrally finite
division ring is a field.

As an example , consider an ordered field (k, Po) with a nonidentity auto­
morphism a such that a(Po) S Po. Then , as we saw before, Po can be ex­
tended to an ordering in the twisted Laurent series ring D = k( (x ,a)) , so D is
a formally real, noncommutative division ring. By (18.11), D must be cen­
trally infinite. This can also be confirmed as follows. By Exercise 17.13, the
automorphism a has infinite order. Hence , by (14.2), the center of D is a
subfield of k , so D is indeed centrally infinite.

The next corollary of (18.10) may be viewed as a self-strengthening of
Albert's Theorem. It reveals some rather surprising arithmetic properties of
formally real division rings which are not shared by all division rings.

(18.12) Corollary. Let D be a formally real division ring with center F. Let
a,bED and g(t) be a nonconstant polynomial in F[t] . Ifg(a) commutes with b,
then a already commutes with b.

Proof. Let D' be the division subring of D generated by F and the two ele­
ments a, b, and let F' 2 F be the center of D'. Since c := g(a) commutes
with a and b, we have c E F' . Then , g(a) - c = 0 is a nontrivial polynomial
equation satisfied by a over F' , so a E D' is algebraic over the center of D'.
Since D' is formally real, Albert's Theorem implies that a E F' , so a com-
mutes with b. QED

Exercises for §18

Ex. 18.1. (This exercise, due to A. Wadsworth, provides an example of a
centrally finite division algebra D in which -I is a square-product, but is not
a sum of squares.) Let k be a field with at least two orderings, P, P' , and let
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e E P\P'. Let F = k((y)) and let D be the F-algebra with generators i,j and
relations

P = e, l = y , and k := ij = -ji.

Then D is a 4-dimensional (generalized quatemion) division algebra over F.
Show that -1 is a square-product in D (so D has level I), but L:H; = 0 in D
implies that H; = 0 for all a. (Hint. Write H; = arx + brxi + crx j + drxij. Then
L:rxH;=O gives L:a;+eL:b;=y(eL:d;-L:cn. Now argue with the
lowest degree terms in y.)

Ex. 18.2. Let (R,Po) be an ordered division ring, (G, <) be an ordered
group, and A = R((G)) be the division ring of (untwisted) Laurent series as
defined in §14. Let v: A * -+ G be the Krull valuation constructed in Exercise
.14.10, and let m be the Jacobson radical of the valuation ring of v. Show that
the ordering PeA constructed in (18.5):

P = {a = L agg : agO E Po for go = min(SUpp(a))}
g eG

has the following properties:
(1) PnR = Po,
(2) G t;;. P,
(3) P is "compatible" with v in the sense that 1 + m c P.
Then show that P is uniquely determined by these three properties.

Ex. 18.3. In the exercise above, show that the valuation ring V of v is given
by the convex hull of R in A with respect to the ordering P, i.e.

V={aEA : -r~a~rforsomerEPot;;.R} .

Moreover, show that the residue division ring V1m is isomorphic to R.

Ex. 18.4. Keep the notations in Exercise 2. Define two elements a,b e A ' to
be in the same archimedean class relative to R if lal ~ rlbl , Ibl ~ r'lal for
suitable r,r' E Po t;;. R. (Here, the absolute values are with respect to P, and
are defined in the usual way.) Write [a] for the archimedean class of a (relative
to R). We multiply these classes by the rule [a] . [b] = lab], and order them by
the rule: [a] < [b] iff rial < Ibl for all r E Po. Show that all archimedean
classes relative to R form an ordered group which is anti-order-isomorphic
to (G, <) itself.

Ex. 18.5. Keep the notations in Exercise 2, and define the valuation topology
on A by taking as a system of neighborhoods at 0 the sets

{aEA: a=Oor v(a»g} (gEG).

Show that the valuation topology, as a uniform structure, is complete, i.e.
every Cauchy net in A has a limit.

Ex. 18.6. (K.H. Leung) An ordered division ring (D, <) is said to be archi­
medean over a division subring Do if, for every dE D, we have d ~ do for
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some do E Do. Construct a noncommutative ordered division ring D which is
archimedean over its center. (Hint. Let (R,Po) be an ordered division ring
with center F s; R. Extend Po to an ordering P in D = R((x)) as in (18.5),
and show that (D,P) is archimedean over its central subfield F((x)) .)

Ex. 18.7. A theorem of K.H. Leung states that, if (R, <) is an ordered ring
such that a2+ b2~ 2abfor all a, b E R, then R must be commutative. Prove
this theorem in the special case when R is an (ordered) division ring. (Hint.
Replace b by a + rb to get (rb)2 ~ arb - rba. Then

Ir(ba - ab)1 ~ Irba - arbl + I(ar - ra)bl ~ Irbl2 + Irl2lbl·

In case R is a division ring, this implies that Iba - abl ~ c for any c E P.)
The more ambitious reader might try to prove Leung's result for a general
ordered ring.



CHAPTER 7

Local Rings, Semilocal Rings,
and Idempotents

In the first two sections of this chapter, we focus our attention on two special
classes of rings, namely, local rings and semilocal rings. By definition, a ring
R is local if Rlrad R is a division ring, and R is semi/oeal if R[rad R is a
semisimple ring. Thus , local rings include all division rings, and semilocal
rings include all left or right artinian rings. The basic properties of local and
semilocal rings are developed, respectively, in §19 and §20. We shall see, for
instance, that local rings are connected with the problem of the uniqueness
of Krull-Schmidt decompositions, and that semilocal rings are connected
with the problem of "cancellation" of modules.

The notion of local rings and semilocal rings has a bearing on the general
structure theory of rings through the use of idempotents. By definition, an
element e in a ring is called an idempotent if e2 = e. The elements 0 and I are
called the trivial idempotents; any idempotent e #- 0, I is called a nontrivial
idempotent. The theory of idempotents turns out to playa much larger role in
noncommutative ring theory than in commutative ring theory . We devote §21
and §22 to the theory of idempotents, and prove there the basic facts on pri­
mitive idempotents and centrally primitive idempotents. The standard facts
about lifting idempotents modulo an ideal are also developed in this section
and applied to the study of the Krull-Schmidt decompositions of modules .

This chapter is largely independent of Chapters 3, 4, 5 and 6, and may
therefore be read directly after Chapter 2, if the reader is willing to make
occasional references to Chapter 3 and Chapter 4.

§19. Local Rings

In commutative algebra, a local ring is defined to be a nonzero ring which
has a unique maximal ideal. These local rings form the "local objects" in

279
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commutative algebra since for any (commutative) ring R and any prime
ideal peR, one can "localize R at p" to get a local ring Rp with unique
maximal ideal pRp• The process of localization has a natural meaning in
algebraic geometry, and is, at the same time, a very powerful algebraic tool
with which to study the structure of commutative rings.

In noncommutative algebra, there is a natural generalization of the notion
of a local ring. One calls a nonzero ring R local if R has a unique maximal
left ideal, or, equivalently, if R has a unique maximal right ideal. (The
equivalence needs a short proof, which is given below in (19.1).) Many of the
properties of commutative local rings can be shown to hold also for general
(i.e., not necessarily commutative) local rings. However, in noncommutative
algebra, the theory of localization does not work nearly as well as in the
commutative case. In fact, even at the outset, it is clear that noncommutative
localization is beset with technical difficulties. Due to the lack of a good
localization theory , the role of local rings in noncommutative algebra is not
nearly as prominent as in the commutative case. Nevertheless, noncommu­
tative local rings do arise naturally, and form an important class for study .
In fact, even if one is working only with commutative rings, one needs to
consider endomorphism rings of modules, and in many instances , these en­
domorphism rings are (noncommutative) local rings. The modern formula­
tion of the Krull -Schmidt Decomposition Theorem (the Azumaya version),
for example, depends on the notion of noncommutative local rings, and
shows clearly the relationship between these local rings and indecomposable
modules .

In this section, we study the basic properties of local rings and their
applications. In the next section, we shall generalize this class to the class of
semilocal rings, which include all left (and right) artinian rings. This paves
the way to our study of perfect and semiperfect rings (in Chapter 8) which
are special classes of semilocal rings.

Recall that, for any ring R, U(R) denotes the group of units of R, and
rad R denotes the Jacobson radical of R.

(19.1) Theorem. For any nonzero ring R, the following statements are
equivalent:

(I) R has a unique maximal left ideal.

(2) R has a unique maximal right ideal.

(3) Rlrad R is a division ring.

(4) R\ U(R) is an ideal ofR.

(5) R\ U(R) is a group under addition.

(5)' For any n, a\ + ...+ an E U(R) implies that some a, E U(R) .

(5)" a + b E U(R) implies that a E U(R) or b E U(R).
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Ifanyone of these conditions holds, we say that R is a local ring. (To empha­
size the role ofm = rad R, we shall sometimes say that (R,m) is a local ring.)

Proof. If we can show that (1) {:} (3), then by symmetry we will also have
(2) {:} (3).

(3) =? (1) Any maximal left ideal m of R contains rad R. If Rf rad R is a
division ring, then clearly m = rad R, hence (1).

(I) =? (3) From (1), it follows that rad R is (the unique) maximal left ideal
of R. But then R[rad R has only two left ideals (namely (0) and itself), so it
is a division ring.

(3) =? (4) In view of (4.8), (3) implies that any a ¢ rad R is a unit of R.
Thus R\ U(R) = rad R, which is an ideal.

(4) =? (5) =? (5)' =? (5)" are tautologies.

(5)" =? (3) Let a ¢ rad R. Take a maximal left ideal m such that a ¢ m.
Then m + R . a = R implies that I = m + ba for some m E m and some
bE R. Since m ¢ U(R) , (5)" implies that ba E U(R) . In particular, ahas a left
inverse in R = R/rad R. Thus R\{O} is a group under multiplication and so
R is a division ring. QED

In the following proposition, we collect a few useful properties of local
rings.

(19.2) Proposition. Let R be any local ring. Then:

(a) R has a unique maximal ideal.

(b) R is Dedekind-finite (i.e., ifa E R has a left inverse, then a E U(R)) .

(c) R has no nontrivial idempotents (i.e., any idempotent in R is either 0
or 1).

Proof. (a) A maximal ideal M of R cannot contain any units . Hence

M s;;; R\U(R) = rad R,

which implies that M = rad R . (b) follows easily from (4.8). For (c), let
e E R be an idempotent and let f = 1 - e. From (19.1)(5"), it follows that
e E U(R) or f E U(R). Since ef = 0, this implies that f = 0 or e = O.

QED

Note that (a), (b), (c) above are only necessary but not sufficient con­
ditions for R to be a local ring. For instance, (a) is satisfied by any simple
ring, but a simple ring need not be local. In the same vein, (b) is satisfied by
any commutative ring, but a commutative ring need not be local. Finally,
any domain satisfies (c), but a domain need not be local. We invite the reader



282 7. Local Rings, Semilocal Rings, and Idempotents

to give an example of a ring which satisfies all of (a), (b), (c), but which is
not local.

Next, let us give some sufficient conditions for local rings.

(19.3) Proposition. (a) Suppose R i= 0, and every at U(R ) is nilpotent, then
R is a local ring. (b) Suppose R is contained in a division ring D such that for
any d e D*, d or d- I lies in R, then R is a local ring.

Proof. (a) We shall show that the hypothesis in (a) implies that
R\U(R) S;; rad R. Once this is shown, then R\U(R) = rad R, and (19.1)(4)
guarantees that R is a local ring. Let at U(R) , and let k be the smallest
positive integer such that ak = O. Then R · a S;; R\ U(R). For, if some
ra E U(R) (r E R) , then (ra)ak - 1= 0 implies that ak- 1 = 0, a contradiction.
Since R\ U(R) consists of nilpotent elements, R . a is a nil left ideal, and so
(by (4.11)) R· as;; rad R, as desired. Next, assume that R S;; D has the
property in (b), where D is a division ring. It suffices to check that, for non­
zero a, b e R, a + b E U(R) implies that a-I E R or b- I E R. We may assume
that a + b = 1. Apply the given hypothesis to the element c = a-1b E D. If
c E R, we have

a-I =a-l (a+b)=I+cER.

If, instead, c- I = b-Ia E R , we have

b-1=b-l(a+b)=c-1+1ER. QED

In the case when D is a field in (b) above, a subring R S;; D satisfying the
property in (b) is called a valuation ring of D. These subrings arise very nat­
urally from Krull valuations. Such valuations can also be studied on division
rings. However, the valuation rings R which arise from this study have the
additional property that they are invariant, i.e., they satisfy also d- IRd S;; R
for every d e D*. (For more details, see Exercises (9), (10).)

We shall now give some examples of local rings. Before we proceed to the
noncommutative examples, let us first have a quick review of the possibly
more familiar stock of examples of commutative local rings.

(19.4) As mentioned in the opening paragraph of this section, the localiza­
tion of any commutative ring R at a prime ideal p is a local ring R p with
unique maximal ideal pRp •

(19.5) At any point x of an algebraic variety X, the rational functions on X
which are regular at x form a local ring (!Jx .The functions in (!Jx which vanish
at x constitute the unique maximal ideal of (!Jx .

(19.6) At any point x of a Riemann surface X, the ring of germs of functions
X -+ C hoiomorphic at x is a local ring. Its unique maximal ideal consists of
germs arising from functions which vanish at x .
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(19.7) As we have mentioned before, any valuation ring R of a field is always
a (commutative) local ring. For instance, the ring 7L.p of p-adic integers for
any prime number p is a (discrete, rank I) valuation ring of the field Qp of
p-adic numbers . The associated valuation measures the divisibility of p-adic
numbers by powers of p. The unique maximal ideal of 7L.p consists of p-adic
integers divisible by p; i.e., rad(7L.p ) = p . 7L.p .

Now let us consider some noncommutative examples. Clearly, any divi­
sion ring is a local ring. Secondly, if R is any local ring, and A = R[[x]] is the
ring of power series in one variable x, then by Exercise 5.6, rad A consists of
all power series with constant terms in rad R. Thus, Alrad A ~ R[rad R,
which is a division ring. Therefore, A is also a local ring. The same consid­
erations apply if we take A to be a twisted power series ring R[[x;«ll.where a
is a given automorphism of R. Thus , even if we start with a field R, if there is
a nontrivial automorphism a on R, we get an example of a noncommutative
local ring R[[x;a]] . In the following, we offer a few more examples.

(19.8) Let k be a division ring, and R be the ring of upper triangular n x n
matrices over k. In Example 6 following (4.15), we have shown that
J = rad R consists of matrices in R with a zero diagonal, and that J" = O.
Let A be the subring of R consisting of matrices in R with a constant diag­
onal. Clearly J £; rad A, and, since A = k . I $ J, we have A / J ~ k . Thus ,
A is a local ring with rad A = J.

(19.9) Let k be a field and V be an n-dimensional vector space over k. Let

R = !\ (V) = k $ !\(V) $ .. . $ !\(V)

be the exterior algebra of V. Then

m = !\(V) $ ... $ !\(V)

is a nilpotent ideal in R; in fact, m n+ ! = O. Since R/m ~ k, it follows that
m = rad R, and that R is a local ring.

(19.10) Let k be a field of characteristic p > 0, and G be a finite p-group.
Then the Jacobson radical of the group algebra A = kG is the augmentation
ideal of A, with (rad A)IGI = 0 (cf. (8.8)). Therefore, Alrad A ~ k , so A is an
(artinian) local ring. This class of local rings can be extended to include
group rings of finite p-groups over more general coefficient rings, as follows.

(19.11) Proposition. Let (R ,m) be a commutative local ring such that
k = R/m has characteristic p > O. Then, for any finite p-group G, the group
algebra A = RG is a local ring with A[rad A ~ k.

Proof. Consider any simple left A-module V. This is a cyclic A -module, so
it is a finitely generated R-module. By Nakayama's Lemma (4.22), V '1= 0
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implies that m - V S; V. Since m· V is clearly an A-submodule of V, we have
m · V = 0. Thus, V may be viewed as a simple left kG-module. By (8.4), G
must act trivially on V. Thus , rad A contains the ideal I generated by m and
all g - I (g E G). Since clearly AI I ~ k, we conclude that rad A = I , and
that A is local. (Here, I is the kernel of the reduced augmentation map ,
obtained by composing the ordinary augmentation map RG ---+ R with the
projection R ---+ Rim = k.) QED

We note in passing that (l9.l1) remains valid when R is a noncommuta­
tive local ring. The same proof reduces the consideration to the case when R
is a division ring k. In this case, the same ideas used in the proof of (8.8)
show that G acts trivially on any simple left kG-module . The result (19.11) is
of considerable importance in the theory of integral representations of finite
groups.

Another major source of noncommutative local rings lies in the study of
indecomposable modules over rings. Recall that , for any ring R, a right R­
module M i=°is said to be (directly) indecomposable if M cannot be written
as a direct sum of two nonzero R-submodules of M. As is easily seen, the
latter condition amounts to the fact that the endomorphism ring End(MR )

has no nontrivial idempotents. This observation leads us to a useful definition.

(19.12) Definition. A nonzero right R-module M is said to be strongly
indecomposable if End(MR ) is a local ring.

Since a local ring has no nontrivial idempotents by (19.2), it follows that a
strongly indecomposable module is always indecomposable. Some examples
(and nonexamples) of strongly indecomposable modules are offered below.

(19.13) Any simple module MR is strongly indecomposable, since, by Schur's
Lemma, End(MR ) is a division ring.

(19.14) For R = 7l.. , the right regular module M( = 7l.. is indecomposable,
but, as End(M() ~ 7l.. is not a local ring, M( is not strongly indecomposable.
On the other hand , for Mz = 7l..1p n71.. (where p is any prime), End(Mz) ~
7l..1pn71.. is a local ring, so Mz is strongly indecomposable. For M3, the group
of all pn-th roots of unity, where p is a fixed prime, and n is a varying inte­
ger, End(M3) is the inverse limit lim 7l..1 pn 71.. , which is isomorphic to the ring
of p-adic integers. Since this is a l~l ring, M3 is strongly indecomposable.

(19.15) Let k be a field of characteristic p > 0, and G be an elementary
abelian p-group of order pZ generated by x , y . Let V be the 3-dimensional
right kG-module k 3 = elk EB e-k EB e-k with
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Computing in the same basis , it is easy to check that the kG-endomorphisms
of V are given by the matrices

Since these matrices form a local ring (see Exercise 2), V is a strongly
indecomposable kG-module.

For certain special classes of modules, it may happen that "indecompos­
ability" and " strong indecomposability" become equivalent properties. For
instance, this is the case for the class of injective modules, as we shall see in
§3 of Lectures. There is another, much more classical, class of modules for
which indecomposability implies strong indecomposability, namely, the class
of modules of finite (composition) length, i.e., modules which satisfy both
the Aeeand the Dee on submodules. To see this, let us first prove

(19.16) Fitting Decomposition Theorem. Let R be any ring, and M R be any
right R-module of finite length. For any endomorphism fEE := End(MR ) ,

we have

M = ker(f') EB im(f')

for any suffi ciently large integer r.

Proof. Look at the two chains of submodules

M ;2 im(f) ;2 im(f2) ;2 "' ,

os ker(f) s ker(f2) s .. . .

Since M has finite length, both chains must stabilize. Now consider any
integer r such that

im(f') = im(f,+I) = , and

ker(f') = ker(f'+!) = .
For any such r, we claim that M = ker(f') EB im(f') . First, consider any
a E ker(f') n im(f'). Writing a = j'(b) (b EM), we have 0 = j'(a) =
f 2'(b), so bE ker(f2') = ker(f') , and so a = j'(b) = O. Finally, for
any c EM , we can write j'(c) = f 2'(d) for some d e M. But then
j'(c - j'(d)) = 0, so we have a decomposition

c = (c - j'(d)) + j'(d) E ker(f') + im(f'). QED

(19.17) Theorem. Let M R be an indecomposable R-module of finite length .
Then E := End(MR ) is a local ring, and its unique maximal ideal m = rad E
is nil . In particular, M is a strongly indecomposable module.
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Proof. First, we show that any endomorphism f E E\ U(E) is nilpotent. By
(19.3), this implies that E is a local ring. To show thatfis nilpotent, fix an
integer r > 0 such that M = ker(f') 61 im(f'). If ker(f') = 0, then
im(f') = M. In this case f' E U(E) and hence f E U(E), a contradiction.
Therefore, ker(f') =F O. But then the indecomposability of M implies that
im(f') = O. This means that f' = 0, as desired. QED

(19.18) Remarks.

(A) It can be shown that the maximal ideal m c E is actually nilpotent;
more precisely , if the module M R has composition length n, then m" = O.
See Ex. (21.24) below. Local rings (R,m) with m nilpotent are often called
completely primary rings. For instance, group algebras of finite p-groups over
fields of characteristic p are another class of such completely primary rings .

(B) In (19.17), the conclusions do not all hold if we assume only ACC or
only DCC on submodules of M , instead of both. In fact, for R = Z, the
indecomposable module M = Z satisfies the ACC on submodules, but
End(M) ~ Z is not local. For the R-module M) defined in (19.14), M) sat­
isfies the DCC, but not the ACC, on submodules. Here, End(M)) happens to
be local, but it is a domain and its unique maximal ideal is certainly not nil.

The following is a purely ring-theoretic consequence of(19. I7).

(19.19) Corollary. A right artin ian ring R (=I 0) is a local ring iff R has no
nontrivial idempotents.

Proof. ("if" part) Consider the right regular module M = RR. By the
Hopkins-Levitzki Theorem (4.15), M has finite length. The endomorphism
ring E = End(MR) (acting on the left on M) is isomorphic to R. If R has no
nontrivial idempotents, then M is indecomposable. By (19.17), E ~ R is a
local ring . QED

An important application of the notion of a local ring is the formulation
of Azumaya's version of the Krull-Schmidt Theorem, nowadays known as
the Krull-Schmidt-Azumaya Theorem. We shall now prepare our way for
the statement and proof of this result. We begin with the following classical
fact.

(19.20) Proposition. Let R be any ring, and M R be a right R-module whose
submodules satisfy either the A CC or the DCC. Then M can be decomposed
into a finite direct sum of indecomposable submodules. (We shall say, in short ,
that M has a Krull-Schmidt decomposition .)

Proof. To use a more informal language, let us say that a submodule N s; M
is " good" if it has a Krull-Schmidt decomposition. Otherwise, we say that N
is bad. Note that the zero module is good (being the direct sum of an empty
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family of indecomposable modules!), any indecomposable submodule
N <;; M is good, and if N, N' <;; M are both good and N n N' = 0, then
N + N' is also good . To prove the Proposition, assume , instead, that Mis
"bad." Then M cannot be indecomposable, so we have a decomposition
M = M, EB M{, where M l , M{ =I- 0. One of the summands must be bad, say
MI . Repeating the argument, we have M, = Mz EB M~, where Mz, M~ =I- 0,
and, say, Mz is bad. This process leads to infinite chains

M 2 M I 2 Mz 2 . .. and

(0) S M{ S M{ EB M~ S M{ EB M~ EB M; S " ' ,

so M satisfies neither ACC nor DCC on submodules, a contradiction.
QED

Consider the classical case when R = 71., and M is a finitely generated R­
module (i.e., a finitely generated abelian group). Then the submodules of M
satisfy ACC, and so by (19.20), M is a finite direct sum of copies of 71. and
71./ pn71. (n ~ 1, p is any prime), these being all the finitely generated in­
decomposable abelian groups. By the Fundamental Theorem of Abelian
Groups, we know that the indecomposable summands in such a decomposi­
tion are uniquely determined up to isomorphism. However, it turns out that
we are just "lucky" in this particular example. The uniqueness part of this
decomposition theorem for finitely generated modules extends to principal
ideal domains, but not to Dedekind domains. In fact, for any Dedekind
domain R, and nonzero ideals 21, IB <;; R, we have the well-known Steinitz
Isomorphism 21 EB IB ~ R EB 211B, where both sides are considered as R­
modules. Thus, if 21 represents an element of order 2 in the class group of R,
we will have

Here Rand 21 are both indecomposable as R-modules. But, since 21 is not
principal, we have 21 't R, so we have two essentially different ways of de­
composing RZ as a direct sum of indecomposables. More explicitly , we can
take R to be the ring of algebraic integers 71.[0], 0 = n ,which has class
number 2. One shows easily that 21 = (3, 1 + 0) is not principal, and that

21z = (0 - 2) ~ R.

Hence , R Z decomposes into REB R , and also into N, EB N: where Ni , Ni ~ 21
are noncyclic, indecomposable submodules of R Z•

Fortunately, under a suitable hypothesis, we do have a good uniqueness
theorem governing the Krull -Schmidt decompositions of a module into (a
finite number of) indecomposable summands.

(19.21) Krull-Schmidt-Azumaya Theorem. Let R be a ring, and suppose that
a right R-module M has the following two decompositions into submodules:

M = M1 EB . . . EB My = Nl EB . . . EB Ns,
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where the N; 's are indecomposable, and the M; 's are strongly indecomposable.
Then , r = s, and, after a reindexinq, we have M; ~ N; for 1 ~ i ~ r.

This important result has a rather long and distinguished history. It is the
culmination of ideas of Wedderburn (1909), Remak (1911), Schmidt (1913),
Krull (1925), and Azumaya (1950). Furthermore, this theorem has been
extended to sheaves by Atiyah (1956), and to abstract categories by Gabriel
(1962). Before we present the full proof of (19.21), it behooves us to record
some of its more classical versions.

(19.22) Corollary (Krull-Schmidt Theorem). Let M R be a right R-module of
finite length. Then there exists a decomposition

M = M I EB ... EB M,

where each M; is an idecomposable submodule of M. Moreover, r is uniquely
determined, and the sequence of isomorphism types of M] , .. . . M, is uniquely
determined up to a permutation.

Proof. The existence of the Krull-Schmidt decomposition follows from
(19.20). Moreover, by (19.17), each M ; is, in fact, strongly indecomposable.
The uniqueness part, therefore, follows from (19.21). QED

(19.23) Corollary. The two conclusions in the Krull-Schmidt Theorem above
apply to any finitely generated right module M R over a right artinian ring R
(in particular, over any finite-dimensional algebra over afield).

Proof. For a right artinian ring R, we have shown earlier that a finitely gen­
erated right R-module M has a composition series (cf. (4.15)). Thus (19.22)
applies . QED

We now return to the

Proofof (19.21). Let (X; : M --t M; c;: M and p/ M --t N, c;: M be the projec­
tion maps onto M ; and N, associated with the two given Krull-Schmidt
decompositions. Viewing (X; ,Pj as elements of E := End(MR ) , we have

1 = (XI + ...+ (Xr = PI + ...+P"
and so (Xl = (X2PI + ... + (XIPs E E . Note that each (XIPj sends M to MI , so,
restricting to M], we have

S

1M 1 = I>IPjIMI E End(MJ) .
j= ]

Since End(MJ) is (by assumption) a local ring, one of the summands above ,
say (XIPIIM

1
' is an automorphism of MI. From this, we see that PI : M I --t N I

is a split monomorphism. Since N 1 is indecomposable, this must be an iso-
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(19.24)

If this is the case, then we have

N2 EB .. . EB N, ~ M / MI ~ M2EB . . . EB Mr,

and the proof of the theorem proceeds by induction on r. (The case r = 1 is,
of course, trivial.) To verify (19.24), first note that, since PI: M[ ---+ N1 is an
isomorphism, M I has zero intersection with ker(PI) = N2 EB . . . EB Ns.

Therefore, we are done if we can show that

N1 ~ M 1 + N2 + .. .+ N;

Let aENI and write a=PI(b) where bEMI . Then PI(a-b)=a­
PI(b) = 0, so

a - b E ker(Pd = N2+ ...+ Ns .

Adding b, we get a E M1 + N2 + ... + Ns, as desired . QED

As a simple illustration of the Krull-Schmidt-Azumaya Theorem, con­
sider the case of a finitely generated semisimple module MR. We know
that M has a Krull-Schmidt decomposition into simple modules, say
M = M I EB· · · EB M, (see Exercise 2.7). Since simple modules are strongly
indecomposable (by (19.13)), the theorem above guarantees that the iso­
morphism types of M 1, •• • , M, are determined up to a permutation. Of
course , we could have gotten the same conclusion by applying the Jordan­
Holder Theorem to M, since {M1, • • • , M r } are the composition factors of M.

As a consequence of (19.23), we shall deduce a theorem of Noether and
Deuring on the behavior under scalar extensions of representation modules
over a finite-dimensional algebra R over a field k. Let K ;2 k be any field
extension. For any right R-module M, the scalar extension M K = M @k K is
a right module over R K = R @k K . It turns out that, in case dim; M < 00 ,

the isomorphism type of M K determines uniquely the isomorphism type of
M . Stated more precisely, we have the following .

(19.25) Noether-Deuring Theorem. Let R be a finite-dimensional algebra
over afield k, and let M ,N be right R-modules offinite dimension over k. Let
K be any extension field of k. If M K ~ N K as RK-modules, then M ~ N as
R-modules.

Proof. By (7.4), we have a natural isomorphism

(19.26) e. (HomR(M ,N))K ---+ HomRK (M K, N K).

Let n = dime M = dimi. N , and think of M, N as the space k" with two
different R-actions. Then HomR(M,N) may be identified with a certain k­
subspace 51' of Mn(k). By the isomorphism (19.26), HomRK(MK,NK) may
be identified with 51'K ~ Mn(K). Let SI, ... .S, be a k-basis of 51'. For com-
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muting indeterminates Xl , .. . . x; over K, let

f(Xl , " " xr) = detixiS, + ...+ xrSr) E k[XI , . . . , x r].

This is a homogeneous polynomial of degree n. Since M K ~ N K as RK _

modules, there exist aI, . . . .a; E K such that al Sl + ...+ a.S, is invertible,
so f(al, ... ,ar) "1= O. In particular, we know thatfis not the zero polynomial.
We now distinguish the following two cases.

Case 1. The field k has more than n elements. By induction on r, it
follows easily that, for f E k[XI , ... ,xr]\ {O} of total degree ~ n, there exist
bi, . . . ,b, E k such that f( bi , . . . , br) "1= O. But then b, SI + .. . + b.S, gives an
R-isomorphism from M to N, as desired.

Case 2. Ikl ~ n. Take a finite extension L;2 k such that ILl> n. By Case 1,
there exist bi , . . . . b, E L such that f(bt, .. . ,br ) "1= 0, so we have M L ~ N L

as RL-modules. Let lXI , • • • , lXt bea k-basis of L. Then, viewed as an R-module,

ML=M@kL=(M@IXI)EB " 'EB(M@lXt)

is isomorphic to t · M (direct sum of t copies of M) , since each M @ IX; is R­
isomorphic to M . Therefore , over R, we have t -M ~ t · N . Working with
the (unique) Krull-Schmidt decompositions of M and N, we conclude easily
from (19.23) that t · M ~ t -N implies that M ~ N , as desired. QED

We have pointed out before that the uniqueness part of the Krull-Schmidt
Theorem does not apply to Krull-Schmidt decompositions of finitely gen­
erated modules over Dedekind domains. In the counterexample constructed
before, we have a Dedekind ring R with a nonprincipal ideal m£ R such
that

At each localization Rp (p a prime ideal), however, mbecomes principal,
since Rp is a discrete valuation ring. Thus, locally, the two decompositions
above do not give an example of nonuniqueness of the indecomposable
summands. One may ask: if R is itself a local ring and M R is an R-module
whose submodules satisfy A ee, do we have uniqueness in the Krull-Schmidt
decompositions of M? Unfortunately, the answer is still in the negative. In
the following, we shall offer an example of R. Swan which shows the failure
of the uniqueness of Krull-Schmidt decompositions of finitely generated
modules over, even, commutative noetherian local domains. (We assume, in
this presentation, that the reader is familiar with the basic facts of commu­
tative algebra , as contained, for instance in Zariski-Samuel [58].)

Let (R, p) be a commutative noetherian local domain which is not a field,
such that the characteristic of Rip is not 2. Let A be the localization of
R[x, y]j(y2 + x 3 - x 2) at the ideal (p,x,y) generated by p, x, and y. Then A
is a noetherian local domain with maximal ideal m generated by p, x, and y.
Since

m 2 (x,y) 2 (0),
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A has Krull dimension ~ 2. Let K be the quotient field of A , and let
z = y!x E K \A. We have

z2 = y2/x2 = 1 - x,

so z is integral over A. Let B = A[z] = A + A . z ~ K. Then

B (A/m)[t] A A
--=: ::=-x­
m· B - (t2 - 1) - m m

From this, it follows that B has exactly two maximal ideals:

M1=(m ,z+1) and M2=(m,z-I).

Each of these contract to m in A, so by the Cohen-Seidenberg Theorem,
ht(M;) = ht(m) ~ 2, where "ht" denotes the height of a prime ideal. The B­
homomorphism M1 Et> M2 ---. B induced by the inclusions of M], M2 into B
leads to an exact sequence

o--. M] n M2 --. M 1 Et> M2 --. B --. O.

Since the last module is B-free, we have a B-module isomorphism

M] Et> M2 ;;;: (M1 n M2) Et> B.

All four modules are finitely generated over B, and therefore finitely gen­
erated over A. Also, since they all lie in the quotient field K of A (resp., B),
each of them is indecomposable as an A-module (resp., B-module). Wefinish
by showing that B't M; (i = 1,2) as A-modules. (This would provide the
desired example of nonuniqueness of Krull-Schmidt decompositions over
A.) Indeed, suppose there is an A-isomorphism f: B ---. M; (i = 1 or 2). Then
f must be given by multiplication by a suitable element of K. Hence f will
also be a B-isomorphism, so M ; is a principal ideal of B. Obviously , this
contradicts the aforementioned fact that the height of each M; is at
least 2. QED

Another possible complication concerning the Krull-Schmidt uniqueness
property is that , in general, if a module M is a direct sum of r ~ 2 in­
decomposable submodules, the number r is not uniquely determined by M.
Even over very nice commutative, noetherian rings (such as Z[x]), L. Levy
has constructed examples of finitely generated modules M that can be
written (simultaneously) as a direct sum of r indecomposable submodules for
r = 2,3, .. . ,n, where n ~ 2 is any given integer! Levy referred to this kind
of phenomenon as the "dramatic failure" of the Krull-Schmidt property:
it serves to warn us that nothing is to be taken for granted as far as iso­
morphisms of direct sums of indecomposable modules are concerned.

Recently in the mid-90s, two more open problems on the Krull-Schmidt
uniqueness property have been resolved, both negatively. Facchini, Herbera,
Levy and Vamos have shown that direct sums of indecomposable artinian
modules do not satisfy Krull -Schmidt uniqueness, and Facchini has shown
the same for direct sums of indecomposable uniserial modules (modules
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whose submodules form a chain). An excellent reference for these and other
related matters is Facchin's recent book [98J.

In spite of all the negative manifestations above , however, it can be shown
that, in a complete, local setting, the uniqueness part of the Krull-Schmidt
Theorem survives for the decomposition of finitely generated modules . The
proof of this result, which depends on the techniques of lifting idempotents,
will be postponed to §21.

To conclude this section, we shall determine the structure of finitely gen­
erated projective modules over a local ring. This determination is based
upon the following general observation.

(19.27) Lemma. Let R be a ring and R = R / J , where J is an ideal of R con­
tained in rad R. Let P , Q be finitely generated projective right R-modules.
Then P ~ Q as R-modules iffP/PJ ~ Q/QJ as R-modules.

Proof. ("if" part) Consider the following diagram, where J is a given iso­
morphism from P/PJ to Q/QJ:

(19.28)

p~

I
I,
I
I

-l.o

Q~ Q/QJ

Since P is a projective R-module, there exists an R-homomorphism
f : P --+ Q (marked by the dotted arrow in (19.28)) which makes the diagram
commutative. The surjectivity ofJ implies that im(f) + QJ = Q. Since Q is
finitely generated, we have, by Nakayama's Lemma, im(f) = Q, i.e., f is
onto . But then by the projectivity of Q, there exists a decomposition
P = P' Ef) Q' where P' = ker(f) and f' : Q' --+ Q is an isomorphism. Re­
ducing modulo J, we get

P/PJ ~ pl/pIJEf) Q'/Q'J.

The fact that J is an isomorphism now implies that PI/PI J = 0; i.e.,
P' = P'J. However, being a direct summand of P, P' is also finitely gen­
erated as an R-module. Applying Nakayama's Lemma again, we see that
P' = O. This means thatfis one-to-one; hence f: P --+ Q is an isomorphism.

QED

The lemma leads quickly to the following well-known homological result.

(19.29) Theorem. Let (R, J) be any local ring. Then any finitely generated
projective right R-module P is free.

Proof. Reducing modulo J = rad R , P/ PJ is a finitely generated projective
module over RjJ, which is a division ring. Therefore, P/ PJ ~ (R/RJr for
some integer n. By the Lemma, we conclude that P ~ R". QED
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The theorem above remains true, in fact , for not necessarily finitely gen­
erated projective modules over a local ring. This was first proved in 1958
by Kaplansky. Since we do not need this more general result in the sequel,
Kaplansky's proof will not be given here.

Theorem (19.29) has many nice applications. For instance, using it, we
can deduce a classical result on representations of finite groups in charac­
teristic p. To state this result, consider any right artinian ring R. As a right
R-module, RR has a composition series (by (4.15)). Therefore RR has a Krull­
Schmidt decomposition VI E9 ... E9 Vn. Any right R-module isomorphic to
some Vi (1 ~ i ~ n) is called a principal indecomposable R-module. The fol­
lowing result, due to L.E . Dickson, is one of the earliest known results in
modular representation theory.

(19.30) Dickson's Theorem. Let R = kG where k is a field of characteristic
p > 0 and G is a finite group . Let V be any principal indecomposable right R­
module. Then dime V is divisible by the order ofa p-Sylow subgroup H of G.

Proof. Let R = VI E9 . . . E9 U; be a Krull-Schmidt decomposition of RR.
Then each Vi is a (cyclic) projective right R-module. By taking coset repre­
sentatives of G modulo H, we see easily that R is a free right module of rank
[G : H] over kH. Therefore, each Vi is a finitely generated projective right
kH-module. Since kH is a local ring by (19.10), Vi is a free kH-module by
(19.29). Comparing k-dimensions, it follows that IHI divides dimi. Vi for
every i. QED

In case k is a splitting field for G, the k-dimensions of the principal
indecomposable modules of R = kG have another interesting interpretation.
In fact , if V is any irreducible right R-module, then the number of times V
occurs as a composition factor of RR is equal to the k-dimension of some
principal indecomposable left kG-module. (For more details on this, see §25,
and especially Exercise 25.2.) Therefore, applying (19.30) to principal in­
decomposable left modules, we arrive at the following conclusion:

(19.31) Theorem. Let R = kG be as above , where k is a splitting field of
characteristic p > 0 for G. Then each irreducible right R-module appears as a
composition factor in RR with a multiplicity divisible by the p-part of IGI.

Exercises for §19

Ex. 19.1. For any local ring R, show that (1) the opposite ring ROP is local ,
and (2) any nonzero factor ring of R is local.

Ex. 19.2. For any field k, show that the 3 x 3 matrices in (19.15) form a
local ring R whose maximal ideal has square zero. Check that R ~ EndkG V
in the example (19.15).
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Ex. 19.3. What can you say about a local ring (R, m) that is von Neumann
regular?

Ex. 19.4. (This exercise refines (19.10).) Let R = kG where k is a field and
G is a nontrivial finite group. Show that the following statements are equiv­
alent:
(I) R is a local ring.
(2) RR is an indecomposable R-module.
(3) Rjrad R is a simple ring.
(4) k has characteristic p > 0 and G is a p-group.

Ex. 19.5. Let ~ be an ideal in a ring R such that ~ is maximal as a left ideal.
Show that R = R/~n is a local ring for every integer n ~ 1.

Ex. 19.6. Show that if a ring R has a unique maximal ideal m, then the
center Z of R is a local ring. (In particular, the center of a local ring is a local
ring.)

Ex. 19.7. A domain R is called a right discrete valuation ring if there is a
nonunit tt E R such that every nonzero element a E R can be written in the
form nnu where n ~ 0 and u is a unit. Show that
(I) R is a local domain;
(2) every nonzero right ideal in R has the form tt'R for some i ~ 0;
(3) each it'R is an ideal of R; and
(4) it<>: I (ni R) = O.
Give an example of a noncommutative right discrete valuation ring by using
the twisted power series construction.

Ex. 19.8. (Brungs) Let R be a nonzero ring such that any collection of right
ideals of R has a largest member (i.e. one that contains all the others) . Show
that (I) R is a local ring, (2) every right ideal of R is principal, and is an
ideal. (Hint. For (2), let I be a nonzero right ideal, and let I' be the largest
right ideal properly contained in I. Show that I = aR for any a E 1\1'. If
there exists a right ideal which is not an ideal, consider the largest one and
get a contradiction.)

Ex. 19.9. For a division ring D and a (not necessarily abelian) ordered group
(G, <) , a function v: D* -+ G is a called a (Krull) valuation if v(ab) = v(a)v(b)
for all a.b e D" and v(a+b) ~min{v(a),v(b)} for all a.b e D" such that
a + b # O. Given such a valuation, let

R = {O} u {r E D* : v(r) ~ I}.

(I) Show that R is a local ring.
(2) Show that aka:' = R for any a E D*.
(3) Show that for any a E D*, either a E R or a-I E R.
(4) Show that any right (resp. left) ideal in R is an ideal.
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(5) Show that the (right) ideals in R form a chain with respect to inclusion.
(6) Show that any finitely generated right ideal in R is principal.

Ex. 19.10. Let R be a subring of a division ring D which satisfies the two
properties (2), (3) in Exercise 9. Show that there exists an ordered group
(G, < ) and a valuation v: D* ---+ G such that

R={O}u{dED* : v(d)~l}.

(Such a subring R of a division ring D is called an invariant valuation ring of
D. If D is a field, the property (2) is automatic; in this case, we get back the
usual (commutative) valuation rings in D).

Ex. 19.11. Deduce the fact that a finitely generated projective right module
P over a local ring (R , m) is free from the Krull-Schmidt-Azumaya Theorem
(19.21).

Ex. 19.12. Let k be a field with the property that k(t) (the rational function
field in one variable over k) is isomorphic to k. (For instance, Q(Xl , X2, • .. ) is
such a field.) Let (): k(t) ---+ k be a fixed isomorphism. Let p(t) be a fixed irre­
ducible polynomial in k[t], and let A be the discrete valuation ring obtained
by localizing k[t] at the prime ideal (p(t)). On R = A Et> A, define a multi­
plication by

(a,b)(a',b') = (aa', ba' + ()(a)b') .

The R is a ring with identity (1,0).
(1) Show that R is a local ring with rad R = A . p(t) Et> A.
(2) Show that n:,(rad R) i = (0) Et> A, and that this is the prime radical
of R.
(3) Show that every right ideal of R is an ideal.
(4) Show that R is right noetherian but not left noetherian.
(This exercise is to be contrasted with Krull's Theorem in commutative
algebra which states that, for any commutative noetherian local ring S,
n:, (rad S) i = (0) .)

Ex. 19.13. Show that any finitely generated projective right module P over
a right artinian ring R is isomorphic to a finite direct sum of principal
indecomposable right modules of R.

Ex. 19.14. Give an example of a local ring whose unique maximal ideal is
nil but not nilpotent.

Ex. 19.15. Let (R,J) be a local ring, and M be a finitely generated left
R-module. If HomR(M,R/J) = 0, show that M = O. (Hint. Note that
HomR(M/lM,R/J) ---+ HomR(M,R/l) is injective.)

Ex. 19.16. Let (R , J) be a left noetherian local ring, and M be a finitely
generated left R-module. Show that M is a free R-module iff, for any exact
sequence 0 ---+ A ---+ B ---+ M ---+ 0 of left R-modules, the induced sequence
o---+ A [J.A ---+ B[J.B ---+ M / JM ---+ 0 remains exact.
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§20. Semilocal Rings

7. Local Rings, Semilocal Rings, and Idempotents

In commutative algebra, local rings are ubiquitous because the localization
of any commutative ring at a prime ideal is a local ring. In noncommutative
ring theory, it is much harder to define localizations; in particular, it is not
clear how to associate a family of local rings to a given ring. Thus, the class
of local rings does not playas large a role in the structure theory of rings as
their commutative counterparts.

In this section, we shall introduce a new class of rings called semi/ocal
rings. This is a fairly big class which includes, for instance, all local rings and
all left (resp., right) artinian rings (in particular, all finite-dimensional alge­
bras over fields). Many rings which arise naturally in ring theory are semi­
local rings. Also, semilocal rings play a very special role in algebraic K­
theory. This section will serve as an introduction to the basic theory of such
rings.

In commutative algebra, a semilocal ring is a (commutative) ring which
has only a finite number of maximal ideals. The correct generalization of this
to arbitrary rings turns out to be the following.

(20.1) Definition. A ring R is said to be semilocal if Rfrad R is a left artinian
ring, or, equivalently, if R[rad R is a semisimple ring.

Let us first check that this definition is consistent with the one mentioned
above in the commutative case.

(20.2) Proposition. For a ring R, consider the following two conditions:

(1) R is semi/ocal.

(2) R has finitely many maximal left ideals.

We have, in general, (2) => (1). The converse holds if Rlrad R is commutative.

Proof. For both conclusions, we may clearly assume that rad R = 0. Assume
(2) and let mi , . . . , m, be the maximal left ideals of R. Then n;=1 rn, = °and
we have an injection of left R-modules

n

R ---t EB R/m;.;=1
The latter has a composition series; thus, so does the former. This implies
that the ring R is left artinian, so we have (1). Conversely, assume R is com­
mutative and artinian. Since we have assumed that rad R = 0, R is a direct
product of a finite number of fields (for instance, by Wedderburn's Theo­
rem). Then the number of maximal ideals in R is the number of factors in
this decomposition. This checks (2). QED
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Remark. In (20.2), we do not have (1) :::} (2) in general. For instance, a ma­
trix algebra over a field is semilocal, but there may be infinitely many maxi­
mal left ideals.

In commutative algebra, a major source of semilocal rings is provided by
the process of semilocalization . If R is any commutative ring and rrtj , • •. , m,
are distinct prime ideals in R, then for S = R\(m\, u .. . u mn) , the local­
ization Rs of R at S gives a semilocal ring with exactly n maximal ideals,
(mlh, .. . , (mn)s' In the theory of noncommutative rings, however, this
process does not work so well, since in general we cannot "localize" a ring at
a multiplicative set. Thus , we no longer get quick examples of semilocal rings
by semilocalization. But fortuitously, there do exist many interesting sources
of semilocal rings in the noncommutative theory . Let us give a list of some of
the major sources of noncommutative semilocal rings below.

(20.3) As we mentioned before, any local ring is semilocal, and any left (or
right) artinian ring is semilocal. In particular, any finite ring or any finite­
dimensional algebra over a field is semilocal.

(20.4) Let A be any semilocal ring. Then R = Mn(A) is also a semilocal ring.
In fact, by Example 9 in §4, we have rad R = Mn(rad A) . Thus,

Rlrad R ~ Mn(A/rad A).

Since Alrad A is semisimple, Mn(A/rad A) is also semisimple by Exercise
3.1. Therefore, R = Mn(A) is semilocal. Thus , we can get nice examples of
semilocal rings by starting with, say, a local ring A and building R = Mn(A).
The semilocal rings R which arise in this way will be characterized in a later
section.

(20.5) A finite direct product of local rings is semilocal.

The next two Propositions provide many more examples of semilocal
rings.

(20.6) Proposition. Let k be a commutative semilocal ring and R be a k­
algebra which is finitely generated as a k-module. Then R is a semilocal ring,
and rad R :2 (rad k)R :2 (rad Rt for some integer n ~ 1.

Proof. Let J = rad k. We have shown in (5.9) that JR £ rad R. View RjJR
as a (finitely generated) kjJ-module. Since kfJ is artinian, R/JR is an arti ­
nian module . In particular, R/JR is a (left) artinian ring, so R is semilocal.
Also,

(rad R)/JR = rad(R/JR)

is nilpotent, so there exists an integer n such that (rad R)n £ JR. QED
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(20.7) Proposition. Let R be a semilocal ring and I be any ideal in R. Then
rad(R/I) = (rad R + 1)/1, and R/ I is a semilocal ring.

Proof. Let J = rad R, and let "bar" denote the quotient map R ---. R :=

R/I. Clearly

J = (J + 1)/1 ~ rad R.

Thus, we have

(rad R)jJ = rad(RjJ) = rad(R/(1 + J)) .

Since R/(I + J) is a quotient of the semisimple ring RjJ, it is also semi­
simple, so rad(R/(I + J)) = 0. This shows that rad R = J. Therefore,

R/rad R = R/J ~ R/(I +J) .

We have observed that the latter ring is semisimple, so R is semilocal.
QED

Many other sources of noncommutative semilocal ring have been found in
the recent literature in ring theory . Let us mention here some of these inter­
esting new sources. For any artinian module M R over any ring R, R. Camps
and W. Dicks have shown that End(MR ) is always semilocal. For this result ,
we refer the reader to Camps-Dicks [93]. If M R is, instead, a uniserial mod­
ule, that is, a module whose submodules form a chain (under inclusion) , A.
Facchini has shown that End(MR ) is again semilocal (and in fact has at most
two maximal right ideals). A proof of this recent result of Facchini is included
in an Appendix to this section. The examples of Camps-Dicks and Facchini,
together with the examples already given above, show that semilocal rings
form a very extensive class of (commutative and) noncommutative rings
worthy of our close attention.

Next we shall study some properties of the units of a semilocal ring. We
have shown earlier that local rings are Dedekind-finite, so it is not surprising
that we have the same property for semilocal rings.

(20.8) Proposition. A semilocal ring R is Dedekind-jinite.

Proof. By Exercise 3.10, the semisimple ring Rjrad R is Dedekind-finite.
Now apply (4.8). QED

Another important property of semilocal rings (which, in fact, turns out to
be a generalization of (20.8)) was discovered by H. Bass in his pioneering
work in algebraic K-theory.

(20.9) Bass' Theorem. Let R be a semilocal ring, a E R, and mbe a left ideal
of R. IfR . a + m= R, then the coset a + mcontains a unit of R.
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In the case when ~ = 0, (20.9) boils down to (20.8). Hence we may view
(20.9) as an extension of (20.8). Also , note that we could have stated (20.9)
for ~ a principal left ideal, and it would have been an equivalent theorem.
However, it turns out to be more convenient to work with arbitrary left ideals.
Because of the basic role played by Bass' Theorem in algebraic K-theory,
we shall give two different proofs for it below. The reader will see that the
methods used in the two proofs are quite different.

First Proof of (20.9). Recalling that U E R is a unit iff ii is a unit in R jrad R,
we may replace R by R lrad R to assume that R is semisimple. Using the
Wedderburn-Artin Theorem, we may further assume that R = End(VD) ,
where Vis a finite-dimensional right vector space over a division ring D. The
left ideal ~ s R gives rise to a subspace W = {v E V: ~V = O} of V. By
Exercise I I.I5, ~ equals

ann W:= {f E R: f(W) = O} .

Note that the restriction of the action of a on W gives an isomorphism
W ---+ aW. To see this , write I = ra + b, where r E Rand b E~ . If WE W is
such that a(w) = 0, then

W= (ra+b)w=b(w) =0,

as desired. Now pick aD-automorphism f of V such that f(w) = a(w) for
every WE W. Then f - a E ann(W) = ~, so a + ~ contains the unit f of R.

QED

The proof above was the original one given by Bass. We give next the
proof by Swan which is independent of the Wedderburn-Artin Theorem as
well as Exercise 1I.I 5.

Second Proof of (20.9). As before, we may assume that R is semisimple. Pick
a left ideal ~' such that ~ = (Ra n~) EB ~'. After replacing ~ by ~I, we
may henceforth assume that R = Ra EB~. Consider the exact sequence

fo-----. K -----. R -----. Ra -----. 0,

where f is defined by f(r) = ra (r E R), and K = ker f . Let g: R ---+ K be a
splitting, so (f ,g): R ---+ Ra EB K is an isomorphism. Since R = Ra EB ~,

there exists an isomorphism 8: K ---+ ~. Now consider the composition

R~ RaEBK~RaEB~=R

which sends r E R to ra + 8(g(r)) . Since this composition is an isomorphism
of left R-modules, the image of I is a unit U E U(R). But then

U = a +8(g(l)) E a+~,

as desired . QED
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The theorem of Bass lends some motivation to the following definition,
which arises in the study of algebraic K-theory.

(20.10) Definition. A ring E is said to have left stable range I if, whenever
Ea + Eb = E (a,bEE), there exists e E E such that a + eb E U(E). (Note
that in the special case b = 0, this condition amounts to E being Dedekind­
finite .)

Of course, there is a similar notion of right stable range I for rings too,
expressed in terms of comaximal principal right ideals. If we assume the
result ofVaserstein in Ex. (1.25), it will follow that left and right stable range
I are equivalent properties. However, we do not need this symmetry result
for the rest of this section. To show that it is not essential here to assume
Vaserstein's result, we shall continue to work with the notion of left stable
range I through this section, refraining from dropping the adjective " left"
which would have been possible as a result of the known symmetry of the
stable range property.

Using the terminology of (20.10), Bass' Theorem (20.9) amounts precisely
to the fact that a semi/oeal ring has left stable range I. However, not every
ring of left stable range I is a semilocal ring: see Exercise lOCo

To show how Definition (20.10) can be used, we shall prove below a
Cancellation Theorem for modules. More specific versions of cancellation
results will be deduced from it later on.

(20.11) Cancellation Theorem (Evans). Let R be a ring, and A , B, C be right
R-modules . Suppose E = End(AR) has left stable range I (e.g. , E is semi­
local). Then A EB B ~ A EB C (as R-modules) implies that B ~ C.

Proof. Since A EB B ~ A EB C, there exists a split epimorphism (f, g): A EB

B ---. A with kernel ~ C. Let (~:) : A ---. A EB B be a splitting. Then

so E ·r + E · gg' = E . Since Ehas left stable range I, there exists e E E such
that r + e - (gg') = u E U(E). (Note that gg' belongs to E although g and g'

do not.) We have now (I, eg) (~:) = U. From this, we deduce that

ker(l, eg) ~ ker(f, g),

since each of these kernels is isomorphic to
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On the other hand, it is easy to see that ker(l,eg) ~ B. Since ker(f ,g) ~ C,
we conclude that B ~ C. QED

In practice, (20.11) is applied in the situation of the Corollary below.

(20.12) Corollary. Let k be a commutative noetherian semi/oeal ring, and R
be a k-algebra which is finitely generated as a k-module. Let A be a finitely
generated right R-module, and B, C be arbitrary right R-modules. Then
A EB B ~ A EB C implies that B ~ C.

Proof. It is sufficient to check that E = End(A R) is a semilocal ring, for then
E has left stable range I and (20.11) applies. View E as a k-submodule of
End(Ak). Since A is finitely generated over R , it is also finitely generated
over k. From this , it follows that End(Ak) is finitely generated as a k-module.
Since k is noetherian, this implies that E is finitely generated as a k-module.
Using (20.6), we conclude that E is a semilocal ring, as desired. QED

Note that the kind of cancellation theorems we proved above, in general,
do not imply the uniqueness of Krull-Schmidt decompositions for finitely
generated modules. For instance, in the context of (20.12), we may still have
A EB B ~ C EB D where A, B, C, D are finitely generated indecomposable
R-modules such that A ;t. C, A ;t. D and B;t. C, B;t. D. (Since there is no
"common" summand to begin with, (20.12) simply does not apply.) In fact,
this was precisely the situation in Swan's example presented in the last section.
There, we have k = R which was a commutative noetherian local domain.

To conclude this section, we shall record some results on the cancellation
of finitely generated projective modules. The study of the cancellation of
such modules is of considerable interest in algebraic K-theory. In general, of
course, the cancellation of finitely generated projective modules may not be
possible. This leads to the following useful definition: A finitely generated
(right) module P over a ring R is said to be stably free if there exist two
integers m and n such that P EB R'" ~ R" as (right) R-modules. While such a
module is always projective, there are many rings (both commutative and
noncommutative ones) for which there exist stably free modules which are
not free. On the positive side, we have the following result.

(20.13) Theorem. Let R be a ring which has left stable range I (e.g., R is a
semi/ocal ring).

(I) Let A, B, C be right modules, where AR isfinitely generated and pro­
jective. Then A EB B ~ A EB C implies that B ~ C.

(2) R has the invariant basis property, i.e., for natural numbers nand m,
R" ~ R'" (as right R-modules) implies that n = m (unless R = (0)).

(3) Any (finitely generated) stably free module PR is free .

(4) M1 n(R) is Dedekind-jinitefor any integer n ~ 1.
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Proof. (1) Choose a right R-module A I so that A EB A I ~ R" for some integer
n. Then A EB B ~ A EB C implies that R" EB B ~ R" EB C. It suffices to "can­
cel" one copy of R at a time, so we may assume that A = R. Then the
endomorphism ring

End(A R) = End(RR) ~ R

has left stable range 1, so the Cancellation Theorem (20.11) applies. For (2),
assume R" ~ R'" but n > m. Canceling R'" , we get R":" = 0, so R = 0. For
(3), assume that P EB R' ~ R S

• If s < r, we can cancel R S to get R = °and
P = 0. Thus we may assume that s ~ r. Canceling R', we get P ~ R S

- ' . For
(4), let a,pE Mn{R) be such that ap = I . Then a defines a surjective of
right R-modules R" -> R" which splits by p: R" -> R", Thus we have an
isomorphism R" ~ R" EB ker(a). Canceling R" , we have ker(a) = 0, so
a: R" -> R" is an isomorphism. This says that a is a unit in Mn(R), so we
have pa = I . QED

Appendix: Endomorphism Rings of
Uniserial Modules

We have mentioned in this section that End(MR) is a semilocal ring if M R is
an artinian module (result of Camps-Dicks) or a uniserial module (result of
Facchini) over any ring R. These results provide new interesting classes of
semilocal rings, and are therefore highly relevant to this section. The result
of Camps-Dicks [931 requires the theory of uniform dimensions, which is not
developed in this text; therefore, we will not be able to present it here. On the
other hand, Facchini's result is proved by completely elementary means
which are easily within our reach. We shall , therefore, cover Facchini's result
in this Appendix, with some indications on how this work is related to the
further study of the Krull-Schmidt-Azumaya Theorem. Our exposition here
is based on Facchini's paper [961 .

By definition, a module M R (over any ring R) is uniserial if M #- °and the
submodules of M form a chain (that is, any two of them are comparable
under inclusion). Clearly, any uniserial module is indecomposable. For in­
stance, the group ofpi-th roots of unity (i = 0,1 ,2, . . .), for any prime p, is a
uniserial module over 7l.. (This is the so-called Priifer p-group.) If R is any
discrete valuation ring with uniformizer tt, and field of fractions M , then the
submodules of M R are 0, M , or n'R for some i E ll.. Since these clearly form
a chain, M R gives another example of a uniserial module. In general, non­
zero submodules and quotient modules of a uniserial module M are also
uniserial.

Throughout the following , M R denotes a uniserial right module over any
ring R. It turns out that the endomorphism ring E:= End(MR) is very
susceptible to analysis. We start with the following basic observation on
R-homomorphisms in and out of M .
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(20.14) Lemma. Let A ~ M .!!... B be R-homomorphisms, where A , Bare
nonzero right R-modules. Then ,

(I) B« is injective iff rx., 13 are both injective;

(2) B« is surjective iff «,13 are both surjective .

Proof. The "if" parts in (1) and (2) are true without any assumptions on M
and A ,B.

(I) ("Only if") Assume fJrx. is injective. Clearly, rx. must be injective, so
rx.(A) =f. O. Since rx.(A) n ker(fJ) = 0, the fact that Mis uniserial implies that
ker(fJ) = O. Therefore, 13 is also injective .

(2) ("Only if") The argument here is dual to that given above. Assume
fJrx. is surjective. Clearly, 13 must be surjective, so ker(fJ) =f. M . Since
rx.(A) + ker(fJ) = M , the fact that M is uniserial implies that rx.(A) = M .
Therefore, a is also surjective. QED

With this lemma, we can study the structure of the endomorphism ring E
of M using the following two sets:

ml = [« E E : rx. is not injective} , and

m2 = [« E E : a is not surjective} .

(20.15) Theorem (Facchini). m, and m2 are completely prime ideals in E, i.e.
Elm; (i = 1,2) are domains. Any proper one-sided ideal of E is contained in
m, or m2. We have the following two possibilities:

Case A. m, and m2 are comparable under inclusion. In this case, E is a local
ring with unique maximal ideal m, U m2.

Case B. m, and m2 are not comparable. In this case, E lm; (i = 1,2) are
division rings, rad E = m, n m2, and E [rad E ~ Elml x Elm2 .

In particular, E is always a semilocal ring.

Proof. Let rx. ,fJE m. , say with 0 =f. ker(rx.) £ ker(fJ) . Then ker(rx.) £ kert« +13),
so rx. + 13 E mi . This implies that m, is an additive group. If rx. E ml and 13 E E,
then rx.fJ and fJrx. are both not injective by the lemma, so rx.fJ,fJrx. E mr. This
shows that m, is an ideal of E, and the same lemma implies that E lm] is a
domain.

The treatment for m2 is similar. If rx. ,fJE m 2, we may assume that rx.(M) £

fJ(M) =f. M . Then

( rx. + fJ)(M) £ fJ(M) =f. M =} o: + 13 E m2·

By the lemma again, m2 is then an ideal, and Elm2 is a domain.
Now let Is E be any l -sided ideal. Then I consists of nonunits only ,

and so 1£ m, U m2. A standard argument then shows 1£ m, or 1£ mi . In
particular, if I is any maximal left ideal of E, we must have 1= m, or
1= m2 . By (20.2), this already suffices to show that E is a semilocal ring .
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Case A. m\ and m2 are comparable. Here, we have a unique maximal left
ideal mt U m2 (the bigger one of the two), which must be rad E. In this case,
E is a local ring.

Case B. m\ and m2 are not comparable. Here, they are both maximal left
ideals, and we have rad E = m, n m2. Since m, + m2 = E, the Chinese
Remainder Theorem implies that

(20.16) Elrad E ~ Elm\ x Elm2.

Each ring Elm; has only two left ideals ((0) and itself) , and is therefore a
division ring. QED

It can be shown by examples that Case A and Case B can both occur,
although we shall not dwell on this point here. Given more hypotheses on M
(or on R), however, we can often "force" Case A to happen. This is illus­
trated by the following.

(20.17) Corollary. Assume that either

(I) Mis hopfian (every surjective endomorphism is injective), or

(2) Mis cohopfian (every injective endomorphism is surjective).

Then, in (20.15), Case A must occur. In particular , M is strongly indecom­
posable if it is assumed to be projective, or injective, or noetherian, or artinian.

Proof. Under (I), we have m, £; m2 , and under (2) , we have m2 £; mi .
Therefore, only Case A can occur. If M is either projective or noetherian, it
must be hopfian. (The projective case follows from the indecomposability of
M , and the noetherian case follows from Exer. (1.12).) Similarly, if M is
either injective or artinian, it must be cohopfian. In any of these cases,
therefore , we are necessarily in Case A so E is local; that is, M is strongly
indecomposable. QED

Improving upon the above considerations, we can actually say a bit more .
Let us first observe the following necessary condition for Case B in (20.15).

(20.18) Lemma. If Case B holds in (20.15), there exist R-submodules
X , Y £; M such that

(20.19) o=I- Y £; X =I- M and X I Y ~ M.

Proof. Assuming we are in Case B, there exist a,p E E such that a E ml\m2
and pE m2\m\. Thus, a is surjective and not injective, while p is injective
and not surjective. Let

x = P(M ) =I- M , and Y = p(ker(a)) =I- O.
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Then we have Y £; X in M, with
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as desired.

XjY = fJ(M)jfJ(ker(a)) ~ Mjker(a) ~ M ,

QED

Following Facchini and Salce, let us call a module M shrinkable if it con­
tains submodules X and Y satisfying (20.19). Thus, M is shrinkable if it is
isomorphic to a proper submodule of a proper quotient of itself. Clearly,
such a module is rather "special". It can be easily seen, for instance, that
such a module is neither noetherian nor artinian. Also , given some hypoth­
esis on R, we can hope to rule out the existence of a shrinkable (uniserial)
module M. This idea quickly leads to the following.

(20.20) Proposition. Assume that R is commutative or right noetherian. Then
any uniserial right R-module M is strongly indecomposable.

Proof. It suffices to show that the new hypothesis on R implies that M is
unshrinkable (for then Case A in (20.15) must prevail for M). Assume for
the moment that M is shrinkable, with submodules X , Y as in (20.19). We
can then come up with a cyclic submodule of M that is shrinkable. To do
this, fix any element m e M\X. Since M is uniserial, we have mR;;;;2 X.
Restricting an isomorphism c: M --+ X j Y to mR , we have mR ~ X' j Y for
some submodule X' between Yand X. Then 0 =1= Y £; X' =1= mR shows that
mR is shrinkable. Note that mR £; M is still uniserial.

Starting over again, we may assume that M is cyclic. If R is a right no­
etherian ring, then MR is a noetherian module, and hence Mis unshrinkable.
Next, assume R is a commutative ring . Let us represent the cyclic module M
in the form RjI, where I is a right ideal of R. If M is shrinkable, there would
exist right ideals X , Y such that

I t;; Y £; X t;; R, and X j Y ~ RjI .

Fix any right R-module isomorphism rp: RjI --+ X j Y . Such rp is induced by
left multiplication by some element x E X. Invoking now the commutativity
of R, we have x Y = Yx £; Y, and so rp( Y j1) = O. This would imply Y = I ,
a contradiction. Therefore, M is again unshrinkable. QED

We can now record a number of consequences of the foregoing results on
cancellation problems and Krull-Schmidt uniqueness properties.

(20.21) Corollary. Any uniserial module is cancellable; that is, ifM, B, Care
right modules over any ring Rand M is uniserial, then

(20.22) M EEl B ~ M EEl C~ B ~ C.

Proof. This follows from (20.11) since End(MR ) is a semilocal ring according
to (20.15). QED



306 7. Local Rings, Semilocal Rings, and Idempotents

(20.23) Corollary. Let R be a ring and suppose

M 1 EB . . . EB M, ~ N 1 EB ... EB Ns ,

where the N;'s are indecomposable, and the M;'s are uniserial. Assume that
one of the following holds:

(1) for any i, M; is projective, or injective, or noetherian, or artinian;

(2) R is either commutative or right noetherian.

Then r = s, and, after a reindexing, we have M; ~ N; for 1 ::; i ::; r.

Proof. By (20.17) and (20.20), each M, must be strongly indecomposable.
Therefore, the Krull-Schmidt-Azumaya Theorem (19.21) applies . QED

Facchini has shown that, if we do not impose any conditions on R or on
the uniserial modules M j , then, even when all N;'s are also uniserial and
r = s, we need not have M, ~ N, (1 ::; i s; r) after reindexing. This shows the
failure of the Krull -Schmidt Theorem for direct sums of uniserial modules ,
answering negatively a question raised by R. Warfield in 1975. On the other
hand, Facchini has proved a weakened version of the Krull-Schmidt Theo­
rem for direct sums of uniserial modules which introduced a new paradigm
in the time-honored investigation of the Krull-Schmidt uniqueness property.
For a detailed statement of Facchini's Theorem, we refer the reader to his
paper [96] , or his book [98].

In closing, let us also make some remarks on artinian modules. We have
pointed out earlier the result of Camps and Dicks to the effect that the
endomorphism ring of any artinian module is semilocal. Therefore, the can­
cellation result (20.22) also holds for artinian (not necessarily indecom­
posable) modules M. Moreover, if M is artinian and indecomposable, and
R is either commutative or right noetherian, Warfield had shown that Mis
strongly indecomposable. Therefore, the Krull-Schmidt conclusion in (20.23)
will hold if the M;'s are artinian indecomposable, and R is either commuta­
tive or right noetherian. However, as we have already pointed out in §19,
Facchini, Herbera, Levy and Vamos have shown that the conclusion in
(20.23) does not hold in general for artinian indecomposable modules M;'s
and N/s. This answered negatively a question of Krull dating back to 1932.

Exercises for §20

Ex. 20.1. For any ring R, show that the following statements are equivalent:
(I) R is semilocal;
(2) every direct product of simple left R-modules is semisimple;
(3) every direct product of semisimple left R-modules is semisimple;
(4) for any left R-module M, soc(M) = {m E M : (rad R)m = O}.
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(Hint. (I) =? (4) was Exercise 4.18. (4) =? (3)=? (2) are easy. Assume (2) and
that rad R = o. Let {m.} be all the maximal left ideals of R. Then we have
an injection of left R-modules R -> TI Rjm;.)

Ex. 20.2. Let A , B, C be right modules over a ring R. If A has a composition
series, show that A EB B ~ A EB C implies B ~ C.

Ex. 20.3. Show that, over any commutative semilocal domain R, any finitely
generated projective R-module P is free.

Ex. 20.4. (Jensen-Je ndrup) Construct a commutative semiprimary ring that
cannot be embedded in a right noetherian ring.

Ex. 20.5. Show that R = ( ~ ~ ) is a noncommutative semi-primary ring

which is neither right noetherian nor left noetherian.

Ex. 20.5*. Let R be any semiprimary ring, and M be any nonzero left
R-module . Show that (rad R )M =1= M and soc(M) =1= O. (For a much more
general result, see Exercise (24.7) below.)

Ex. 20.6. Let R be a left noetherian sernilocal ring such that rad R is a nil
ideal. Show that R is left artinian. (Hint. Use (4.15) and (10.30).)

Ex. 20.7. (cf. Exercise 4.21) Let R be any semilocal ring. For any ideal
I £; R, show that the natural map ([J: GLn(R ) -> GLn(R j I) is onto. (Hint.
First prove this for n = 1.)

Ex. 20.8. For any ring R and any integer n 2: I, show that the following
statements are equivalent:
(I) M n(R) is Dedekind-finite;
(2) for any right R-module M, R" ~ R" EEl M implies that M = (0);
(3) R~ is hopfian , i.e. any right module epimorphism IX: R" -> R" is an
isomorphism.
(A ring R satisfying any of these conditions is called stably n-finite. Note that
if R is stably n-finite, then R is stably m-finite for any m :::; n. For instance , if
R has left stable range I, then R is stably n-finite for all n, by (20.13).)

Ex. 20.9. Let R be either a right noetherian ring or a commutative ring.
Show that R is stably n-finite for any n (in the sense of Exercise 8 above).

Ex. 20.10A. (Kaplansky) Show that a ring R has left stable range I iff
Ra + Rb = R implies that R · (a + xb) = R for some x E R. (Hint. For the
"if" part, the key is to show that R is Dedekind-finite. Suppose au = I. Then
Ra + R(I - ua) = R implies that some v := a + x (1 - ua) is left-invertible .
Right multipl y by u and voila!)

Ex. 20.10B. For any ring R with left stable range I, show that rad(R ) is
given by the set {r E R : r + U (R) £; U (R)} .
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Ex. 20.10C. Show that a ring with left stable range 1 need not be semilocal.

Ex. 20.11. (Camps-Menal) Recall that a subring A £: R is full if A 11

U(R) £: U(A) (see Exercise 5.0). If R = D, X .•• x D; where each D; is a
division ring, show that any full subring A £: R is a semilocal ring.

Ex. 20.12. (Cf. Exercise 19.6) For any semilocal ring R, use the last exercise
to show that the center Z(R) is semilocal.

§21 . The Theory of Idempotents

In the previous sections, we have already had many occasions for using
idempotents in rings. Here, we shall try to present a more systematic study of
idempotents. In a commutative ring R, whenever we have an idempotent e,
the ring R decomposes into a direct product of the two rings R · e and
R· (1 - e). For many considerations in commutative ring theory, we can
often restrict our attention to rings R which are indecomposable (or con­
nected); i.e., R =P 0 and R does not decompose into a direct product of two
nonzero rings. These are the (commutative) rings which have only the trivial
idempotents, 0 and 1. For noncommutative rings, these remarks remain
valid if we replace the word " idempotent" everywhere by "central idempo­
tent." Thus, a (nonzero) ring R is indecomposable iff it has no nontrivial
central idempotents. However, even for these rings, there may be many
nontrivial, noncentral idempotents. To understand the structure of these
rings, it is often important to study the behavior of their idempotents.
Therefore, the theory of idempotents plays a much more prominent role in
the study of noncommutative rings than in the study of commutative rings.

The first important facts about idempotents in arbitrary rings were dis­
covered by the American algebraist Benjamin O. Peirce. For any idempotent
e in a ring R, we have the following three Peirce decompositions:

(21.1) R = R . e (JJ R . f ,

(21.2) R = e . R (JJ f . R,

(21.3) R = eRe (JJ eRf (JJ fRe (JJ fRf,

where f = 1 - e is the "complementary" idempotent to e. We have used the
decompositions (21.1), (21.2) before, and (21.3) follows easily from these.
Note that (21.1) (resp., (21.2)) is a decomposition of R into left (resp., right)
ideals, while (21.3) is a decomposition of R into additive subgroups. Among
these subgroups, eRe,fRfare, in fact, rings on their own right, with identities
e and/, respectively. As is easily seen, these two rings may be characterized
by the equations:

(21.4) eRe = {r E R : er = r = re} , fRf = {r E R: fr = r = rI} .
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In the literature, these are sometimes referred to as the corner rings asso­
ciated with the idempotents e and f

Also pertinent to the Peirce decomposition is the following observation.

(21.5) Lemma. e is a central idempotent (i.e. , e E Z(R)) iffeRf = fRe = 0.

Proof. For r E R, erf = °andfre = °amount to er = ere = reo QED

A very good illustration of the Peirce decomposition (21.3) is given by the
example of a complete matrix ring R = Mn(k), where k is some given ring.
If r is an integer strictly between 1 and n, and e is the idempotent matrix
diag( 1, . . . , 1, 0, ... , 0) with r ones , with the complementary idempotent
f = diag(O, .. . , 0, 1, . .. , 1) with n - r ones, then an easy computation
shows that

eRe = { (~ ~)} , eRf = { (~ ~)} ,

fRe = { (~ ~)} , fRf = { (~ ~)}

where the stars denote, respectively, blocks of sizes r x r, r x (n - r) ,
(n - r) x r, and (n - r) x (n - r). In particular, the corner rings eRe andfRf
are isomorphic to the matrix rings Mr(k) and Mn-r(k) , respectively. These
examples, incidentally, explain where "corner rings" got their name!

Next, we consider two idempotents e,e' in a ring R and compute
HomR(eR , e'R), the group of R-homomorphisms from eR to e'R. Recall
that, by our general convention, homomorphisms between right modules are
written on the left of module elements.

(21.6) Proposition. Let e, e' be idempotents, and M be a right R-module.
There is a natural additi ve group isomorphism A: HomnieR , M) --+ Me . In
particular, there is a natural group isomorphism HomuieR , e'R) ~ e'Re.

Proof. Given an R-homomorphism (): eR --+ M, consider m = ()(e). Then

me = ()(e)e = ()(e2
) = ()(e) = m.

Therefore m = me E Me. We define the desired map Aby setting A(()) = ()(e).
Clearly, A is an injective group homomorphism. To show A is surjective,
consider any m E Me and define (): eR --+ M by ()(er) = mr, for r E R. Since
er = °implies that mr E Mer = 0, 0 is a well-defined R-homomorphism. We
have A(()) = ()(e) = m, so A is surjective, as desired. The last conclusion of
(21.6) follows by setting M = e'R. QED

(21.7) Corollary. For any idempotent e E R, there is a natural ring iso­
morphism EndR(eR) ~ eRe.
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Proof. Taking e' = e in (21.6), we have a group isomorphism 2: EndR(eR) ---.
eRe. It suffices to show that 2 is a ring isomorphism. Let 0,0' E EndR(eR)
and let m = O(e) E eR. Then

2(0'0) = O'O(e) = O'(m) = O'(em) = O'(e)m = 2(0' )2(0),

as desired . QED

For the next Proposition, recall that two idempotents a, pE R are said to
be orthogonal if ap = pa = O.

(21.8) Proposition. For any nonzero idempotent e E R, the following state­
ments are equivalent:

(1) eR is indecomposable as a right R-module.

(1)' Re is indecomposable as a left R-module .

(2) The corner ring eRe has no nontrivial idempotents.

(3) e has no decomposition into a + p where a,p are nonzero orthogonal
idempotents in R .

If the idempotent e # 0 satisfies any of these conditions, we say that e is a
primitive idempotent ofR.

Proof. By left-right symmetry, it is enough to show the equivalence of (1),
(2), and (3). The equivalence (I) {:} (2) follows from (21.7), since eR is in­
decomposable iff EndR(eR) has no nontrivial idempotents.

(3) ::::} (2) If eRe has a nontrivial idempotent a, then for p = e - a (the
complementary idempotent to a in the corner ring eRe), we have the
"orthogonal" decomposition e = a + p, contradicting (3).

(2) ::::} (3) Assume we have a decomposition e= a + p, where a,p are
nonzero orthogonal idempotents in R. Then

e« = a 2 + pa = a and «e = a2 + ap = a.

By (21.4), a E eRe , which contradicts (2). QED

(21.9) Proposition. For any idempotent e E R, the following statements are
equivalent:

(1) eR is strongly indecomposable as a right R-module .

(1)' Re is strongly indecomposable as a left R-module .

(2) eRe is a local ring.

If the idempotent e satisfies any of these conditions, we say that e is a local
idempotent . (Clearly, a local idempotent is always a primitive idempotent.)

Proof. The equivalence (1) {:} (2) follows from (21.7), and (1)' {:} (2) follows
from left-right symmetry. QED
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Some further characterizations for local idempotents will be given later in
this section. These characterizations involve working with the quotient of the
ring R modulo its Jacobson radical. To facilitate these considerations, we
need to compute first the Jacobson radical of a comer ring.

(21.10) Theorem. Let e be an idempotent in R , and J = rad R . Then
rad(eRe) = J n (eRe) = eJe . Moreover, eRe /rad(eRe) ~ eRe, where e is the
image ofe in R = R /J.

Proof. For the first conclusion, it is enough to prove the following three
implications :

(I) r E rad(eRe) ===> r E J .

(2) r E J n (eR e) ===> r E eJe.

(3) r E eJe ===> r E rad(eRe) .

For (1), it suffices to show that, for any y E R , I - yr has a left inverse in R.
Working first in eRe , we can find b E eRe such that b(e - eye -r) = e, that is,
b(1 - yr) = e. Thus,

yrb(1 - yr) = yre = yr.

Adding I - yr, we get (I + yrb)(1 - yr) = I, as desired. For (2), we simply
note that, for r E J n eRe, we have r = ere E eJe . For (3), it suffices to show
that, for any y E eRe, e - yr has a left inverse in eRe. Since r E eJe ~ J, there
exists an x E R such that x(1 - yr) = 1. But then

e = ex(1 - yr)e = ex(e - yr) = exe · (e - yr) ,

so exe E eRe is a left inverse for e - yr.
To complete the proof, we have to compute eRefe.Ie. Consider the natural

map eRe --> eRe which sends ere to ere. This is a well-defined ring homo­
morphism vanishing on eJe , so it induces a surjection ekef ele --> eRe. This
is an isomorphism , since, if ere = 0, then ere E J n eRe = eJe. QED

In the next theorem, we study the relationship between the ideal structure
of eRe and that of R .

(21.11) Theorem. Let e be an idempotent in the ring R.

(I) Let 21 be any left ideal of eR e. Then (R21) n eRe = 21. In particular,
211-t R21 defines an injective (inclusion-preserving) map from the left
ideals ofeRe to those of R.

(2) Let 21 be an ideal in eRe. Then e(R21R)e = 21. In particular, 211-t R21R
defines an injective (inclusion-preserving) map from ideals of eRe to
those ofR . This map respects multiplication ofideals, and is surjective if
e is afull idempotent, in the sense that ReR = R.



312 7. Local Rings, Semilocal Rings, and Idempotents

Proof. For (1), let 'lIo = (R'lI) neRe;;2 'lI. Then, since 'lIo ~ eRe, we have

'lIo = e'lIo ~ e . R'lI = eke 'lI ~ 'lI.

Therefore, 'lIo = 'lI as claimed. The second conclusion of (1) now follows
easily. If 'lI ~ eRe is, in fact, an ideal, then

e(R'lIR)e = eR(e'lIe)Re = (eRe)'lI(eRe) = 'lI,

and, if'lI' is another ideal of eRe , then

(R'lIR)(R'lI'R) = R'lIR'lI'R = R('lIe)R(e'lI')R

= R'lI(eRe)'lI'R = R('lI'lI')R.

Finally, assume that e is full; i.e., ReR = R. For any ideal ~ in R, consider
the ideal 'lI = e~e in eRe . Then

R(e~e)R = Re(R~R)eR = (ReR)~(ReR)

= R~R =~.

This shows the surjectivity of the map in (2). QED

(21.12) Remark. In the case when e is a full idempotent, we also see from the
proof above that rad R in R corresponds to rad(eRe) in eRe under the ideal
correspondence in (21.11 )(2), since e(rad R)e = rad(eRe) by (21.10). How­
ever, if e is not full, the ideal map 'lI t-+ R'lIR in (2) above may not be sur­
jective. For instance, if R is a commutative ring, we have R'lIR = 'lI, so the
image of the map in (2) is just the set of all ideals in the corner ring eRe .

Using the results above, one can show that many ring-theoretic properties
of R are inherited by the ring eRe . The following offers only a small sample
of such properties (see also Exercises 11.3 and 21.9).

(21.13) Corollary. Let e =1= 0 be any idempotent in R . If R is Jacobson­
semisimple (resp., semisimple, simple, prime, semiprime, left noetherian, left
artinian), then the same holds for eRe.

Proof. The "J-semisimple" case follows from (21.10). The other cases follow
easily from (21.11). QED

An important guiding example for the results in (21.1 0) and (21.11) is the
following.

(21.14) Example. Let k be a ring and R = Mn(k). Let e be the matrix unit
Ell in R. Then, by an easy computation, ere = rlle for any matrix r = (rij),
so as a ring eRe is isomorphic to k. (This is, of course, a special case of the
example for Peirce decomposition given after (21.5).) One can also check
that e is a full idempotent. Thus, (21.11)(2) recovers the familiar one-one
correspondence between the ideals of k and those of Mn(k), as defined in
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(3.1). In particular, Theorem (21.10) is consistent with the earlier result that
rad(M1n(k)) = M1n(rad k).

A more thorough treatment on the relationship between R and eRe for a
full idempotent e will be given in Lectures in the section on Morita's theory
of equivalence of module categories.

In (21.8) and (21.9), we defined the notions of primitive idempotents
and local idempotents. Both of these turned out to be left-right symmetric.
We shall now introduce the notion of irreducible idempotents: for this, the
distinction of left and right becomes necessary , as shown by an example
later.

(21.15) Definition. We say that an idempotent e (# 0) is right (resp., left)
irreducible if eR (resp., Re) is a minimal right (resp., left) ideal of R.

Note that, by Brauer's Lemma (10.22), a minimal right ideal I s;;; R is
generated by a right irreducible idempotent iff [2 # O.

(21.16) Proposition. Let e E R be an idempotent.

(1) If e is right irreducible, then eRe is a division ring.

(2) The converse is true if R is a semiprime ring.

Proof. (1) follows from Schur's Lemma since, by (21.7), eRe ~ EndR(eR) .
For (2), assume R is semiprime and that eRe is a division ring. Consider
any nonzero element er E eR, where r E R. Since R is semiprime, erRer # O.
Hence erse # 0 for some s E R. Let ete be the inverse of erse in eRe. Then
(erse)(ete) = e. Therefore erR = eR , so eR is a simple R-module.

QED

We note the following direct consequence of the Proposition.

(21.17) Corollary.

(1) A right irreducible idempotent is always local.

(2) If R is semiprime, then an idempotent is right irreducible iff it is left
irreducible,'

(3) If R is semisimple, then an idempotent is right irreducible iff it is local,
iff it is primitive.

The next result gives a basic relationship between right irreducible idem­
potents and local idempotents.

I This fact can also be deduced from (11.9). In fact, the argument for (11.9) is very close to the
proof of (21.16).
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(21.18) Proposition. Let e be an idempotent in R , and let J = rad R ,
R = R I J . The following statements are equivalent:

(I) e is a local idempotent in R.

(2) e is a right irreducible idempotent in R .

(2)/ e is a left irreducible idempotent in R .

(3) eRleJ is a simple right R-module.

(4) eJ is the unique maximal submodule ofeR.

Proof. We begin by noting that R is semiprimitive, hence semiprime. Thus
(21.17)(2) gives (2) ¢:} (2)/. Also, e is right irreducible iff eRe is a division
ring. But by (21.10),

eRe ~ eRelrad(eRe),

so eRe is a division ring iff eRe is a local ring. This gives (2) ¢:} (I). For the
rest of the proof, note that we have an R-isomorphism A: eRIeJ ---. eR. This
gives (2) ¢:} (3). Finally, assume (3). Then for any right ideal I c;; eR not
contained in eJ, ..1.(1 + eJ) must be eR since eR is a simple R-module. Thus ,

eR = I + eJ = 1+ eR . J .

By Nakayama's Lemma, 1= eR. This gives (3) =} (4), and (4) =} (3) is a
tautology. QED

For a local idempotent e E R, there is a useful criterion to decide when a
right R-module of finite length has a composition factor isomorphic to the
simple module eRIeJ, where J = rad R .

(21.19) Proposition. Let e E R be a local idempotent, and M be a right R­
module offinite (composition) length. Then M has a composition factor iso­
morphic to eRleJ (J = rad R) iff M . e # 0, iff Hom(eR, M) # o.

Proof. Let
M = Mo 2 M] 2 ... 2 M, = 0

be a composition series of M. First assume Me # (0). If M,« £; M i+1 for
every i, then Me = Mer C;; M, = (0), a contradiction. Thus, M has a com­
position factor V such that Ve # (0). Fix an element v E V such that ve # 0;
then veR = V. We have a surjective R-homomorphism A: eR ---. V defined
by ..1.(er) = ver for any r E R. The kernel of }, is a maximal submodule of eR,
so by (21.18)(4),ker X = eJ. Therefore V ~ ekfel, as desired. Conversely, if
some Mil M i+1 is isomorphic to eRleJ, then, since (eRleJ) . e # 0, we have
(MiIMi+I ) · e # O. In particular, Me 2 M,« # O. The second "iff" in the
Proposition now follows from (21.6). QED

Let us now give an example of a left irreducible (indeed, local) idempotent
that is not right irreducible.
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Example. Let k be a field, and R be the k-algebra of triangular matrices

{ (~ ~)} over k . This ring has radical { (~ ~)} with (rad R)2 = 0,

so R is not semisimple. For the idempotent e = (~ ~) , we have

Re = { (~ ~)} and eR = { (~ ~)} . Since dime Re = 1, e is clearly

left irreducible . However, eR 2 rad R 2 (0), so e is not right irreducible.

(Here, eRe = { (~ ~)} is isomorphic to k , so e is indeed a local

idempotent.) Similarly, we can check that the complementary idempotent

f = I - e = (~ ~) is right irreducible but not left irreducible.

Next we shall study the notion of isomorphism between idempotents.

(21.20) Proposition. Let e, f be idempotents in a ring R . Then the following
statements are equivalent :

(I) eR ~fR as right R-modules.

(1)' Re ~ Rf as left R-modules.

(2) There exist a E eRf and b EfRe such that e = ab andf = ba.

(3) There exist a, b E R such that e = ab and f = ba.

lf e and f satisfy any of these conditions , we say that they are isomorphic
idempotents, and write e ~ f.

Proof. By left-right symmetry, it is enough to show that (1) =:} (2) =:}
(3) =:} (1).

(1) =:} (2) Fix an R-isomorphism 0: eR --+ fR. By (21.6), this "corre­
sponds" to the element b = O(e) e fke . Similarly, O-' :fR --+ eR corresponds
to some a = (r'(f) E eRf. Under the composition 0-'0, e goes to abo
Therefore , ab = e and, similarly, ba = f .

(2) =:} (3) is trivial.

(3)=:} (1) Given a,b as in (3), we have be=b(ab)EfR and
af = a(ba) E eR . Define 0: eR --+ fR and O':fR --+ eR by O(x) = bx EfR and
O'(y) = ay E eR. Then

O'O(e) = O'(be) = abe = e2 = e,

00'(f) = O(af) = baf = t? = f .

Hence 0'0 = 1 and 00' = 1, as desired. QED
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Examples.

(A) If R is a commutative ring, then by (3) above, e ~ f means simply
that e = f. Therefore, the notion of isomorphism between idempotents is of
interest only in the noncommutative case.

(B) A typical noncommutative ring is R = End(MA), where M is a right
module over some ring A. For idempotents e, fER, we claim that e ~f
in R iff eM ~fM as A-modules. To see this, first assume e ~f, so e = ab
and f = ba for some a, b E R. Then , left multiplication by b defines an
A-homomorphism rp: eM -. fM , and left multiplication by a defines an A­
homomorphism ljJ:fM -. eM. It is easy to check that rp and ljJ are mutually
inverse maps, so we get eM ~fM as A-modules. Conversely , if eM ~fM as
A-modules, let rp: eM -. fM be an A-isomorphism with inverse ljJ . We can
define b E R by bleM = rp and bl(1 - e)M = 0; similarly, we can define a E R
by aifM = ljJ and al(l - f)M = O. A routine calculation shows that ab = e
and ba = f , so we get e ~ f in R.

(C) Let M = AA where A is any ring; then R := End(MA) ~ Mn(A). If
{Eij} are the matrix units in R, (B) above shows that Eii~ Ejj in R since
EiiM ~ AA for every i. (What are choices of a,b E R such that Eii = ab and
Ejj = ba?)

(0) If A.: R -. S is a ringhomomorphism and e ~ f in R, then A(e) ~ A(f)
in S. This follows easily, for instance, from the characterization (21.20)(3) for
the isomorphism of idempotents.

Let e E R be any idempotent, and let e' = I-e. Then we have a decom­
position R = eR EE> e'R, so P = eR is a projective right R-module. For a
fixed ideal I ~ R, write R = R/I. Then, as is easily verified,

PIP · I = eRleI ~ eR as R-modules.

From (19.27), we deduce the following result.

(21.21) Proposition. Let I be an ideal ofR inside rad R. Thenfor idempotents
e.f E R, we have e ~ f in R iffe ~1 in R = R/I . In particular, ife =1, then
e ss ],

Our next goal is to study the notion of lifting idempotents. If I is an ideal
in a ring R, we say that an idempotent x E RII can be lifted to R if there
exists an idempotent e E R whose image under the natural map R -. R/I is
x. For a general ideal I, we certainly do not expect every idempotent x E R/I
to be liftable . For instance, for R = 7!.., if we take I to be the ideal generated
by 6 = 32 - 3, then 3 is an idempotent in R/I which cannot be lifted to R .
We shall soon give some sufficient conditions on I ~ R which will guarantee
the Iiftability of idempotents. Before we develop such results, however, let us
first explain why it is of interest to study the lifting of idempotents.
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(21.22) Proposition. Let e E R be an idempotent and I S; rad R be an ideal of
R. Ife is primitive in R := RjI, then e is primitive in R. The converse holds if
idempotents ofR can be lifted to R .

Proof. We first make the following basic observation about rad R:

(21.23) The only idempotent a E rad R is a = O.

In fact, consider the complementary idempotent 1 - a. Since a E rad R,
1 - a is a unit. But then 1 - a must be 1, i.e., a = O. To prove the Proposi­
tion, let e = a + pbe a nontrivial decomposition of e into orthogonal idem­
potents a,p E R. By (21.23), a =1= O::::} a =1= 0 and p =1= O::::} P =1= 0 in R. Thus,
e= a+Pis a nontrivial decomposition of e into orthogonal idempotents
a, PER. Conversely, suppose e= x + y is a nontrivial decomposition of e
into orthogonal idempotents x, y E R. Here weassume that these idempotents
can be lifted to R. Let a,p be idempotents of R such that a= x and P = y.
We have then ap == pa == 0 (mod /) . We claim that

(21.24)
Thereexists an idempotent p' E R orthogonal to a
such that p' == p (mod /).

Assuming this claim, let us first show how to complete the proof. Define
e' = a +p'. This is clearly an idempotent in R, and it is not primitive (since
a, P' =1= 0). However,

e' = a+P' = a+P= e in R,

so by (21.21), e' ~ e in R. Therefore, e is also not primitive in R, as desired.
To prove the claim (21.24), note that prx E I S; rad R implies that 1 - prx is

a unit. Consider the idempotent

Po = (1 - Prx)-lp(1 - pa).

In R, we have clearly Po = p. Moreover,

poa = (1 - prx)-lp(rx - pa) = O.

However, apo may noLbe zero. To remedy this, let p' := (1 - rx)Po. Since
rxPo = ap = 0, we have P' = Po = p. Now not only s:« = (1 - rx)Porx = 0, but
also rxP' = a(1 - rx)Po = O. And P' is an idempotent since

p'2 = (1 - rx)Po(1 - a)Po = (1 - rx)P5 = p' . QED

The idea of the proof above can be refined a little bit to give the following
result.

(21.25) Proposition. Let I s; rad R be an ideal of R such that idempotents in
R = RjI can be lifted to R. Then for any countable (finite or infinite) set of
pairwise orthogonal idempotents {Xl ,X2 , . . .} in R, there exists a set ofpair­
wise orthogonal idempotents {e\ , e2 , . .. } in R such that ei = Xi for all i.
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Proof. Suppose we have already found {e" . . . ,en} satisfying the stated
conditions. It suffices to show how we can find en+,. Let !X be the idempotent
el + ...+ en, and let pbe an idempotent of R lifting Xn+l. Then fi and 1J are
orthogonal idempotents in it By (21.24), we can find an idempotent en+l
orthogonal to !X such that en+l = 1J = xn+,. Since e, = «e, = erx for i ~ n,
en+, is clearly orthogonal to each of e" .. . . e«. QED

The following example, due to Jacobson, offers an interesting sufficient
condition for the existence of a countably infinite set of pairwise orthogonal
nonzero idempotents.

(21.26) Example (cf. Exercise 11.9). Let R be any ring which is not
Dedekind-finite; i.e., there exist elements a,b e R such that ab = 1 but
e := ba 1= 1. Then e2 = b(ab)a = e so e is a (nontrivial) idempotent. For
i,j~O,let

eij = bi(l - eta',
Then {eij} is a set ofmatrix units in the sense that eijeke = ~Jkeie (where ~Jk are
the Kronecker deltas) . To see this, note that a'b' = 1 for all i, and that
a(l - e) = 0 = (1 - e)b. If j 1= k, then aJbk is either aJj-kl or bIJ-kl, so

. . k eeijeke=b'(l-e)aJb (l-e)a =0.

On the other hand, since 1 - e is an idempotent,
. . . e ' eeijeje = b'(l - e)aJbJ(l - e)a = b'(l - e)a = eif.

Note that each eij 1= 0, for if bi(l - e)aJ = 0, then

0= aibi(l - e)aJbJ = 1 - e,

a contradiction. In particular, {eii: i ~ O} is an infinite sequence of nonzero
pairwise orthogonal idempotents in R, and R contains an infinite direct sum
of nonzero right ideals EBi ~oeiiR . This leads to the following observation
which generalizes (20.8) (see also Exercise 20.9).

(21.27) Corollary. Let 8 be a ringsuch that R := 8/rad 8 doesnot containan
infinite direct sum ofnonzero right ideals (e.g., R is right noetherian). Then 8
is Dedekind-finite.

Proof. The work in (21.26) above showed that R is Dedekind-finite. From
this, it is easy to deduce that 8 itself is Dedekind-finite. In fact, assume
ab = 1 in 8. Then we have ba E 1 + rad 8 £; U(8) . Choose u E 8 such that
bau = 1. Left multiplying by a, we get au = a, and hence ba = 1. QED

Let us now return to the problem of lifting idempotents. We shall try to
establish two separate sufficient conditions on an ideal I £ R in order that
idempotents in R/I can be lifted to R.
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(21.28) Theorem. Let I be a ni/ ideal in R (so I £; rad R ). Let a E R be such
that ii E R := RjI is an idempo tent. Then there exists an idempotent e E aR
such that e= ii E R.

Proof. For b = I - a, we ha ve ab = ba = a - a2 E I , so (ab)m = 0 for some
integer m ~ I . By the Binomial Theorem,

I = (a + b)2m

= a2m + r la2m- 1b + ...+ rmambm + rm+lam- Ibm+l + ...+ b2m,

where the r;'s are integers. Let

e = a2m + rla2m - Ib + + rmambm EaR, and

f = rm+lam-lbm+I + + b2m.

Since ambm = b't'a" = 0, we have ef = 0 and so e = e(e + f ) = e2. Finally,
ab E I implies that e == a2m == a (mod I), as desired. QED

As an application of the theorem, we derive the following basic result on
idempo tents which holds, in particular, for all semiprimary rings and all left
(or right) artinian rings.

(21.29) Corollary. L et R be a sem i/oeal ring such that I = rad R is a nil ideal.

(I) If R has no nontrivial idemp otents and R ¥- (0), then R is a local ring.

(2) A right ideal 21 £; R contains a nonzero idempo tent ijf 21 is not nil.

Proof. If R has no nontrivial idempotents, then by (2 1.28) the same holds for
R = R j I. By the Wedderburn-Artin Theorem, thi s implies th a t R is a divi­
sion ring , so R is a local ring. (A somewhat different proof of (1) for left or
right artinian rings was given earlier in (19.19).) To prove the nontrivial part
of (2), assume 21 is not nil. Since I is nil , the image of 21 in R is nonzero,
and therefore contains a nonzero idempotent. Let a E 21 be such that
o¥- ii = ii 2 E R. By (21.28), there exists an idempotent e E aR £; 21 such that
e= ii ¥- O. QED

In order to formulate the second sufficient condition for lifting idempo­
tents, we recall a few facts about the completion of a ring with respect to an
ideal. Let I be an ideal in a ring R . We have an inverse system of quotient
rings:

We write R(= R[ ) for the inverse limit lim R j I" , and call R the completion
of R with respect to I (or the I-adic co~tion). We say th at R is I-adically
complete if the natural map i: R -+ R is an isomorphism . This amounts to
the follow ing two conditions.
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(1) Injectivity ofi : that is, n:=l In = (0).

(2) Surjectivity of i: that is, for any sequence (al,a2 , . .. ) such that
an+l == an (mod In) for every n, there exists an element a E R such that
a == an (mod P) for all n.

In dealing with completions, we think of the elements of In for large n as
being "very small." The sequence (al ,a2, . .. ) in (2) above is then a Cauchy
sequence, in that am - an is very small for large m,n. Thus, condition (2)
guarantees that the Cauchy sequence (ai, a2, ...) has a limit a in R. Condition
(I) guarantees the uniqueness of this limit, and is essentially a "Hausdorff"
condition. If R is not yet I-adically complete, then the element a represented
by (al ,a2, " ') in limR/P will be a "formal limit" of the Cauchy sequence

<----
(ai, a2,.. .). In this case it is suggestive to write a = limn---+oo an ' Thus, ifn:o In = (0), R is the topological completion of R in the usual sense if
we regard (R,+) as a topological group with {P: n ~ O} as a fundamental
system of neighborhoods at O.

(21.30) Remark. I nilpotent => R is l-adically complete => I ~ rad R. The
first implication is clear since, if I is nilpotent, every Cauchy sequence is
eventually constant. For the second implication, it suffices to show that, if R
is I-adically complete, then b e I => I - b E U(R). The idea is that an inverse
of I - b is given by I + b + b2+ ...: this series converges since its partial
sums form a Cauchy sequence in R. We leave it to the reader to make this
heuristic argument mathematically precise.

(21.31) Theorem. Let I be an ideal in R such that R is I-adically complete.
Then idempotents in R/I can be lifted to R.

Proof. Let al E R/I be an idempotent. Viewing R/I as (R/I2)/(I/I2), we
can lift al to an idempotent a2 E R/12, since the ideal 1/12 ~ R/I2 has
square zero. Proceeding in this way, we arrive at an element

a = (al ,a2," ') E lim R/P = R= R,
<----

where, for each n.a; is an idempotent in R/In• Clearly then,

a2 = (ai,a~ , . . .) = (al ,a2," ') = a,

so a E R is an idempotent lifting al E R/I. QED

From this and (21.22), (21.25), (21.30), we deduce

(21.32) Corollary. Let (R,I) be as above. Then an idempotente E R is primi­
tive in Riffe is primitive in R/I , and any countable set ofpairwise orthogonal
idempotents in R/I can be lifted to a similar set in R.
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How can we get some examples of noncommutative rings R which are
I-adically complete with respect to some ideal I? One way to get such
examples is through the use of analogous commutative objects. First let us
prove the following useful lemma.

(21.33) Lemma. Let k be a commutative noetherian ring which is I-adically
complete with respect to an ideal I ~ k. Let M be a finitely generated k­
module. Then M is I-adically complete in the sense that the natural map
iM: M -+ lim M / I"M is an isomorphism.

<--

Proof. The kernel of iM is N = n:1 I"M. By Krull 's Intersection Theorem
[Jacobson: 89] (p. 442), we have I . N = N . Since N is finitely generated over
k, Nakayama's Lemma implies that N = O. It remains to show that iM is
onto. Fix a set of generators {ml, . .. ,m,} for M and take an y element

(al, a2, .. .) E limM/rM.
<--

(For convenience, we think of the a;'s as elements of M.) Since
P'M = 2:P'm. , we can write

r

an+1- an = 'LPnjmj , where Pnj E I".
j=1

Write al = 2:;=1 a.1jmj, with a.1j Ek. Then

an = al + (a2 - ad + .. .+ (an - an- I)

= 'L a.ljmj + 'LPljmj + " '+ 'LPn-l,jmj
j j j

= L a.njmj,
j

where a.nj = Cf.lj +Plj + ...+Pn- I,j' Since Pn-I ,j E t- :', the Cf.n/ s converge to
some Cf.j E k when n -+ ro oDefining a = 2:j Cf.jmj, we then have

a - an = L (a.j - Cf.nj}mj E F'M for all n,
j

so iM(a) = (al, a2," .), as desired. QED

(21.34) Proposition. Let (k, I) be as in (21.33) and let R be a k-algebra which
is finitely generated as a k-module. Then

(1) R is IR-adically complete, and idempotents of R/IR can be lifted to R.

(2) Assume k is semilocal and I = rad k . IfR has no nontrivial idempotents
(and R =1= (0)), then R is a local ring.

Proof. (1) follows from (21.33) and (21.31). For (2), note that R/IR is finitely
generated as a module over k]I . Under the assumptions in (2), k] I is a
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(commutative) artinian ring, so R/IR is also a (left and right) artinian ring.
If R has no nontrivial idempotents, then by (1), R/IR also has no nontrivial
idempotents. By (19.19), R/IR is a local ring. Since IR S rad R by (5.9), this
clearly implies that R itself is a local ring. QED

The considerations above lead to the following important result on the
direct decompositions of finitely generated modules over algebras in a semi­
local, complete setting.

(21.35) Theorem. Let k be a commutative noetherian semi/ocal ring which is
I-adically complete for I = rad k. Let R be a k-algebra which is finitely gen­
erated as a k-module. Then any finitely generated right R-module M has a
Krull-Schmidt decomposition, i.e., M = M 1 Et> ... Et> Mr, where each M, is
an indecomposable R-submodule of M . Moreover, r is uniquely determined,
and the sequence of isomorphism types of MI , . .. , Mr is uniquely determined
up to a permutation.

Proof. The hypotheses imply that the R-submodules of M satisfy the ACC,
so by (19.20), a Krull-Schmidt decomposition M = M, Et> . .. Et> M, exists.
Consider the k-algebras E, = EndR Mi , which have no nontrivial idempo­
tents. Since Endi. (Mi ) is finitely generated as a k-module and k is noetherian,
E i is also finitely generated as a k-module. By (21 .34)(2), E, is a local ring, so
M, is strongly indecomposable for 1 ~ i ~ r. The uniqueness part of (21.35)
now follows from the Krull-Schmidt-Azumaya Theorem (19.21). QED

The result we just proved above is remarkable because in general, the
Krull-Schmidt decompositions of finitely generated modules do not satisfy
the uniqueness conclusion of(21.35) over noetherian local rings, as we have
shown in an earlier example. Under the completeness assumption on k in
(21.35), the uniqueness of Krull-Schmidt decompositions of finitely gen­
erated R-modules is restored. This is important for the theory of integral
representations of finite groups since (21.35) can be applied to finitely gen­
erated modules over kG where G is any finite group and k is the completion
of a ring of algebraic integer with respect to any prime ideal.

Exercises for §21

Ex. 21.1. Let e be an idempotent in a ring R. For any right R-module V, we
can view Ve as a right eRe-module.
(1) Show that if 0 ~ V' ~ V ~ V" ~ 0 is an exact sequence of right R­
modules, then 0 ~ V' e ~ Ve ~ V" e ~ 0 is an exact sequence of right
eRe-modules.
(2) If VR is irreducible, show that Ve is either zero or is irreducible as an
eRe-module.
(3) Show that for any irreducible right eRe-module W, there exists an irre­
ducible right R-module V, unique up to isomorphism, such that W ~ Ve.
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Ex. 21.2. Define a partial ordering on the set of all idempotents in R by:
e' ~ e iff ee' = e'e = e' . Call a nonzero idempotent e minimal if there is no
idempotent strictly between 0 and e. Show that the minimal idempotents in
this sense are precisely the primitive idempotents of R.

Ex. 21.2*. Describe the primitive idempotents in R if R is (I) the Boolean
ring of all subsets of a nonempty set S, or (2) the ring End( Vk) where V is a
nonzero vector space over a division ring k .

Ex. 21.3. Let e E R be an idempotent, and f = I-e. Show that for
any r E R , e' = e + erf is an idempotent. Writing r = I - e' , show that
e = e' + e'sf' for some s E R . (Hint. Note that ee' = e and e'e = e. Try
s = -erf.)

Ex. 21.4. For idempotents e,e' E R, show that the following statements are
equivalent:
(I) eR=e'R;
(2) ee' = e' and e'e = e;
(3) e' = e + er(1 - e) for some r E R;
(4) e' = eu where u E U(R) ;
(5) R(I - e) = R(I - e').
If these conditions hold, show that e' = u-1eu for some u E U(R) (but
not conversely). Also, show that these conditions do not imply (I - e)R =
(I - e')R.

The next exercise shows that the situation is quite a bit simpler with a class
of idempotents called "projections" in rings with involutions.

Ex. 21.4*. Let (R, *) be a ring with an involution *. (This means R is
equipped with an additive endomorphism * such that a** = a and (ab) * =
b*a* for all a,b E R .) An idempotent e E R with e = e* is called a projection.
For projections e,J in (R, *), show that
(1) e ~ f in the sense of Exercise 2 iff eR ~fR, iff Re ~ Rf.
(2) e = f iff eR = fR.
(3) eR = fR iff Re = Rf, iff (I - e)R = (I - f)R, iff R(I - e) = R(I - f).

Ex. 21.5. (cf. Exercise 10.9) Let e be an idempotent in a semiprime ring R,
and let S = eRe. Show that the following are equivalent:
(1) (eR) R is semisimple;
(2) s (eR ) is semisimple;
(3) S is a semisimple ring;
(I)' R(Re) is semisimple;
(2)' (Re)s is semisimple.

Ex. 21.6. Show that in a von Neumann regular ring R, the intersection of
any two principal left ideals A , B ~ R is a principal left ideal.

Ex. 21.7. Let R be a von Neumann regular ring.
(I) Show that the center Z(R) is also von Neumann regular.
(2) If R is indecomposable as a ring, then Z(R) is a field.
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Ex. 21.8. Show that an idempotent e in a von Neumann regular ring R is
primitive iff e is right (resp. left) irreducible, iff eRe is a division ring. (Hint.
Use (4.23) and (21.16), noting that a von Neumann regular ring is always
semiprime.)

Ex. 21.9. Let e = e2 E R. Show that if R is semilocal (resp. von Neumann
regular, unit-regular, strongly regular), so is S := eRe.

Ex. 21.IOA. (McCoy's Lemma) An element a E R is said to be regular if
a = ara for some r E R. Show that a is regular iff there exists x E R such that
axa - a is regular.

Ex. 21.IOB. Using Ex. 9 and direct matrix computations (but not using
Ex. (6.9) or Ex. (6.10)), show that, for n ;;::: I, R is von Neumann regular iff
Mn(R) is.

Ex. 21.10C. Let P be any finitely generated projective right module over a
von Neumann regular ring A. Show that End(PA ) is a von Neumann regular
ring.

Ex. 21.11. For any idempotent e E R, show that EndR(eR/eJ) ~ eRe/ele,
where J = rad R.

Ex. 21.12. Give an example of a nonzero ring in which 1 is not a sum of
primitive idempotents. More generally, give an example of a nonzero ring
which has no primitive idempotents.

Ex. 21.13. Recall that two idempotents e, fER are isomorphic (written
e ~ f , or, if necessary, e ';;;,.Rf) if eR ~fR as right R-modules, or equiva­
lently, if Re ~ Rf as left R-modules (see (21.20)). Let S be a subring of R
and let e,f be idempotents in S. Does g ~sh imply g ~Rh? How about the
converse? What happens in the case when S = gRg where g = g2?

Ex. 21.14. Let e,e' be idempotents in R.
(1) If e ';;;,. e' and e is primitive, local, or right irreducible, show that so is e' .
(2) If e ';;;,. e', with e = ab, e' = ba where a, b e R, construct an explicit ring
isomorphism from eRe to e'Re' using a,b.
(3) Conversely, does eRe ~ e'Re' imply e ';;;,. e'?
(4) For any u E U(R), show that e ';;;,. u-1eu.

Ex. 21.15. Let 1 = el + ...+ e, = e; + ...+ e; be two decompositions of I
into sums of orthogonal idempotents. If e, ';;;,. e; for all i, show that there
exists u E U(R) such that e; = u-1eju for all i.

Ex. 21.16. Let e, e' be idempotents in R, and f = 1 - e, r = 1 - e' be their
complementary idempotents.
(1) Show that e and e' are conjugate in R iff e ';;;,. e' and f ';;;,. t'.
(2) If eRe is a semilocal ring, show that e and e' are conjugate in R iff e ~ e'.
(3) Is (2) still true if eRe is not assumed to be semilocal?
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Ex. 21.16*. (Ehrlich, Handelman) Let R be a von Neumann regular ring.
Show that R is unit-regular (in the sense of Exercise 4.l4B) iff, for any two
idempotents e,e' E R, e ~ e' implies 1 - e ~ 1 - e',

Ex. 21.17. Let 1 = el + ...+ e, = e; + ...+ e; be two decompositions of 1
into sums of orthogonal local idempotents. Show that r = s and that there
exists UE U(R) such that e~(i) = U-Ieiu for all i, where 1r. is a suitable per-
mutation of {I , 2, , r}.

Ex. 21.18. Let ei , , e, be idempotents in R which are pairwise ortho-
gonal and isomorphic. For e = el + ...+ e., show that eRe ~ Mr(eiRei) for
any i.

Ex. 21.19. Let A be a ring which has no nontrivial idempotents. Let {Eij} be
the matrix units in R = Mn(A). True or False: Every idempotent in R is
conjugate to E(I + E22 + ...+ Eu for some i ::::;; n? (Hint. An idempotent in
R gives rise to a direct decomposition of (An)A into two projective right
A-modules. On the other hand, for e = Ell + ...+ Eu, eAn is isomorphic to
(Ai)A as a right A-module.)

Ex. 21.20. Let J be an ideal in R which contains no nonzero idempotents
(e.g. J s rad R). Let e.f be commuting idempotents in R.
(1) If e=J in RjJ, show that e = f in R.
(2) If e,J are orthogonal in RIJ, show that e,J are othogonal in R.
Is any of these results true if e.f do not commute? (Hint. For (1), note that
e - ef and f - ef are idempotents in J.)

Ex. 21.21. Let R be a semilocal ring whose radical is nil. Let I be a right
ideal of R. Show that I is indecomposable (as a right R-module) and nonnil
iff1= eR where e is a primitive idempotent. (Hint. Use (21.29)(2).)

Ex. 21.22. Let R be as in Exercise 21. Show that a nonzero idempotent e E R
is primitive iff every right ideal properly contained in eR is nil. (Hint. For the
" if" part , assume eR = 'll E9 ~ where 'll , ~ are nonzero right ideals. Then
'll, ~ are nil and so e E 'll +~ s rad R, a contradiction. For the "only if"
part , use (21.29)(2) again.)

Ex. 21.23. (Asano) Let R be a ring for which J = rad R is nil and R = RIJ
is unit-regular (in the sense of Exercise 4.l4B). Show that any nonunit a E R
is a left (resp. right) O-divisor in R. (In particular, "left O-divisor" and "right
O-divisor" are both synonymous with "nonunit" in R. In the terminology of
Exercise 4.16, RR and RR are both cohopfian (and hence also hopfian).)

Ex. 21.24. Let M, be a module of finite length n over a ring k, and let
R = End(Mk) , J = rad R. Show that R is a semilocal ring with J" = O. (In
particular, R is a semiprimary ring.) (Hint. Use (19.17) and (21.18) to show
that R is semilocal. Then use Fitting's Lemma to show thatf E J ==} fn = O.
The nilpotency conclusion J" = 0 is deeper. With the help of Ex. 3.24(2),
show first that any nil multiplicative set S s R is nilpotent.)
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Ex. 21.25. Let R be any right artinian ring, and let C = Z(R) .
(1) Show that C is a semiprimary ring.
(2) Deduce from (1) that C II rad R = rad C.

Ex. 21.26. Let a be a nonsquare element in a field F of characteristic not 2,
and let A be a commutative F-algebra with basis {I, x , y, xy} such that
x2 = y2 = a. Find the primitive idempotents in A, and show that
A ~ F(ya) x F(ya).

Ex. 21.27. Let A be a " look-alike" quaternion algebra over a field F of
characteristic 2, i.e. A = Fl Ef> Fi Ef> Fj Ef> Fk, where i2 = l = -1 and k =
ij = -ji. (Of course, -1 = 1 E A, since char F = 2.) What are the primitive
idempotents in A, and what kind of ring is A?

Ex. 21.28. (Bass) Let G be an abelian group and H be its torsion subgroup.
For any commutative ring k, show that any idempotent e of kG belongs to
kH. (Hint. Reduce to the case when G is free of rank 1, say <t). Show that
e E kG = k[t, r:'] is congruent to an idempotent eo E k modulo N[t, t- I ]

where N = Ni/(k) . Then e - eeo and eo - eeo are both nilpotent idempo­
tents, and so e = ee« = eo .)

Ex. 21.29. (Bergman) Let A be the real coordinate ring of the 2-sphere
S2, i.e. A = lR[x , y, z] with the relation x2+ y2 + z2 = 1. Let a be the IR­
automorphism of A defined by

a(x) = -x, a(y) = -y, and a(z) = z.

Let R = A Ef> Ar, where r2 = 1 and rh = a(h)r for every h E A. Show that for
the idempotent eo = (1 - r)/2 in the ring R, R/ReoR ~ IR x IR, but the two
nontrivial idempotents of IR x IR cannot be lifted to R.

Ex. 21.30. (Stanley) Let e, f , e' , f' be idempotents in a ring R such that
e - e', f - f' EJ, where J is an ideal in R such that n~=lr = O. Show that
eRf = 0 iff e'Rf" = O. (Hint. It suffices to show that eRf = 0 =} e'Rf = O.
With e' = e + a where a E J, e'2 = e' amounts to a = ae + ea + a2. From
this, show inductively that eRf = 0 =} e'Rf ~ anRf ~ J" for all n ~ 1.)

§22. Central Idempotents and Block Decompositions

In this section, we shall study the block decompositions of rings through the
use of central idempotents . For an idempotent e in a ring R, recall that e is
central iffeRf = fRe = 0, where f = 1 - e is the complementary idempotent
of e (see (21.5)). If e is indeed central, then in the Peirce decomposition
R = eR Ef> fR, both summands are ideals of R. Viewing eR and fR as rings
(with identities e and f), we have then a ring isomorphism R ~ eR x fR.
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Conversely, if R = ill" E8 '13 where ill", '13 are ideals, then, decomposing I into
e + f where e E ill" and f E '13, we see easily that e, f are central idempotents,
and ill" = eR, '13 =fR (see Exer. 1.8). We say that a ring R (:;6 0) is indecom­
posable if R is not a direct sum of two nonzero ideals. By the foregoing dis­
cussion, this is the case iff R has no nontrivial central idempotents.

Let c E R be a central idempotent. If c = IX+ fJ is any decomposition of c
into orthogonal central idempotents IX, fJ E R, then

IX = (IX+ fJ)1X = CIX E cR ,

and similarly fJ E cR . Thus , the decomposition c = IX+ fJ already occurs in
the ring cR . We say that c is centrally primitive in R if c 1= 0 and c cannot be
written as a sum of two nonzero orthogonal central idempotents in R. By the
discussion above, this amounts to the condition that cR be indecomposable
as a ring (or as an ideal in R).

(22.1) Proposition. Suppose there exists a decomposition of I E R into a sum
of orthogonal centrally primitive idempotents, say I = c\ + ...+ c.. Then

(1) any central idempotent c E R is a sum ofa subset of {C\ , . •• , c.].

(2) C\ , . . . , c, are the only centrally primitive idempotents in R ; in particular ,
any two different centrally primitive idempotents in R are orthogonal.

(3) The decomposition I = c\ + ...+ c, is unique up to a permutation of
the summands.

Proof. (1) If CCi 1= 0, then CCi = c, since c, is the only nonzero central idem­
potent in CiR. Therefore, we have

C = c(Cl + .. . + cr) = z= c,

where the summation is over all i such that CCi 1= O. This proves (I) , from
which the other conclusions follow immediately. (Note that (3) was also
established earlier in (3.8).) QED

Clearly, a ring R can be expressed as a finite direct product of indecom­
posable rings iff 1 E R can be written as a sum of orthogonal centrally
primitive idempotents. In this case, all conclusions of (22.1) apply , and we
have

R = Cl R E8 . .. E8 c.R

in the notation there . We shall call this the block decomposition of R, and call
each CiR a block of R . In general, of course, such a block decomposition may
not exist. For instance, in the ring R = Q x Q x .. " there are infinitely
many (centrally) primitive idempotents, so by (22.1), the element 1 cannot be
written as a sum of (finitely many) orthogonal primitive idempotents in R.



328 7. Local Rings, Semilocal Rings, and Idempotents

The trouble here is that R fails to satisfy the usual chain conditions. If we
impose a suitable condition on the ideals of a ring, then the existence of a
block decomposition is guaranteed, as the following result shows.

(22.2) Proposition. Let R be a ring whose ideals satisfy either the Aee or the
Dec (e.g., R is a right or left noetherian ring). Then R has a block decompo­
sition, and all conclusions of (22.1) are validfor R.

Proof. This follows by repeating the argument in the proof of (19.20) for the
ideals of R. QED

In order to study the existence of block decompositions in more general
circumstances, we shall now introduce certain binary relations on the primi­
tive idempotents of a ring. For a given ring R # 0, let E be its set of
primitive idempotents. For e,e' E E, we define e r- e' to mean that there
exists an fEE such that eRf # °# e'Rf. Recalling from (21.6) that
Homuif'R ,eR) ~ eRf, we see that e '" e' amounts to the fact that there exist
nonzero R-homomorphisms

fR ~ eR, fR ~ e'R

for a suitable fEE. In particular, if e, e' E E are isomorphic (cf. (21.20)),
then e '" e'. Also, if e,f E E and eRf # 0, then e '" f (sincefRf # 0).

Since the relation " "," on E is clearly reflexive and symmetric, it is useful
to look at the equivalence relation which it generates. Denoting this equiva­
lence relation by " ~ " , we have then e ~ e' iff

for a sequence of idempotents el, ... , emE E. In the sequel, we shall say that
e,e' E E are linked if e ~ e'. The following observation is useful in studying
the linkage relation on E.

(22.3) Lemma. Let e ~ e' in E, and let c be a central idempotent in R. Then
e E cR iff e' E cR.

Proof. First we observe that

(22.4) Forany e E E, we have either e E cR or e E (1 - c)R.

In fact, from the decomposition e = ce+ (1 - c)e, it follows that either
ce =°or (1 - c)e = 0, since e is a primitive idempotent (and ce, (I - c)e are
orthogonal idempotents). If ce = 0, then

e = (1 - c)e E (I - c)R,

and if (I - c)e = 0, then e = ce E cR. This proves (22.4). For the Lemma, it
is enough to prove the "only if" part, for which we may assume that e '" e'.
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Fix an idempotent fEE such that eRf =F 0 =F e'Rf. If e E cR, then

o=F eRf = ceRf = eR(cf)

implies that cf =F 0, so by the foregoing, f E cR. But then

o=F e'Rf = e'R(cf) = ce'Rf

implies that ce' =F 0, so e' E cR. QED
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Our next result gives a useful sufficient condition for the existence of block
decompositions of a ring, and describes the linkage equivalence classes of E
in terms of block decompositions.

(22.5) Theorem. Assume that I E R can be written as e, + .. . + en where the
ei's are orthogonal primitive idempotents. Then I E R can be written as a sum
oforthogonal centrally primitive idempotents (so a block decomposition exists
for R). Two primitive idempotents e,e' E E are linked iff they belong to the
same block.

Proof. The e;'s are distinct elements in E, and "~" induces an equivalence
relation on {e" . . . ,en}. Thus, we have a partition of this set into equivalence
classes. Let CI, .. • . c, be the various class sums. These are orthogonal idem­
potents with sum 1. Further, from the definition of " ~ ", we see that
c.Rc, = 0 for i =F j . Thus, for any a E R,

cja = cja(c, + .. .+ c,) = ciac, = (c, + ...+ c,)acj = aci,

so each ci is central. Next we claim that c, is centrally primitive. For this, it
suffices to show that if c is any nonzero central idempotent of c.R , then
c = Cj . Say c, = e., + ...+ ejm ' where {ej\ , . . . , ejm} is an equivalence class.
From

oi= C= CCj = c(ej\ + .. .+ ejJ ,

we have, say, cejl =F O. Since Cis central in R, this means that ejl E cR, and so
from (22.3), ejj E cR for all j . Thus

c = c(ejl + ... + ejJ = ej\ + ...+ ejm = Cj,

as claimed. Now consider any e E E. By repeated use of (22.4), we see that e
belongs to a unique block R, := c.R. Then

o=F eR = ec.R = eRj = eRjej\ + ...+ eRjejm

implies that some eRejj =F O. As observed before, this gives e '" ejj , and so
e ~ ej\. Conversely, by (22.3), any primitive idempotent e ~ ej\ belongs to the
block c.R = Ri. This proves the last conclusion in the Theorem. QED

In the classical case of right artinian rings, the decomposition and linkage
theory developed above can be described quite a bit more explicitly. For
later reference, we record the following consequence of (22.5).
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(22.6) Theorem. Let R be a right artinian ring. Then R has a (unique) block
decomposition R = RI Ef> . .. Ef> R: For primitive idempotents e, e' E E, we
have e '" e' iff eR and e'R have a common composition factor. Thus, two
primitive idempotents e, e' E E belong to the same block iff there exist
el , . . . , em E E with el = e, em = e' such that for any i < m, e.R and ei+1 R
have a common composition factor.

Proof. Since RR has a Krull-Schmidt decomposition, the hypothesis of
(22.5) is satisfied. Therefore R has a block decomposition. Now recall (from
(19.17)) that any idempotent fEE is local, so fR/fJ is a simple right R­
module for J = rad R . Conversely, if V is any simple right R-module, then
V ~fR/fJ for some fEE. (To see this, pick an idempotent x E R = R/J
such that V ~ xR. Lifting x to an idempotent fER , we see from (21.18)
that fEE and V ~lR ~fR/fJ.) Now consider e, e' E E. By definition,
e '" e' means that there exists fEE with

eRf ¥- 0 ¥- e'Rf·

By (21.19), this means that eR and e'R both have fR/fJ as a composition
factor. This gives the new characterization of " '" " in (22.6), and the last
conclusion of (22.6) follows from (22.5). QED

In the special case when R is a semisimple ring, (22.6) implies, in particu­
lar, that e '" e' iff e ~ e'. Thus, e, e' E E belong to the same block iff e ~ e' .
The blocks of R are, of course, the simple components of R.

If the identity of a ring R can be decomposed into a sum of orthogonal
centrally primitive idempotents, say 1 = Cl + ...+ c. , then R decomposes
into blocks RI Ef> .• . Ef> R, where R, = CiR, and likewise the center C of R
decomposes into blocks C1 Ef> . ,. Ef> C, where C, = CiC = center of Ri. The
distribution of the primitive idempotents of R into the blocks R 1, • •• . R, can
often be analyzed by using the properties of C. We shall make this explicit by
treating below the classical case of finite-dimensional algebras over an alge­
braically closed field.

(22.7) Theorem. Let R be a finite-dimensional algebra over an algebraically
closed field k, and let

R = R 1 Ef> . . . Ef> Rr, C = CI Ef> . .• Ef> C,

be as above. For any primitive idempotent e E E, the action of an element
c E C on the simple module eR/e . rad R is that of multiplication by a scalar
A.e(c) E k. The map A.e: C ---+ k is a k-algebra homomorphism, and e, e' E E
belong to the same block iff A.e = A.e" Moreover, any k-alqebra homomorphism
C ---+ k is of the form A.e for some e E E.

Proof. Since k is algebraically closed, Schur's Lemma implies that

EndR(eR/e · rad R) = k .
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Thus, we have the map Ae: C -+ k defined in the Theorem, and )'e is clearly a
k-algebra homomorphism. Consider a block C, of C. Since C, has no non­
trivial idempotents, it is a local k-algebra (by (19.19)), with Cifrad C, = k.
Thus, C, has a unique k-algebra homomorphism into k, say Ai. Now suppose
e E Ri. Then each Cj (j =f i) acts as zero on eR]e - rad R, so Ae ICj = 0, and
we must have Ae IC, = Ai. The remaining conclusions of the Theorem now
follow immediately. QED

Next we shall discuss the problem of lifting central idempotents from a
homomorphic image of R to R itself. If I is an ideal of R , a central idempo­
tent of R/I may not lift to a central idempotent in R. For instance, in the
ring R of n x n upper triangular matrices over a field k, the quotient

R lrad R ~ k x . . , x k (n copies)

has 2n central idempotents. However, there are no nontrivial central idem­
potents in R, as one can easily show (Exercise 1). Thus, although idempo­
tents in R lrad R can be lifted to R since rad R is nilpotent, the nontrivial
central idempotents in R jrad R cannot be lifted to central idempotents in R.

The fact that central idempotents in R[rad R may not lift to central
idempotents in R is a serious complicating factor in the study of the struc­
ture theory of right artinian rings R. By the Wedderburn-Artin Theorem,
Rfrad R splits into a product of (say) n simple artinian rings; however,
we may not be able to lift such a splitting. By (22.6), nevertheless, we can
decompose R into blocks , say

R = R 1 Ef> ... Ef> R"

where clearly r ~ n. If n happens to be 1, then of course r is also I; in this
case, the structure of R can be completely determined, as we shall see later
(cf. (23.10)) in a more general context. The crucial case is when r = 1 and
n > 1, as in the example of upper triangular matrices. There is no satisfac­
tory classification in this case, but more information will be given later.

We conclude this section by pointing out a few cases in which central
idempotents in a quotient ring of R can be lifted to central idempotents in R.
First we prove the following curious fact.

(22.8) Lemma. Let I be an ideal of a ring R such that n:l P = O. Then an
idempotent e is central in R iff its image eis central in R := R/12•

Proof. ("if" part) Assume e is central in R and let f = 1 - e. We claim that
eRf £ P for all n ~ 2. If this is true, then we have eRf = 0 and similarly
fRe = 0, so by (21.5), e is central in R. To prove the claim , we proceed by
induction on n. Since e is central in R, we have eI £ Ie + 12 and eRf £ 12•

Inductively, if eRf £ P for some n ~ 2, then

eRf £ erf £ (Ie + I 2)r-1f

£I ·eRf+r+1 =r+l . QED

This leads to the following nice result.
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(22.9) Theorem. Let R be a ring and I S rad R be a nilpotent ideal. Then the
map e t--+ e defines a one-one correspondence between central idempotents ofR
and those of R = R/12. Further, e is centrally primitive in Riffe is centrally
primitive in R. In particular, R is indecomposable iff R is.

Proof. Let x be any central idempotent in R. Since 12 is nilpotent, x can be
lifted to an idempotent e E R by (21.28). The nilpotency of I implies that
n:=l In = 0, so by (22.8), e is central in R. Since 12 contains no nonzero
idempotents of R (see (21.23)), e is the only (central) idempotent of R lifting
x by Exercise 21.20. This establishes the one-one correspondence in the
Theorem. If e has a decomposition into el + e2 where el , ez are nonzero
orthogonal central idempotents in R, then e = el + e2 where el, e2 are non­
zero orthogonal central idempotents in R. Conversely , if e= Xl + X2 where
Xl , X2 are nonzero orthogonal central idempotents in R, let ei , ei be the
(unique) central idempotents in R lifting Xl, x2. Then ele2 is an idempotent in
12, so ele2 = O. Moreover, since e and el + e2 both lift X = Xl + X2 , we have
e = el + e2. This shows that e is centrally primitive in R iff e is centrally
primitive in R. QED

For right artinian rings R, (22.9) implies in particular that the blocks of R
are in a natural one-one correspondence with those of R/12 where I = rad R.
Since rad(R/12) = 1/12, this suggests that the most basic case for consider­
ing block decompositions is the case of right artinian rings whose radicals
have square zero . Often, this basic case turns out to hold the key in dealing
with the general structure theory of right artinian rings.

Another case where we have a positive result on the lifting of central
idempotents is based on the following interesting observation.

(22.10) Dade's Lemma. Let k be a commutative ring and I S rad k be an
idealofk. Let R be a k-algebra which isfinitely generated as a k-module. Then
an idempotent e E R is central in R iff its image e is central in R = R/IR.

Proof. ("if" part) Let f = I - e and J = I-e. Then eRJ = 0 (since we
assume that e is central) , so eRf sIR. By the Peirce decomposition (21.3),
eRfis a k-direct summand of R. Thus eRf S IR implies that eRf = I . eRf.
As a k-direct summand of R , eRf is finitely generated as a k-module.
Therefore, by Nakayama's Lemma, eRf = O. Similarly,jRe = O. By (21.5), e
is central in R. QED

(22.11) Theorem. Let k be a commutative noetherian ring that is l-adically
complete with respect to an ideal I S k. Let R be a k-algebra that is finitely
generated as a k-module. Then the map e t--+ e defines a one-one correspon­
dence between central idempotents of R and those of R = R/IR. Further, e is
centrally primitive in Riffe is centrally primitive in R. In particular, R is
indecomposable iffR is.
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Proof. The proof of (22.9) carries over verbatim once we observe the follow­
ing two facts. First, by (5.9),

IR s;: (rad k)R s;: rad R ,

so IR contains no nonzero idempotents of R. Secondly, by (21.34)(1), any
central idempotent of R/IR can be lifted to an idempotent of R , and hence
to a central idempotent of R by (22.10). QED

Note that , under the hypotheses of the Theorem, R above is right (and
left) noetherian, so by (22.2), Rand R = R/IR both admit (unique) block
decompositions. By Theorem (22.11), there is a one-one correspondence be­
tween the blocks ofR and those ofR. For instance, if (k , m) is a commutative
noetherian local ring that is m-adically complete and G is a finite group, then
there is a one-one correspondence between the blocks of kG and those of kG,
where k is the residue field k/m of the local ring k. Thisis a very useful fact
in the integral and modular representation theory of finite groups .

Exercises for §22

Ex. 22.1. Show that the ring R of n x n upper triangular matrices over any
indecomposable ring k is indecomposable.

Ex. 22.2. For two central idempotents e, f in a ring R, show that e ~ f iff
e = f. Using this fact and Exercise 21.16*, show that a strongly regular ring
must be unit-regular (a fact proved earlier in Exercise 12.6C). (Hint. If
e ~ f , write e = ab, f = ba. Then f = I? = b(ab)a = bea = ef, and simi­
larly e = fe .)

Ex. 22.3A. For e = e2 E R, show that the following are equivalent:
(1) e E Z(R) ,
(2) eR = Re,
(3) e commutes with all the idempotents of R that are isomorphic to e.
(Hint. For (3)~ (I), note that, for r E Rand f = I - e, e + erf and f + fre
are both idempotents isomorphic to e: see Ex. 21.4.)

Ex. 22.3B. Let S = eR where e = e2 E R. Suppose S is an ideal of R not
containing any nonzero nilpotent ideal. Show that e E Z(R), and conclude
that R is a direct product of the semiprime ring S and the ring (I - e)R.

Ex. 22.3C. Let S be an ideal in a ring R such that SR is an artinian R­
module and S contains no nonzero nilpotent ideals of R. Show that S is a
semisimple ring with an identity e, and that R is the direct product of the
ring S with the ring (I - e)R.

Ex. 22.4A. A ring R is said to be right duo (resp. left duo) if every right (resp.
left) ideal in R is an ideal. Show that in a right duo ring R, all idempotents
are central. Is every right duo ring also left duo?
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Ex. 22.4B. Show that for any ring R, the following are equivalent:
(1) R is strongly regular ;
(2) R is von Neumann regular and right duo;
(3) In J = IJ for any left ideal I and any right ideal J;
(4) In J = IJ for any right ideals I ,J ;
(5) aR n bR = aRbR for all a,bE R.

Ex. 22.5. Let S be the set of all central idempotents in a ring R. Define an
addition EB in S by

e EB e' = e + e' - 2ee' = (e - e')2,

and define multiplication in S by the multiplication in R. Show that
(S, EB , x ) is a Boolean ring, i.e. a ring in which all elements are idempotents.

Ex. 22.6. For any ring R, let S = B(R) be the Boolean ring of central
idempotents in R, as defined in Exercise 5. For any central idempotent e E R,
show that e is centrally primitive in Riffe is (centrally) primitive in S.



CHAPTER 8

Perfect and Semiperfect Rings

This chapter will be devoted to the study of two classes of rings, namely,
semiperfect rings and left (resp., right) perfect rings. The notion of semi­
perfect rings is left-right symmetric, while left (resp., right) perfect rings are
always semiperfect.

Both of these notions are generalizations of that of one-sided artinian
rings. More precisely, they are generalizations of the notion of semiprimary
rings defined in (4.15). Recall that a ring R is semiprimary if R/rad R is
semisimple and rad R is nilpotent. The definitions of right perfect and semi­
perfect rings are the result of an attempt to weaken the nilpotency assump­
tion on rad R. As it turns out, right perfect rings can also be characterized by
some sort of descending chain condition, namely, the Dee on left (not
right!) principal ideals. On the other hand, semiperfect rings form a class
encompassing both one-sided perfect rings and local rings. All of the above
types of rings are semilocal rings, so we have the following inclusion rela­
tionships:

{one-sided artinian rings}
n

{semiprimary rings}
n

{right perfect rings}
n

{local rings} c {semiperfect rings} c {semilocal rings}.

Classically, there was a rich and very well-developed theory of modules
over one-sided artinian rings. In the early 1960's, a part of this theory was
extended by H. Bass [60] to the wider class of semiperfect rings. However,
the passage from l-sided artinian rings to semiperfect rings is not just a blind
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generalization. Semiperfect rings tum out to be a significant class of rings
from the viewpoint of homological algebra, since they are precisely the rings
whose finitely generated (left or right) modules have projective covers. In the
same vein, Bass's right perfect rings are precisely the rings all of whose right
flat modules are projective . These interesting module-theoretic character­
izations led to many more applications of homological methods in ring
theory, and helped establish the notions of perfect and semiperfect rings
firmly in the literature. For a recent survey on this subject , see Lam [99].

In the first section (§23) of this chapter, we develop the definition and basic
properties of perfect and semiperfect rings, using heavily the methods of
idempotents in the last chapter. The next section, §24, introduces the homo­
logical methods and develops the homological characterizations of perfect
and semiperfect rings mentioned above . The last section, §25, gives the de­
composition theory of semiperfect rings into blocks, and introduces the no­
tion of basic rings. All of this, together with the classification of finitely
generated projective modules, the theory of the Cartan matrix, etc., are a
part of the classical theory over artinian rings, but generalize easily to semi­
perfect rings.

§23. Perfect and Semiperfect Rings

Recalling that a ring R is semilocal if R/rad R is semisimple, we introduce
the notion of a semiperfect ring as follows.

(23.1) Definition. A ring R is called semiperfect if R is semilocal, and idem­
potents ofRfrad R can be lifted to R.

If R is left or right artinian, then R is semilocal, and since rad R is nilpo­
tent , idempotents of Rfrad R can be lifted to R. Therefore, R is semiperfect.
On the other hand, any local ring R' is also semiperfect, since R'/ rad R' is a
division ring, which has only trivial idempotents. Therefore, semiperfect
rings may be viewed as a common generalization of local rings and left/
right-artinian rings. Note that semiperfect rings form a proper subclass of
the class of semilocal rings. For instance, if R is a commutative semilocal
domain with two maximal ideals mi , m2, then

Rlrad R ~ R/ml x R/m2

has two nontrivial idempotents, and these do not lift to R since R has no
nontrivial idempotents.

(23.2) Example. Let k be any local ring. Then R = Mn(k) is semiperf ect. To
see this, first note that

Rfrad R = Mn(k)/Mn(rad k) ~ Mn(k),
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where k is the division ring k jrad k . Therefore, Rlrad R is a simple artinian
ring. It remains to show that any idempotent x of Mn(k ) lifts to Mn(k) . Since
x corresponds to a projection of the vector space kn to some subspace, there
is an invertible matrix y E Mn(k) such that

yxy- l =diag(I , .. . , I , O, .. . , O) .

Let u E Mn(k) = R be a lift of y . Then u is automatically a unit of R , and

u- 1 diag (l , . . . , 1,0, . .. , 0) u

is an idempotent of R lifting x. This shows that R is semiperfect. (More
generally, we shall show in (23.9) below that, for any semiperfect k , Mn(k ) is
semiperfect.)

(23.3) Example. Let k be a commutative noetherian semilocal ring that is
I-adically complete for I = rad k. Then any k-alqebra which is finitely gen­
erated as a k-module is semiperfect. To see this, first note that, by (20.6), R is
semilocal and (rad R)/IR is a nilpotent ideal in R/IR. By (21.28) any idem­
potent of Rlrad R can be lifted to an idempotent in R/IR, and by (21.34) ,
the latter can be lifted to an idempotent in R. This shows that R is semi­
perfect. As explicit examples, we can take R = kG where G is any finite
group, or R = any k-subalgebra of Endc M, where M is any finitely gen­
erated k-module.

(23.4) Example. It is easy to see that a finite direct product of semiperfect
rings is semiperfect. Thus, for instance, the direct product of a local ring and
a left artinian ring is semiperfect.

One of the most important features of a semiperfect ring is given by the
following.

(23.5) Proposition. In a semiperfect ring R , any primitive idempotent e is
local.

Proof. Since idempotents of R = Rlrad R can be lifted to R, the primitive
idempotent e maps to a primitive idempotent eof R. But R is semisimple, so
e is (say left) irreducible. Now (21.18) implies that e is local. QED

This result leads to our first characterization of semiperfect rings .

(23.6) Theorem. A ring R is semiperfect iff the identity element I can be
decomposed into el + ...+ en, where the e;'s are mutually orthogonal local
idempotents.

Proof. Assume first that R is semiperfect. Then in R = Rfrad R , we have a
decomposition I = XI + ...+ x; where Xi E R are mutually orthogonal
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primitive idempotents. (This corresponds to a decomposition of R into a
direct sum of minimal left ideals.) Let el , . . . , en be orthogonal idempotents
of R lifting XI , . .. ,Xn . Then (as in the last Proposition) the e;'s are local, and
e := el + ... + en is an idempotent lifting XI + ...+ Xn = I. But then

e = I - (I - e) E I + rad R <;; U(R)

implies that e = I. Conversely, suppose there is given a decomposition
I = eI + .. .+ en, where the e;'s are orthogonal local idempotents. Then we
have I = el + ... + en, where the e;'s are orthogonal left irreducible idem­
potents of R. This gives rise to

R = R · el EEl .. , EEl R . en,

which shows that R is a semisimple ring. To finish the proof, we must show
that any idempotent X E R can be lifted to an idempotent of R. Comparing
the above decomposition of R with R = Rx EEl R(I - x) , we have, after a
reindexing,

Rx ~ Rei EEl .. . EEl Re; and

R(1 - x) ~ ReH] EEl . . , EEl Ren

as R-modules. Then we can find a unit y E R such that

yxy-l = el + .. .+ e;.

(This follows from Exercise 21.16, which is easy to prove here since R
is a semisimple ring.) Let y = u where u E R. Then U E U(R) and
u- I (el + ... + e;)u is clearly an idempotent of R lifting x . QED

(23.7) Remarks. (1) By Exercise 21.17, the decomposition 1 = eI + ... + en
described in the theorem is unique up to a conjugation by a unit, and a per­
mutation of the idempotents. (2) If R is, in fact, a left artinian ring, the last
two results can be seen directly without passing over to R[rad R. For, if e is
a primitive idempotent, then Re is indecomposable as a left R-module, so
(19.17) implies that eRe ~ End(Re) is a local ring. Next, take any decom­
position of R into a direct sum of indecomposable left ideals. This gives a
decomposition of 1 into a sum of orthogonal primitive idempotents, and
these are local by what we said above.

(23.8) Theorem. Let M be a right module over a ring k . Then M is a finite
direct sum ofstrongly indecomposable k-modules iff R := End(Mk) is a semi­
perfect ring.

Proof. First assume M = M I EEl .. . EEl M; where each M ; is a strongly in­
decomposable k-module. Let e, E R be the projection of M to M; associated
with this decomposition. Then the e;'s are orthogonal idempotents with sum
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1. We check easily that
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Therefore, e.Re, ~ End(M;)k ' Since these are local rings, the e;'s are local
idempotents, as desired. Conversely, suppose R is semiperfect. Then there is
a decomposition I = e\ + ...+ en as in (23.6). Writing M; = e;(M) , we have
a direct sum decomposition

M = M\ EEl . ,. EEl Mn,

and, as above, End(M;)k ~ e.Re. . These are local rings by the assumption on
the e;'s, so the M;'s are all strongly indecomposable. QED

Note that (23.8) describes quite generally how semiperfect rings can
arise. For, given any semiperfect ring R, we have a decomposition
1 = e\ + ...+ en as in (23.6). If we take k = R and take M to be the right
regular module RR, then M = eiR EEl . . . EEl e.R is a direct sum of strongly
indecomposable k-modules, and R is isomorphic to the full endomorphism
ring End(RR) = End(Mk) .

(23.9) Corollary. If k is a semiperfect ring, then so is Mm(k).

Proof. We think of R := Mm(k) as End(km)k ' Now kk is a direct sum of
strongly indecomposable right k-modules, so the same holds for (km)k' We
are done by applying the theorem above to M = (km)k ' QED

The following result determines explicitly the structure of a subclass of
semiperfect rings. It may be viewed as an extension of the classical
Wedderburn-Artin Theorem.

(23.10) Theorem. For a ring R , the following are equivalent:

(1) R is semiperfect, and Rfrad R is simple.

(2) R ~ Mn(k) for some local ring k.

If(l) and (2) hold, then n is uniquely determined, and the local ring k is unique
up to an isomorphism. Moreover, R is indecomposable as a ring.

Proof. 1f(2) holds, then (1) follows from what we did in (23.2), and since

Rlrad R ~ Mn(k/rad k)

is indecomposable, so is R. Now assume (1) holds, and decompose 1 into
e\ + ...+ en as in (23.6). The images e; of e, in R = Rlrad R remain primi­
tive and orthogonal, and we have

R = e\ REEl · .. EEl enR.
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Since R is a simple artinian ring, the simple right R-modules e;R are all iso­
morphic , and therefore the e;R's are isomorphic by (21.21). Writing
M = eiR, we have RR ~ M Ee ' " Ee M and hence

R ~ End (RR ) ~ End (M'R) ~ M1n(k) ,

where k := End (MR ) ~ eiRe, is a local ring. For the uniqueness statement,
simply note that if R ~ M1 n(k) for a local ring k , then n is precisely the
number of indecomposable summands in a Krull-Schmidt decomposition
of RR, and, since all the summands are isomorphic , k is isomorphic to the
endomorphism ring of any of them. QED

If R is a general semiperfect ring, Rlrad R is a finite direct product of
artinian simple rings. Unfortunately, the centrally primitive idempotents of
Rlrad R arising from this decomposition may not lift to central idempotents
in R. Thus , the result in (23.10) has no immediate extension to the general
case. However, in the commutative case, there will be no difficulties of this
sort , and we can prove the following definitive result giving a complete de­
scription of the class of commutative semiperfect rings.

(23.11) Theorem. A commutative ring R is semiperfect iff it is a finite direct
product of (commutative) local rings.

Proof. Any local ring is semiperfect, so a finite direct product of local rings is
also semiperfect. Conversely, if R is commutative and semiperfect, decom­
pose 1 into e\ + ...+ en as in (23.6). Then R = eiR Ee . . , Ee e. R, and each
e.R = e.Re, is a local ring. Therefore, R is a finite direct product of local
rings. QED

The next result is well-known in commutative algebra. It fits in very nat­
urally with our discussion of semiperfect rings, so we may as well give a
proof for it as a small application of the general theory.

(23.12) Corollary (Akizuki, Cohen). The following are equivalent for any
commutative ring R:

(1) Risartinian.

(2) R is a finite direct product ofartinian local rings;

(3) R is noetherian, with Krull dimension 0 (i.e. , all prime ideals of Rare
maximal ideals).

Proof. (1) {:} (2) follows from the theorem above." (1) =} (3) follows from
the Hopkins-Levitzki Theorem (actually, the commutative case was done a
few years earlier by Akizuki), and the fact that artinian integral domains are

• Alternatively, (2) =} (I) is trivial , and (I) =} (2) can be deduced from (19.19) and (19.20).
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fields. Finally, let us prove (3) => (1). Using the fact that R is noetherian, it is
easy to see that, if R ¥- 0, any ideal of R contains a finite product of prime
ideals. In particular, 0= rn, . . . m, where m, are suitable prime (and hence
maximal) ideals. Thus , we have a filtration

0= mi '" m, ~ mi . .. mn- , ~ . •• ~ m, ~ R.

Each quotient mI'" m;jml .. . mi+1 is a finitely generated module over
Rlmi+l, and therefore has an R-composition series. It follows that RR has an
R-composition series, so R is artinian. QED

Remark. Actually, the equivalence (1) {:} (3) above does have a noncom­
mutative analogue: A ring R is right artinian iff R is right noetherian and for
any prime ideal peR, Rip is simple artinian. The same proof works in the
noncommutative context, if we just recall Exercise 10.4.

Our next goal is to introduce the notion of left and right perfect rings. This
depends on a new notion of nilpotency called T-nilpotency, where the letter
"T" apparently stands for "transfinite." Its definition is a rather intriguing
one.

(23.13) Definition. A subset A of a ring R is called left (resp., right) T­
nilpotent if, for any sequence of elements {a" az,a3 , . . .} ~ A, there exists an
integer n ;;::: I such that al a2 .. .an = °(resp., an ... a2al = 0).

We shall use this notion of T-nilpotency mainly for one-sided ideals J.
Note that if J is left or right T-nilpotent, then by applying the above defini­
tion to {a,a, . . .}, we see that each a E J is nilpotent, Le., J is nil. On the
other hand , if J is nilpotent, then the condition in (23.13) is fulfilled by
picking n to be the index of nilpotency of J, independently of the choice of
the sequence {ai ,a2 , . . .} in J. Therefore, we have

(23.14) nilpotent =? left (resp., right) T-nilpotent =? nil

for one-sided ideals. Moreover, we have the following:

(23.15) Proposition. Let J be a i-sided ideal of R . If J is right T-nilpotent,
then J ~ Nil. R (the lower nilradicalofR). In particular, J is locally nilpotent.

Proof. It suffices to show (after quotienting out Nil. R) that in a semiprime
ring R, any l-sided right T-nilpotent ideal J is zero. Suppose J contains a
nonzero element a. Then, since R is semiprime, there exist elements XI , X2 , . . .
of R such that

ax, a ¥- 0, aX2aXI a ¥- 0, aX3aX2aXl a ¥- 0, .. . , etc.

In the case when J is a right ideal, take Yo = a, Yl = ax" Y2 = aX2, .. . , which
all lie in J, and we have

Yn . .. YIYO ¥- °for all n,
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a contradiction. In the case when J is a left ideal, take Z\ = xla,
Z2 = X2a, ... , which all lie in J , and we have az; .. . Z2Z 1 #- 0 so

z; . . . Z2Z , #- 0 for all n,

a contradiction.1 The last statement of the Proposition (for general rings R)
follows from the fact that Nil. R lies in the Levitzki radical of R (cf.
(10.32)). QED

Next we shall give two characterizations for the right T-nilpotency of a
right ideal J S; R. One characterization is in terms of right R-modules, and
the other is in terms of left R-modules. The equivalence (I) {:} (2) below is
reminiscent of Nakayama's Lemma (4.22). However, there is no finite gen­
eration assumption on the modules in the conditions (2) and (2)' below.
Therefore, we may view (I) {:} (2) in the following as a general Nakayama
Lemma for arbitrary right modules.

(23.16) Theorem. For any right ideal J S; R , the following are equivalent:

(I) J is right T-nilpotent.

(2) For any right R-module M , MJ = M ==?- M = O.

(2)' For right R-modules N S; M , MJ + N = M ==?- N = M .

(3) For any left R-module N , annN(J ) = 0 ==?- N = O. (Here , annN(J )
denotes {x E N: Jx = O}.)

Proof. (I) ~ (3) Assume annN(J ) = 0 #- N. Fix a nonzero element x E N .
Then alx #- 0 for some al E J , and a2alX #- 0 for some a2 E J , .. . , etc. This
gives a sequence {a\ , ai , . . .} S; J with an . . . a2al #- 0 for all n, so J is not
right T-nilpotent.

(3)~ (2) Assume MR #- 0; then A := ann (M) is an ideal S; R. Viewing
N := R/A as a left R-module , annN(J ) is given by B/A where

B = {b E R: Jb S; A} .

Since N #- 0, (3) gives B/A #- 0, i.e., A S; B. Therefore, MB #- O. On the
other hand, JB S; A implies that MJB S; MA = 0, so clearly MJ #- M .

(2) {:} (2)' is clear.

(2)~ (I) Consider any {aI ,ai , ... } S; J. Take F = EB~o e.R with R-basis
{e.: i ~ O} , and let M = F/ S, where S is generated as an R-submodule of F
by

I The assumpt ion that J is a l-sided ideal turns out to be not really essential. A more general
conclusion is given in Exercise I below.
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Then

ei = ei+ l a i+1 EM==> MJ = M ==> M = 0

by (2). This means that S = F , and in particular, there is an expression

eo = (eo - e\al) b l + ...+ (en- l - enan)bn

for suitable b, E R. Comparing coefficients of ei, we have
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and finally

proving (1). QED

. . . ,

Using (1) ::::} (2), and repeating the proof of (19.27) without using any
finite generation assumptions, we have the following consequence of the
Theorem.

(23.17) Corollary. Let J be any right T-nilpotent right ideal of R. Then,for
any two projective right R-modules P and Q,

P/PJ ~ Q/QJ ==> P ~ Q.

We can now define the notion of left and right perfect rings.

(23.18) Definition. A ring R is called right (resp., left ) perf ect if Rfrad R is
semisimple and rad R is right (resp., left) T-nilpotent. If R is both left and
right perfect , we call R a perf ect ring.

(23.19) Corollary. A semiprimary ring is always perfect. (In particular, any
i- sided artinian ring is perf ect. ) On the other hand, any i- sided perfect ring is
semiperfect .

Proof. If rad R is nilpotent (as in the case for semiprimary rings) , it is cer­
tainly left and right T-nilpotent. On the other hand, if rad R is left or right
T-nilpotent, then it is nil, and idempotents in R/rad R can be lifted to R by
(21.28). QED

The following result offers various other characterizations for right perfect
rings. As it turns out, while l-s ided artinian rings are right perfect, the right
perfect rings can in tum be characterized by certain kinds of descending
chain conditions. (Note the switch from " right" to " left" in the conditions
(2) and (3) belo w!)
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(23.20) Theorem (Bass). For any ring R , the following are equivalent:

(I) R is right perfect.

(2) R satisfies Dee on principal left ideals.

(3) Any left R-module N satisfies Dee on cyclic submodules.

(4) R does not contain an infinite orthogonal set of nonzero idempotents,
and any nonzero left R-module N contains a simple submodule.

Proof. (1) ~ (2) is rather deep . We shall postpone its proof to the next
section. Here we shall prove (2) ~ (3) ~ (4) ~ (I) .

(2) ~ (3). Any descending chain of cyclic submodules in RN can clearly be
expressed in the form :

Since R 2 Ra, 2 Rasa, 2 ... becomes stationary by (2), so does (*).

(3) ~ (4). By (3), RN -=I- 0 contains some Rx which is minimal as a nonzero
cyclic submodule. Clearly, Rx must bealready a simple submodule. Assume,
for the moment, that R contains an infinite orthogonal set of nonzero idem­
potents {ej , e2, . . .}. Then each I - e\ - e2 - . . . - en is an idempotent, and
we have

R(1 - e\) 2 R(1 - e\ - e2) 2 R(I - el - e2 - e3) 2 . ..

since (I - en+d(1 - e\ - ... - en) = 1- e\ - . .. - en+\ . We'll get the desired
contradiction (to (3)) if we can show that the inclusions above are all strict.
But if

1 - e\ - .. . - en = r(1 - e\ - .. . - en+l)

for some r E R, then right multiplication by en+l gives

en+\ = r(en+\ - e~+l) = 0,
which is not the case.

(4)~ (I). Let N -=I- 0 be any left R-module. Then there exists a simple
submodule No ~ N , so anneirad R) -=I- 0 since it contains No. Applying the
criterion (3) in (23.16), we see that rad R is right T-nilpotent. Letting
S = Rjrad R, it remains only to show that S is semisimple as a left R-mod­
ule. We have the following information on S: (a) Any nonzero R-submodule
ofRS contains a simple submodule, and (b)any simple R-submodule ofRS is a
direct summand. ((b) follows from the fact that Sis semiprime; see (10.23).) If
RS was not semisimple, then by the argument used in the proof of (4.14),
there would exist R-module decompositions

... , etc.,

where the A/s are simple left R-modules. From these decompositions, we
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... ,

can easily construct an infinite orthogonal set of nonzero idempotents in S.
Since rad R is nil, this would lift to an infinite orthogonal set of nonzero
idempotents in R (by (21.25), (21.28)), contradicting the assumption in (4).

QED

At this point, we should mention some further related results of interest.
J .E. Bjork has proved in general that, for any left module N over any ring,
Dee on cyclic submodules of N is equivalent to Dee on finitely generated
submodules of N (see Exercise 3). Therefore, two more conditions can be
added to (23.20) as characterizations for right perfect rings, namely:

(5) Any left R-module satisfies Dee on finitely generated submodules.

(6) R satisfies Dee on its finitely generated left ideals.

We should also mention that D. Jonah has added yet another character­
ization to this list. Remarkably, this last characterization is in terms of a
restricted ascending chain condition, and also we come back full circle to
right modules :

(7) Every right R-module satisfies A ee on its cyclic submodules.

However, these results are more technical, and we shall not go into the
details here. By applying (23.20) to right artinian rings, we do have the fol­
lowing more modest result.

(23.21) Corollary. If R satisfies Dee on right ideals, then it satisfies Dee on
principal left ideals.

A word on terminology. In spite of the switch from "right" to "left" from
(1) in (23.20) to (2) and (3), the name "right perfect ring" for R is neverthe­
less the correct choice. In fact, as we shall see in the next section, the right
perfect condition on a ring is characterized by several other striking homo­
logical conditions on the category of right R-modules.

(23.22) Example (Bass). A right perfect ring R need not be left perfect. In
fact, let k be any field, and let J be the set of infinite matrices over k with
only finitely many nonzero entries, all occurring above the diagonal. Let
R = k - I + J , where I here denotes the infinite matrix diag(l , 1, . . .). We
check easily that R i; a ring with J as an ideal, and R/J ~ k. We claim that J
is right T-nilpotent. To show this, let us consider any sequence

{a"az, . . .} ~ J .

We think of J as operating on the left of elk $ ezk $ . . '. From the defi­
nition of J, a, acts as zero on en+,, en+z , . . . for some n. Writing
V; = elk $ ... $ ek; we have

a, (v,,) ~ v"-, , aza, (v,,) ~ az( v,,-I) ~ v,,-z,
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so eventually an ... azal (v,,) = 0, and hence an .. .azal = °in R. This proves
our claim, and shows that J ~ rad R. Since R/J ;;: k, we have J = rad R
and so R is a local, right perfect ring. However, J is not left T-nilpotent. For,
letting ai be the (infinite) matrix unit £i,i+1 E J, we have alaz = £1 ,3 ,

alaZa3 = £1 ,4 , etc., so no matter how big we choose n, alaz · · ' an is never
zero. Therefore, R is not a left perfect ring!

Next we shall prove the following analogue of our earlier result (23.10) on
semiperfect rings.

(23.23) Theorem. For a ring R, the following are equivalent:

(1) R is right perfect, and Rlrad R is simple.

(2) R;;: fWtIn(k) for some local ring k whose maximal ideal is right T­
nilpotent.

Proof. (2) * (1). For R as in (2), R/rad R is semisimple (in fact simple arti ­
nian) as in (23.2). However, it is not clear by using Definition (23.13) that
rad R ;;: fWtIn(rad k) is right T-nilpotent. Therefore , we shall appeal to the
criterion (3) in (23.16) instead. For any left k-module A, the column space
An is a left fWtIn(k)-module in a natural way, with the module action given by
matrix multiplication. It is not difficult to see that any left fWtIn(k)-module
N is isomorphic to some An (namely, take A = £IIN: see Jacobson's "Basic
Algebra II", p. 31). Assume that N ¥- 0; then A ¥- O. Since rad k is right
T-nilpotent , rad k annihilates some nonzero a E A by (23.16). But then
obviously rad R ;;: fWtIn(rad k) annihilates the column vector (a, ... ,ar . By
(23.16) again, rad R is right T-nilpotent.

(1) * (2). By (23.10), (1) implies that R;;: fWtIn(k) where n ~ 1 and k is
some local ring. This time, rad R ;;: fWtIn(rad k) is right T-nilpotent , and we
see easily that rad k itself is right T-nilpotent. QED

In the commutative case, of course left T-nilpotency and right T­
nilpotency are equivalent. Here we have the following analogue of (23.11)
for commutative perfect rings.

(23.24) Theorem. A commutative ring is perfect iff it is a finite direct product
of (commutative) local rings each of whichhas a T-nilpotent maximal ideal.

Proof. Since perfect rings are semiperfect, this follows easily from (23.11).
QED

Exercises for §23

Ex. 23.1. Show that any left T-nilpotent set J is locally nilpotent. (Hint. The
proof involves a "Konig Tree Lemma" type of argument.)
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Ex . 23.2. Let K :2 k be a field extension, and let A be a k-algebra such
that rad A is right T-nilpotent. Show that A n rad(A K ) = rad A . (Hint. Use
Exercise I above to show that (rad A) ®kK is a nil ideal.)

Ex . 23.3. (Bjork) For any left module M over a ring R, show that if the
cyclic submodules of M satisfy DCC, then the f.g. (= finitely generated)
submodules of M also satisfy DCC. (Hint. Using Zorn's Lemma, show that
there exists an Mo s; M maximal among submodules of M whose finitely
generated submodules satisfy DCC. If M« i= M, show that Mo is contained
in a submodule MI of M such that Mi l M« is simple. Now get a contradic­
tion by showing that the finitely generated submodules of MI satisfy DCC.)

Ex. 23.4. Using Exercise 3, show that a ring R is right perfect iff the finitely
generated submodules of any left R-module satisfy DCC.

Ex. 23.5. (Dischinger) 1 Let R be a ring in which any descending chain
aR :2 a2R :2 .. . (Va E R) stabilizes. Show that any descending chain Ra :2

Ra2 :2 . . . (Va E R) also stabilizes. (Such a ring R is known as a strongly
n-reqular ring .)

Ex. 23.6. Recall that an element bE R is called (von Neumann) regular if
bE bRb.
(I) (Azumaya) Let R be any strongly z-regular ring, and let a E R. Show
that there exists an element r E R commuting with a such that an = an+lr for
some n ~ I . From this, deduce that an is regular.
(2) (Kaplansky) Let R be an algebra over a field k , and a E R be algebraic
over k. Show that aR :2 a2R :2 ... stabilizes, and that an is regular for some
n ~ I . From this , deduce that any algebraic k-algebra is strongly n-regular.

§24. Homological Characterizations of
Perfect and Semiperfect Rings
Perfect and semiperfect rings were introduced by H. Bass around 1960 as
"homological generalizations" of semiprimary rings. In this section, we shall
develop the homological characterizations of perfect and semiperfect rings
discovered by Bass. We begin by studying the notion of small submodules.

(24.1) Definition. Let M be a (right) module over a ring R. A submodule
S s; M is said to be small (or superfluous) if, for any submodule N s; M ,
S + N = M::::} N = M . If S is a small submodule of M, we shall write
S s;sM.

(24.2) Examples.

(I) A nonzero direct summand of M is never small. In particular, if M is
semisimple, the only small submodule is the zero submodule.

1 Warning: this is an extremel y difficult exercise!
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(2) Let M = MR and J £ rad R be a right ideal. If either M is finitely
generated or J is right T-nilpotent, then M· J £s M . This follows
from Nakayama's Lemma; see (4.22) and (23.16), respectively.

(3) If S is small in M, so is every submodule of S. If S; (1 :s; i :s; n) are
small in M, so is I: S;.

(4) If S s, M' £ M, then S £ s M. In fact, let S + N = M where N is a
submodule of M. Then S + (N II M') = M', so Nil M' = M', i.e.,
N ;2 M' ;2 S. Then S + N = M leads to N = M.

(5) Suppose S; £sM; (1 s t s;n). Then EBS; £s EBM;. This follows
from (3) and (4) above.

(6) If N is a maximal submodule of M, then N contains every S £s M. (If
not, then S + N = M and we have N = M , a contradiction.)

Next we introduce a module-theoretic analogue of the radical.

(24.3) Definition. For any (right) R-module MR, we define rad M to be the
intersection of all the maximal submodules of M. If there are no maximal
submodules in M, we define rad M to be M .

The notation rad M could lead to confusion if M itself happens to have a
ring structure. But in practice we can usually tell easily from the context if
rad M means the module-theoretic radical or the ring-theoretic radical. Of
course, when M is the right regular module RR, the two concepts coincide.

If R #- 0, then maximal right ideals always exist and we have rad R #- R.
More generally, if MR is finitely generated over R, then (by Zorn's Lemma)
maximal submodules always exist and we have rad M #- M. However, for
non-finitely-generated modules M, maximal submodules may not exist, so
we may have rad M = M. The easiest example is the l'-module given by the
p-primary component of OIl' for any prime p. Another example is given
below in (24.5).

(24.4) Proposition. Let M = MR. Then (1) rad M is the sum of all small
submodules of M , and (2) MJ £ rad M where J = rad R . Equality holds if R
is a semi/oeal ring.

Proof. (1) Let T = I:{S: S £s M} . Then , by Example (6) above, T £
rad M . For the reverse inclusion, it suffices to show that for any m E rad M,
m . R £s M . Let N be any submodule of M such that N + m . R = M .
Assume, for the moment, that m ¢ N. Then MIN is a nonzero cyclic
module , so by what we said above, MIN has a maximal submodule N' I N.
Then N' is a maximal submodule of M, and we must have m ¢ N ' , contra­
dicting m E rad M. Therefore, mEN and M = N + m . R = N.

(2) For any maximal submodule N £ M, MIN is simple and therefore
annihilated by J. This gives MJ £ N , and so MJ £ rad M. Now assume R
is semilocal. Then M 1MJ is an RIJ -module. Since RIJ is a semisimple ring,
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it is easy to check that rad(MI MJ) = 0. But

rad(MIMJ) = (rad M)IMJ,

so we must have MJ = rad M. QED

(24.5) Example. Let R be a commutative domain with quotient field K ~ R.
We claim that rad(KR ) = K. By (24.4)(1) it suffices to show that any
submodule ~R ~ K is small, where a,b E R\{O}. After applying the R­
automorphism of KR given by multiplication by b[a, we are reduced to
showing that R ~s KR . Say R + N = K , where N is an R-submodule of K.
Since N::p 0, we can find a nonzero element a E N n R. For any r E R\{O} ,
write lira = r' + b where r' E R , bEN. Then Ilr = ar' + ba E N . Thus N
contains all fractions sir (s E R), and hence N = K.

(24.6) Proposition.

(I) M'~M~radM'~radM.

(2) rad(EBiEI M i) = EBiEI rad M i.

(3) IfFR is R-free, then rad F = F . rad R.

Proof. (I) rad M' is the sum of all S ~s M' by (24.4)(1). But by (24.2)(4),
each such S is ~s M, so by (24.4)(1) again, rad M' ~ rad M.

(2) We shall prove this in the case I = {I , 2}. The argument in the general
case is the same. (Or else we can use induction.) First , by (I) ,

Let m = (ml ,m2) E T . For any maximal submodule N ~ M I , NEt> M 2 is
clearly a maximal submodule of M I Et> M2, so mEN Et> M2, which implies
that ml EN. Therefore we have ml E rad MI , and similarly m; E rad M2.
This shows that T ~ rad M I Et> rad M2.

(3) follows easily from (2). QED

The next Theorem shows the remarkable fact that any nonzero projective
module (finitely generated or otherwise) always has a maximal submodule.

(24.7) Theorem. Let P be a nonzero projective right R-module. Then, for
J = rad R, we have rad P = PJ s; P.

Proof. Take a suitable (projective) module Q such that PEt> Q is a free R­
module F = EBiEI eiR . By (24.6),

rad PEt> rad Q = rad F = FJ = PJ Et> QJ.

Therefore, rad P = PJ. The more difficult job is to show that this cannot be
equal to P. If P were finitely generated, this would follow from Nakayama's
Lemma. However, we must find a different argument in order to get the
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(24.8)

desired result in the general case. Assume P1 = P and let

n

p= Le;r;EP.
;=1

(To simplify notation, we shall use integers for elements of the indexing set
I.) Let n be the projection of F = PEEl Qonto P. Since P = Pl s;;; Fl, we can
write

m

n(e;) = L ejaij,
j=1

where aij Eland m is some integer 2:: n. Then

p~ nip) ~ t;n(e,)" ~ t,ej(t;aij,}
Comparing this with p = 2::;=1 ejrj, we get n equations

n

L(£>ij-aij)r;=O, forj=l, . . . . n.
;=1

Since the coefficient matrix of this linear system belongs to

In + Mn(rad R) = In + rad Mn(R) S;;; U(Mn(R)) ,

it follows that rl = . . . = r« = 0 and hence p = 0. This contradicts the fact
that P is a nonzero module. QED

Next we shall define the notion of a projective cover.

(24.9) Definition. For any right R-module M, a projective cover of M means
an epimorphism 0: P ----; M where PR is a projective module, and ker 0 C s P.
(Sometimes we shall loosely refer to P as a projective cover of M, suppress­
ing the role of 0.)

Note that ker 0 S;;;s P amounts exactly to the condition that, for any
submodule P' S;;; P, O(P') = M ===} P' = P. In general, a projective cover
0: P ----; M may not exist. But if it exists, then it is unique in the sense of the
following Proposition.

(24.10) Proposition. If 0: P ----; M is a projective cover and 0' : P' ----; M is an
epimorphism where P' is a projective R-module, then there exists a split epi­
morphism «: P' ----; P with Ooc = 0'. If0': P' ----; M is also a projective coverof
M, then the a above is an isomorphism.

Proof. Since P' is projective, there exists an R-homomorphism oc: P' ----; P
with Ooc = 0' . Now oc(P') in P maps onto M, so by the remark made after
(24.9), oc(P') = P. Since P is also projective, a splits. If 0' is also a projective
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cover of M , then ker ()' S s P' and hence ker IX Ss P' (since ker IX S ker ()/).
But ker IX is a direct summand of P' , so by (24.2)(1), ker IX = 0. Therefore
IX: P' --+ P is an isomorphism. QED

(24.11) Examples and Remarks.

(1) Let PR be projective, and J S rad R be a right ideal. If either P is
finitely generated or J is right T-ni1potent, then the surjection P --+ PIPJ is a
projective cover of PIPJ, by (24.2)(2).

(2) Let e E R be an idempotent and J s rad R be a right ideal. Then
the surjection eR --+ eRIeJ is a projective cover for eRIeJ. This follows by
applying (1) to the cyclic projective module eR.

(3) Let ()i: Pi --+ M, be projective covers for 1 ~ i ~ n. Then

EB ()i: EB Pi ---> EB Mi

is also a projective cover. This follows from (24.2)(5).

(4) Let MR i= 0, and let 0: P --+ M be a projective cover. Then () gives a
one-one correspondence between the maximal submodules of P and those of
M . (This is because any maximal submodule of P contains ker () SS P.) In
particular, ()(rad P) = rad M , and, since rad P S P by (24.7), we have also
rad M S M . Thus, any nonzero module M with rad M = M cannot admit a
projective cover.

(5) Let R be a J-semisimple ring. Then a module MR has a projective cover
iff M is already projective. In fact , suppose (): P --+ M is a projective cover.
Then ker () S s P implies that

ker () s rad P = P . rad R = °
(see (24.7)). Hence (): P ~ M . It follows , for instance, that over 7L, the only
modules admitting projective covers are the free abelian groups.

The next result shows why the notion of projective covers is relevant to the
study of semiperfect rings .

(24.12) Proposition. Let R be a semiperfect ring. Then every finitely generated
right (resp., left) R-module M has a projective cover. IfR is right perfect, then
every right R-module M has a projective cover.

Proof. Let J = rad Rand R = RIJ. Let 1 = el + ...+ en where {ed are
orthogonal local idempotents (see (23.6)). Then

R = c\R Ef) ... Ef) cnR,

and every right R-simple module is isomorphic to some CiR. Let M be any
right R-module, and write

MIMJ ~ EB c(l.R,
(l. El



352 8. Perfect and Semiperfect Rings

where I is an indexing set, and for every IX E I , erx is one of the e;'s
(1 s t s: n). Let

P:= EB e.R,
rxeI

a projective R-module. Recalling that erxR ~ erxR/erxJ and using the projec­
tivity of P, we have the following commutative diagram

for a suitable homomorphism B. Then we have

(A) B(P)+ MJ = M.

(B) ker B £ EBerxJ = PJ .

Assume that MR is finitely generated . Then we can take the indexing set I
above to be finite. By Nakayama's Lemma (4.22), (A) implies that B(P) = M.
Moreover, PJ £ s P by (24.2)(2), and hence (B) implies that ker B £ s P by
(24.2)(3). Therefore, B: P -t M is a projective cover of M. Next, let MR be
an arbitrary module, but assume R is right perfect. Then by definition J is
right T-nilpotent, so far any R-module NR, NJ £s N (by (24.2)(2)). There­
fore, (A) above implies that B(P) = M, and since PJ £ s P, (B) implies that
ker B£s P. So, again, B: P -t M is a projective cover for M. QED

(24.13) Remark. The construction above takes an especially simple form
in the case when R is a local ring. Here we would take {mi} £ M such that
{mil form an Rfrad R-basis for the vector space M / MJ . Then we map
EBiR -t M by sending the ith basis vector to mi. This is onto and has a
small kernel, so it gives the desired projective (in fact, free) cover.

(24.14) Corollary.

(1) If R is semiperject, then any finitely generated projective module PR is
isomorphic to a finite direct sum EB erxR.

(2) If R is right perfect, then any projective module PR is isomorphic to a
direct sum EBerxR.

Proof. In either case, P -t P/ PJ is a projective cover, where J = rad R.
Comparing this with the projective cover for P / PJ constructed in the Prop­
osition, we conclude from the uniqueness of the projective cover (24.10) that
P ~ EB erx R. QED

Before we proceed to the next theorem, we need the following lemma.
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(24.15) Lemma. Let I be an ideal in R and let R = RII. Let M be a right
R-module, which is, therefore, also a right R-module. If MR has a projective
cover over R, then MR also has a projective cover over R .

Proof. Let f): P ---. MR be a projective cover of Mover R. We claim that
0: PIPI ---. MR is a projective cover of Mover R. The kernel of0 is ker f)I PI.
To show that this is small in PIPI, assume that

NIPI + ker f)I PI = PIPI,

where N is some R-submodule of P. This implies that N + ker f) = P, so
N = P since ker f) S;;s P. QED

(24.16) Theorem. For any ring R, the following are equivalent:

(1) R is semiperfect.

(2) Every finitely generated right R-module has a projective cover.

(3) Every cyclic right R-module has a projective cover.

(In particular, (2) and (3) are also equivalent to their analogues for left
modules.)

Proof. Proposition (24.12) gives (1) ~ (2), and (2) ~ (3) is trivial. Therefore,
we need only prove (3) ~ (1). First we try to lift an idempotent u E R, where
R = RIJ, J = rad R. Write

R = uR tf) vR

where v is the idempotent I - u E R. Viewing uR and vR as (cyclic) R­
modules, let f): P ---. uR and f)' : Q ---. vR be their respective projective covers
over R (guaranteed by (3)). Then

f) tf) f)' : P tf) Q -----> uR tf) vR

is a projective cover of RR. On the other hand, :n:: R ---. RR is also a projective
cover, by (24.2)(2). By (24.10), there exists an isomorphism IX: P tf) Q ---. R
such that :n: 0 IX = f) tf) f)' . For convenience, let us think of IX as an identifica­
tion, so that we may view P, Q as right ideals of R, with :n:(P) = uR,
:n:(Q) = vR. Let 1 = e +f be the decomposition of 1 into orthogonal idem­
patents with respect to R = P tf) Q. Then

I = :n:( 1) = :n:(e +f) = e+]
shows that e= u and] = v. Secondly, we have to show that R is semisimple.
For this, it suffices to show that any cyclic right R-module Mis R-projective
(see (2.8)). Viewed as a (cyclic) right R-module, M has a projective cover by
(3). Therefore MR also has a projective cover over R by (24.15). Since R is
J-semisimple, (24.11)(5) implies that M must be projective as a right R-
module. This completes the proof that R is semiperfect. QED
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(24.17) Corollary. If R is semiperfect, then for any ideal I £ R, the quotient
ring R/ I is also semiperfect.

Proof. A cyclic right R/I-module M may be viewed as a (cyclic) R-module.
Since MR has a projective cover over R, M R/ 1 also has a projective cover
over R/ I , by (24.15). Therefore, by the theorem, R/I is semiperfect.

QED

(24.18) Theorem. R is right perfect iff every right R-module has a projective
cover.

Proof. In view of the second part of (24.12), we need only prove the "if"
part. By (24.16), we know already that R is semiperfect. To check that
J = rad R is right T-nilpotent, we apply the criterion (2) in (23.16). Let
M =1= 0 be any right R-module. Since M has a projective cover, we have
MJ £ rad M S M (see (24.4)(2) and (24.11)(4)). In particular, for any right
R-module M , MJ = M ::::::} M = 0, so we are done . QED

From this theorem, it follows, as before , that:

(24.19) Corollary. Any quotient ring ofa right perfect ring is right perfect.

Next we shall obtain some more characterizations of right perfect rings via
the notion of flat modules. So first let us introduce this important homo­
logical notion.

(24.20) Definition. A right R-module MR is called fiat if the functor M ®R­
is exact on the category of left R-modules; in other words, whenever
::1' : 0 ----. A ----. B ----. C ----.0 is a short exact sequence of left R-modules, then

M ®R::I' : 0 ---t M ®R A ---t M ®R B ---t M ®R C ---t 0

is also short exact (as a sequence of abelian groups) . Since it is known that
M ®R A ----. M ®R B ----. M ®R C ----. 0 above is always exact, the point about
flatness is that, whenever A ----. B is injective, then so is M ®R A ----. M ®R B.

It is easy to see that any direct sum of flat modules is flat. In particular,
since RR is flat, any free right R-module is flat. It is also easy to see that a
direct summand of a flat module is flat. It follows, therefore, that any pro­
jective right R-module is flat. On the other hand, it is not hard to give
examples of flat modules which are not projective. For instance, let R be a
commutative ring and let M = (S-1Rh, where S is a multiplicatively closed
set in Rand S-1 R denotes the localization of R with respect to S. The
functor "M ®R -" in this case is the localization functor " S- I " , which is
well-known to be exact. Therefore, (S-I R)R is R-flat. However, it need not
be R-projective. For example, for R = 7L and S = 7L\{O}, S -1 R = ((Jl is 7L­
flat, but certainly not 7L-projective.

What is an example of a nonfiat module? Let R = 7L again and let



§24. Homological Characterizations of Perfect and Semiperfect Rings 355

M = 7L. /271.. Then "M @z -" is the "reducing mod 2" functor on the cate­
gory of abelian groups. This is easily seen to be non-exact. For instance, let
B = 7L. /47L. , and A = 27L. /47L. be its unique subgroup of order 2. Since A = 2B,
the map induced by the inclusion A ----> B is the zero map A/2A ----> B/2B.
However, A/2A # 0, so A/2A ----> B/2B is not injective. This shows that
M = 7L. /27L. is not 7L.-flat. For another example , look at M = Q/7L. and the
injection A ----> B, where A = 7L., B = Q . Here

M@A=(Q/7L.)@7L.~Q/7L. and M@B=(Q/7L.)@Q=O,

so the induced map M @ A ----> M @ B is again not injective, which implies
that Q/7L. is not 7L.-flat.

As a point of information, we record the following known fact:

(24.21) Proposition. An abelian group Mis 7L.-jlat iff Mis torsion-free.

Since this fact will not be needed here, we shall omit its proof. In view of
(24.21), one might think of flat modules as generalizations of torsion-free
abelian groups.

In order to give another criterion for checking the flatness of a module, we
need the following technical lemma.

(24.22) Lemma. Let Iff: 0 ----> K ----> F ----> M ----> 0 and Iff' : 0 ----> K' ----> F'---->
M' ----> 0 be exact sequences of, respectively, right and left modules over a
ring R.

(1) IfF' isflat, then the exactness of M @R Iff' implies that of Iff@R M'.

(2) ifF is flat, then the exactness of Iff@RM' implies that of M @R Iff'.

Proof. By left-right symmetry, it suffices to prove (1). The hypotheses in (1)
imply that, in the commutative diagram

0

1
K@K'

(J

F@K' r M@K' -----+ 0-----+ -----+

1~ 12 1e

o -----+ K@F'
y

F@F' M@F' -----+ 0-----+ -----+

1p
1° 1

K@M' IX F@M' M @ M' -----+ 0-----+ -----+

1 1 1
0 0 0
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the middle row is exact, and the last column is exact. (Here, <8> means <8>R')
An easy diagram chase will show that K <8> M' --+ F <8> M' is injective (that
is, Iff<8> M' is exact) . In fact, if x E K <8> M' is such that e«x) = 0, choose
y E K <8> F' such that P(y) = x . Then t5(y(y)) = 0 ==} y(y ) = A(Z) for some
Z E F <8> K'. Since e is injective, we must have r(z) = 0 and so z = a(w) for
some WE K <8> K'. Since y is injective , Ip(w) must be equal to y and so
x = P(y) = P(Ip(w)) = O. QED

(24.23) Theorem. Let Iff: 0 --+ K --+ F --+ M --+ 0 be an exact sequence of
right R-modules, where F is R-jiat. Then M is flat iff Iff<8>R M' is exact for
every left R-module M' .

Proof. First assume M is flat. Given any RM', write down a short exact
sequence of left modules

Iff': 0 -- K ' -- F' -- M' -- 0

where F' is R-free, in particular R-flat. Since MR is flat , M <8>R Iff' is exact by
definition, and therefore Iff<8>R M' is exact by (24.22)(1). Conversely, assume
that Iff<8>R M' is exact for every RM' . Take any exact sequence Iff' of left
R-modules

o-- K' -- F' -- M' -- O.

Since Iff<8>R M' is exact and FR is flat, (24.22)(2) implies that M <8>R Iff' is
exact. This checks that MR is flat. QED

Using this theorem, we can associate a certain flat right R-module M to
every sequence {aI, a2, ...} ~ R , and thus relate the homological notions of
flatness and projectivity to the behavior of the descending chain of principal
left ideals Ra, :2 Ra-a, :2 . . . in R.

(24.24) Proposition. Let {ai, a2, . . .} ~ R be given. Let F be the free module
EB:oe.R, and K be its submodule generated (freely) by

U; = e; - e;+la;+I : i ~ O} .

Then the right R-module M := F / K is flat, but M is projective only if the
descending chain of principal left ideals Ra, :2 Rasa, :2 . . . is eventually
stationary.

Proof. To see that M is flat, it suffices (by (24.23)) to check that, for any left
R-module M', K <8> M' --+ F <8> M' is injective (where, again, <8> means
<8>R)' Note that K = EB:of.R, so

co
K<8>M'= EB (h <8> M'), and

;=0

co
F <8> M' = EB (e; <8> M') .

;=0
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If o: = L:~o /; ® Xi E K ® M' maps to zero, then

0= (eo - elad ® Xo + ...+ (en - en+lan+d ® Xn

= eo ® Xo + el ® (XI - alxo) + .. .
+en ® (Xn - anxn-d - en+1 ® an+,xn·

Therefore, Xo = X, = ... = x; = 0 and so rx = O. This proves the flatness of
M. Now assume that M is projective . Then

o -----+ K -----+ F -----+ M -----+ 0

splits, so there exists an R-homomorphism n: F ---. K splitting the inclusion
map K --t F. Let n(ei) = L:j fjbij (bij E R, almost all zero for any given i).
Then

/; = n(/;) = nie, - ei+lai+l) = L fjb ij - L fjb i+l ,jai+l,
j j

so we have bu - bi+l,iai+' = 1 for all i, and bij - bi+l,jai+1 = 0 for all i i=j.
For sufficiently large j , we have then

o= bOj = blja, = b2ja2a, = . . . = bjjaj . . . a2a\.

As a result, we have
aj ... a2a, = aj ... a2al - bjjaj . . .a2al

= (I - bjj)aj''' a2al

= -bj+l ,jaj+laj ' " a2al

for sufficiently large j's. This means that the descending chain Raj ;;2

Rasa, ;;2 •• . eventually becomes stationary. QED

We can now prove the following new characterization theorem for right
perfect rings in terms of flat modules . The proof of this theorem is com­
pletely independent of the earlier characterization theorem (23.20). In par­
ticular, this will fill in the missing implication (I) ~ (2) in the earlier result .

(24.25) Theorem (Bass). (Cf. (23.20)) For any ring R, the following are
equivalent:

(I) R is right perfect.

(2) R satisfies Dee on principal left ideals.

(5) Every flat right R-module M is projective.

Proof. We shall show that (I) ~ (5)~ (2)~ (I) .

(I) ~ (5). By (24.12), MR has a projective cover (): P ---. M which induces
a short exact sequence

~ : 0 -----+ K -----+ P -----+ M -----+ o.
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By (24.23), Iff®RM' is exact for every RM'. In particular, K ®RR/J ---.
P®RR/J is injective (J:= rad R); that is, K/KJ ~ P/PJ is injective. But
K £sP implies that K £ rad P = PJ (by (24.4)(1) and (24.7)), so IX is the
zero map. This forces K/KJ to be zero, which in turn implies that K = 0 by
(23.16). Therefore, M ~ P is projective.

(5) :::} (2). Consider any descending chain of principal left ideals, which we
can express by RaJ 2 RaZaJ 2 . . . . As in (24.24), we can associate a flat
module M to {aJ ' az, . . .}. Since by (5) M is necessarily projective, (24.24)
implies that RaJ 2 RaZaJ 2 . . . eventually becomes stationary.

(2) :::} (I) . Using the numbering of the four statements in (23.20), we have
already proved there that (2):::} (3) :::} (4) :::} (I) . Therefore, we do have
(2) :::} (I). However, we have promised to make the present proof inde­
pendent of that of (23.20). Here is an easy, direct proof of (2) :::} (I) . First,
let us show that J = rad R is right T-nilpotent. Consider any sequence
{aJ ' az, .. .} £ J . Since RaJ 2 RaZaJ 2 . . . is eventually stationary, we have

for some n and some r E R. Then

(l - ran+ I )an... azal = 0 ===} an . . .azal = 0,

since I - ran+1 is a unit. Finally, we have to show the semisimplicity of
R = R/rad R. Since any descending chain of principal left ideals in R can be
written in the form

RXI 2 RXZXI 2 RX3XZXJ 2 . . . ,

the DCC on principal left ideals of R implies the same for R. Since R is
J-semisimple, this guarantees that R is semisimple, by (4.14). QED

The work above showing (I) :::} (5) :::} (2) :::} (1) means that our proof of
the implication (I) :::} (2) has to go through the homological condition (5).
However, a direct proof for (I) :::} (2) not using projective or flat modules
has been found by R. Rentschler. For a succinct exposition on Rentschler's
proof, see Rowen [88], Vol. II, p. 222.

Exercises for §24

Ex. 24.1. For any finitely generated right R-module M, show that
rad M £ sM.

Ex. 24.2. Let S, M be right R-modules such that S £ sM. Show that M has
a projective cover iff M / S does.

Ex. 24.3. Show that a ring R is semiperfect iff every simple right R-module
has a projective cover.
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Ex. 24.4. For any projective right R-module P i= 0, show that the following
are equivalent:
(I) P is a projective cover of a simple R-module;
(2) P has a superfluous and maximal submodule;
(3) rad P is a superfluous and maximal submodule;
(4) every maximal submodule of P is superfluous;
(5) E:= EndR(P) is a local ring;
(6) P ~ eR for some local idempotent e E R.

Ex. 24.5. Show that a semiprime right perfect ring R is semisimple.

Ex. 24.6. Let R be a ring satisfying one of the following conditions:
(a) Every nonzero right R-module has a maximal submodule;
(b) Every nonzero left R-module has a simple submodule.
Show that J = rad R is right T-nilpotent.

Ex. 24.7. For any ring R, show that the following are equivalent:
(1) R is right perfect;
(2) R is semilocal and every right R-module M i=°has a maximal
submodule ;
(3) R is semilocal and every left module N i=°has a simple submodule.

Ex. 24.8. Let R be a right perfect ring which satisfies ACC on right annihi­
lators of ideals. Show that J := rad R is nilpotent (so R is a semiprimary
ring).

Ex. 24.9. (Hamsher, Renault) Let R bea commutative ring. Show that every
nonzero R-module has a maximal submodule iff rad R is T-nilpotent and
R[rad R is von Neumann regular.

Ex. 24.10. (Hamsher) Let R be a commutative noetherian ring. Show that
every nonzero R-module has a maximal submodule iff R is artinian.

§25. Principal Indecomposables and Basic Rings

In the first half of this section, we study the notion of the basic ring of a
semiperfect ring, paving the way to the fuller study of the Morita theory of
the equivalence of module categories in Lectures. In the second half of this
section, we shall specialize to right artinian rings and give explicit examples
of principal indecomposable modules and Cartan matrices .

We begin by recalling some relevant facts from §21 and §23. In the fol­
lowing, R shall denote a semiperfect ring, and J shall denote its Jacobson
radical. We shall write R = Rlrad R, and for any a E R, we write ii = a + J .
Also, let E be the set of primitive idempotents in R. Then we have the
following.
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(25.1) Any e E E is a local idempotent (cf (23.5)).

(25.2) eR ~ eRleJ is a simple right module over R (and hence over R); eJ is
the unique maximal submodule ofeR , so that rad(eR) = eJ (cf (21.18)).

The modules eR (e E E) playa very important role in understanding the
structure of the semiperfect ring R. We shall call them the principal in­
decomposable modules.' Note that these are cyclic, strongly indecomposable
projective right modules over R.

(25.3) Theorem.

(I) There is a natural one-one correspondence between the isomorphism
types ofprincipal indecomposable right R-modules and the isomorphism types
ofsimple R-modules . The correspondence is given by

eR 1---+ eR ~ eRleJ (for e E E).

(2) Let e\ R, . . . , e.R represent a complete set of isomorphic types ofprinci­
pal indecomposable right R-modules. Then, for any finitely generated projec­
tive right R-module P, there exist unique integers n, ~ 0 such that

P ~ n\ (e1R) $ .,. $ nr(erR).

(3) For the module P in (2), EndR(P) is a semiperfect ring.

Proof. (1) If e, e' E E , then by (19.27), eR ~ e'R implies that eR ~ e'R. Since
R is semisimple, any simple R-module is isomorphic to xR for some right
irreducible idempotent x E R. Let e be an idempotent of R lifting x . By
(21.18) , e is a local idempotent; in particular, e E E. Now the principal in­
decomposable module eR maps to eR = xk, This establishes the one-one
correspondence asserted in (I) . Since the semisimple ring R has only finitely
many simple right modules (up to isomorphisms), the notation in (2) is jus­
tified. For the module P in (2), consider the finitely generated R-module
PIPJ. There exist unique integers nl , .. . . n, such that

~ _ - _ - ~ n\(e\R) $ ... $nr(erR)
PIPJ=nlelR$ . . . $nrerR= [ ( R) ( R)]J 'nl el $ ... $ n, e,

"Lifting" this isomorphism by (19.27), we get

P ~ nl (e1R) $ . .. $ nr(erR) .

Finally, (3) follows from (2) and (23.8) since each e.R is a strongly in-
decomposable R-module. QED

1 We have briefly used this terminology already for right artinian rings near the end of §19.
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Now recall that there exists a decomposition 1 = e\ + ...+ en in R, where
{el , ... ,en} is a set of orthogonal primitive idempotents (cf. (23 .6)). Since

R= e\ REB .. · EB enR,

every simple right R-module is isomorphic to some eiR. Therefore, we could
have assumed that the e\, , e, used in (25.3)(2) are indeed the first r
idempotents in the set {e\ , ,en} above. The existence of the equation
1 = e\ + ...+ en enables us to use the results in §22 on the block decompo­
sition of R. By these results, we have

(25.4) Theorem. The semiperfect ring R has a uniquedecomposition

where the c;'s are orthogonal centrally primitive idempotents. Two primitive
idempotents, e,e' E E belong to the same block CiR iff e,e' are linked (e ~ e')
in the senseof§22 . (Each block CiR is easily seen to be a semiperfect ring, with
identity Ci ')

For instance, if R is semisimple, the blocks of R are just its simple com­
ponents. And if R is a commutative semiperfect ring, then the blocks of Rare
commutative local rings, by (23.11). In the noncommutative case, however,
the indecomposable semiperfect rings R have not been classified. If Rlrad R
is also indecomposable, then (23.10) applies and we know that R ~ tw1J n(k)
for some n ~ 1 and some local ring k. Unfortunately, the indecomposability
of R does not imply the indecomposability of R lrad R since, in general,
central idempotents in Rlrad R may not lift to central idempotents in R.

Next we shall introduce the construction of a basic ring for R.

(25.5) Definition. A basic idempotent in a semiperfect ring R is an idempo­
tent of the form e = el + ...+ e., where the e;'s are orthogonal primitive
idempotents in R such that e1R, . . . , e.R represent a complete set of iso­
morphism classes of the principal indecomposables. A basic ring of R is a
ring of the form eRe, where e is a basic idempotent of R.

Note that a basic idempotent (and hence a basic ring) always exists, since
it may be taken as a subsum of a decomposition of 1 into orthogonal prim­
itive idempotents. However, if the basic idempotent e is not 1, then the as­
sociated basic ring eRe is not a subring of R, since its identity is e # 1, and
1 f eRe.

(25.6) Proposition. Ife is a basic idempotent, then e is afull idempotent, in the
sense that ReR = R. Moreover, the isomorphism type of the basic ring eRe is
uniquelydetermined, and it is a semiperfect ring.



362 8. Perfect and Semiperfect Rings

Proof. Write e = e\ + ...+ e, as in (25.5). We may label the simple compo­
nents S\ , . . . .S, of R in such a way that e;R c;;;: S;. Then Re;R = S;, and so

ReR = R(e\R tB . . . tB erR) = S\ tB . . . tB S, = R.

Lifting to R, we have ReR + J = R. By Nakayama's Lemma (for the cyclic
right R-module R/ReR), we have ReR = R. To prove the second statement
in the Proposition, let e' = e; + ...+ e; be another basic idempotent. Then

r r

EB e;R ~ EB e;R ,
;=1 ;=\

from which we have

eRe ~ EndR(eR) = EndR(EBe;R) ~ EndR(EBe;R) ~ e'Re' .

By (25.3)(3), this is a semiperfect ring. QED

(25.7) Examples.

(I) Let R = Mn(k), where k is a local ring. Then there is (up to iso­
morphism) only one principal indecomposable, given, say, by eR where e is
the matrix unit Ell . For this choice of basic idempotent, the associated basic
ring is eRe = kEll ~ k.

(2) If R is a commutative semiperfect ring, the only basic idempotent is I,
so the only basic ring for R is R itself.

(3) Let R be the semisimple ring n;=\ Mni(D;), where the D;'s are division
rings. Using (I), we see easily that any basic ring of R is isomorphic to
D\ x·· · x Dr.

The following result shows that a basic ring B of a semiperfect ring R
retains much of the structure of R.

(25.8) Theorem. Let B = eRe be a basic ring of R, as in (25.5). Then

(I) The map I t--' I . R defines an embedding of the lattice ofright ideals of
B into that ofR.

(2) The map I t--' RIR defines an isomorphismfrom the lattice ofideals ofB
onto that of R. This isomorphism respects the multiplication of ideals
and takes rad B to rad R.

(3) Let E (resp., Eo) be the set of primitive idempotents of R (resp., B).
Then Eo = E ('\ B, and for I, I' E Eo, f ~ I' in Eo ifff ~ f' in E, and
the same holds for the idempotent relations ""," and "~" defined in §22.

(4) The map in (I) defines a one-one correspondence between isomorphism
types of right principal indecomposables ofB and those ofR. Similarly,
the map in (2) defines a one-one correspondence between the blocks ofB
and those ofR.
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Proof. (I) holds for any idempotent e, as we have shown in (21.11)(1). Since
e is a full idempotent by (25.6), (2) also follows from (21.11 )(2).

(3) For any idempotentf E B,

fRf = (fe)R(ef) =fBf·

Thus,fis primitive (equivalently, local) in B ifffis primitive in R. This shows
that Eo = E (\ B. Now consider f , f' E Eo. If f ~ f' in the ring B, we have
f = ab and f' = ba for some a, b e B (cf. (25.20)), so clearly f ~ r in the
ring R. Conversely, if f ~ f' in R, (25.20) implies that f = ab , f' = ba for
some a e f'R]" and b e f'Rf . But then

a E (fe)R(ef') = fBf' £; B

and similarly b E B, so we have f ~ r in B. Finally, supposer.r E Eo are
such that f ~ f' in R. By definition, this means that there exists gEE such
that

fRg =I 0 =I f'Rg .

Choose a go E Eo such that goR ~ gR. Then Rgo ~ Rg, so

o=lfRg ~fRgo =fBgo,

and similarly 0 =I f'Bgo. Therefore , we havef ~ r in B. The rest of (3) now
follows easily.

(4) Iff,f' E Eo, (3) implies that

fB ~ I' B {:::=:? fR ~ j'«,

and by the definition of a basic ring, every gR (g E E) is isomorphic to goR
for some go E Eo. Therefore , the principal indecomposables of Band R are in
one-one correspondence via the map in (I). The block decomposition of B is
the unique decomposition of B into a finite direct sum of indecomposable
ideals. Therefore , under the map in (2), the blocks of B must map to the
blocks of R. Alternatively, from the way the centrally primitive idempotents
were constructed using the linkage relation "~", we can check directly that,
for each centrally primitive idempotent c of R, ece is a centrally primitive
idempotent of B. QED

(25.9) Definition. We say that a semiperfect ring R is basic if I is a basic
idempotent of R, or in other words, if R is its own basic ring.

One should exercise caution so that one does not confuse a basic semi­
perfect ring with an indecomposable semiperfect ring. For instance, if D, are
division rings, then D( x .. . x D, is basic, but not indecomposable if t ~ 2.
On the other hand, Mn(D1) is indecomposable, but not basic if n ~ 2; its
basic ring is ~ D\. The only general statement we can make is that R is
indecomposable iff one (or all) of its basic rings is (are) indecomposable. As
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an example, the ring of upper triangular matrices over a division ring is both
basic and indecomposable. In any case , we have the following easy criterion
for basic semiperfect rings.

(25.10) Proposition. A semiperfect ring R is basic iff R= R lrad R is afinite
direct product ofdivision rings.

Proof. This follows easily from the observation that I is a basic idempotent
in R iff I is a basic idempotent in R. Since R is semisimple, the latter happens
iff R is a finite direct product of division rings. QED

In Lectures, the significance of a basic ring B for a semiperfect ring R will
become more transparent since it will be seen that B is " Morita equivalent"
to R. This means that the category of right modules of R is naturally equiv­
alent to the category of right modules of B. In fact , the basic ring B may be
thought of as a "canonical" representative for the Morita equivalence class
of the semiperfect ring R. We have arranged our presentation so that the
basic ring construction together with the Wedderburn-Artin theory now
provide the motivation for the Morita Theorems in Lectures. This order of
presentation follows closely the sequence of historical events in ring theory,
since the construction of the basic ring (for a right artinian ring) by Brauer
and Osima preceded Morita's discovery of the theory of module category
equivalences by a few years .

To be able to say more about the principal indecomposable modules, we
need to impose stronger hypotheses on R. Therefore, we propose to special­
ize now to the case of right artinian rings. In this case, every finitely gen­
erated right R-module has a composition series, with a uniquely determined
set of composition factors. In fact , if MR is finitely generated over R, there is
an easy criterion to determine which simple modules can occur as composi­
tion factors of M ; namely, for any primitive idempotent e E E, eRleJ (where
J = rad R) is a composition factor for M iff Me # 0 (see (21.19)).

For a right artinian ring R, let e\ R, . . . .e.R represent a complete set of
isomorphism classes of principal indecomposable right R-modules, and let
J.j = ejR ]e.J, so that VI , ... , v,: represent a complete set of isomorphism
classes of simple right R-modules. Let cij ~ 0 be the number of composition
factors of e.R which are isomorphic to J.j . The matrix

C = (cij) E Mr(Z)

is called the (right) Cartan matrix of R. Note that the diagonal elements Cii

are ~l , and the sum of the ith row of C is just the (composition) length of
«s :

Of course, the right Cartan matrix C of R is only determined up to a
conjugation by a permutation matrix, since we may permute the principal
indecomposables el R, . .. . e.R in any way . The equivalence relation "~"

partitions {et , . .. ,e.] into disjoint blocks, so it is reasonable to assume, after
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a reindexing, that the e\ , . . . , e, are such that the blocks appear one after
another. If e, and ej occur in different blocks, then Vi (resp., Jj) cannot occur
as a composition factor in e.R (resp., eiR). Therefore, the Cartan matrix
takes on the form

diag(Cj , .. . , Cs) ,

where the C;'s are square matrices (possibly of different sizes). Moreover,
each C; has the following property: For any two rows p,p' in Ci, there exist
a sequence of rows of C, starting with p and ending with p', such that any
two "adjacent" rows have nonzero entries at some column. This implies that
each C, is "indecomposable," in the sense that no matter how we relabel the
idempotents pertaining to Ci, we cannot express C, in the form diag(X , Y) for
nonempty block matrices X and Y. Thus the expression C = diag(CI, . .. , Cs )

corresponds to the finest possible decomposition of C into diagonal block
matrices. Moreover, it is easy to see that if

R = B1 E8 .. . E8 B,

is the block decomposition of R, then t = s, and after a reindexing of the
blocks, C, is exactly the Cartan matrix of B, (1 ::; i ::; t).

For students who have been exposed to some algebraic K-theory, the fol­
lowing remark is in order. The Grothendieck group KoR for finitely gen­
erated projective right R-modules is a free abelian group with 1'-basis given
by the classes

[eiR] (1::; i ::; r),

and the Grothendieck group GoR for finitely generated right R-modules is a
free abelian group with 1'-basis given by the classes

[Vi] (1::; i ::; r).

If c: KoR ....... GoR is the homomorphism defined by sending [P] E KoR to
[P] E GoR ("forgetting" that P is projective), then the Cartan matrix C for R
is exactly the matrix of c expressed in terms of the bases on KoR and GoR
described above.

In the special case when R = kG where k is a field and G is a finite group ,
the Cartan matrix C is of great importance in understanding the representa­
tion theory of Gin case char k divides IGI. (If char k t IGI, kG is semisimple
and C is just the t xt identity matrix.) In this case, a lot more can be said
about C. For instance, if the field k is large enough, it is known that C is a
symmetric matrix, and that the determinant of C is a power of the charac­
teristic of k. (This is a theorem of Brauer, Nesbitt and Nakayama. Note that
det C measures the size of the cokernel of the Cartan map c: KoR ....... GoR,
according to what we said in the last paragraph.) However, these facts belong
more properly to the domain of modular representation theory of finite
groups, and it would be too much of a digression for us to present them here.

To conclude this section, let us now give some explicit examples of prin-
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cipal indecomposable modules and Cartan matrices. First , let R be the
ring of upper triangular n x n matrices over a division ring k, so dinu; R =
n(n + 1)/2. We know from Example 6 of §4 that J = rad R consists of
matrices in R with a zero diagonal. Let ej be the matrix unit E jj (1 ~ i ~ n).
Then

e.Re, = k . E jj ~ k ,

so the e;'s are (orthogonal) local idempotents, with I = el + ... + en . Also,
P, := e.R consists of matrices in R with all rows zero except possibly the ith.
Since dim(Pj)k = n - i + 1, and

RR = PI EB ... EBPn ,

{PI , .. . , Pn} gives a complete set of right principal indecomposables. This
shows that R is basic. Noting that PjJ = e.J consists of matrices in P, with a
zero diagonal, we can identify J'f := P;j PjJ with k, with right R-action given
by b . (aij) = ba«. Then {VI, .. . , v,,} gives a complete set of simple right R­
modules. The reader can check easily that e.J ~ eHIR as R-modules, so that
we have

(25.11)
PI :::> PIJ :::> PIJ 2

II III III
PI P2 P3

:::> •• • :::> PIJn-1

III
Pn

This is then a composition series for PI, whose composition factors are,
reading from the top, VI , V2 , . . . , v". Here we have

so there is only one block, i.e., R is indecomposable (in spite of
Rfrad R ~ k x . . . x k) . The composition factors of P, are J'f , Vi+I, . . . , v",
each occurring exactly once. Therefore, the (right) Cartan matrix C of R
consists of ones on and above the diagonal, and zeros elsewhere. Some of the
pertinent facts about the principal indecomposable modules are mentioned
below, with proofs largely left to the reader.

(a) The only submodules ofPI are those appearing in (25.11). In particular,
each P, has a unique composition series. (In the terminology introduced in
the Appendix to §20, the P;'s are uniserial modules. Modules with unique
composition series are, of course, the most classical source of the uniserial
modules.)

(b) Any submodule M of a finitely generated projective right module P is
projective. In fact, by (25.3)(2), M is a submodule of a finite direct sum of
principal indecomposables. Consider an embedding
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where the Q/s are principal indecomposables (with possible repetitions), and
m is minimal. We shall induct on m. If m = 1, M is projective by (a). In
general, consider a nonzero projection map, say J:M --t QI. The image N of
Jis projective by (a), so M :;::: (kerJ) EEl N . Since

the induction proceeds.

(c) It follows from (b) that all right ideals of Rare R-projective. (Any ring
R with this property is called a right hereditary ring.)

(d) PI = el R is an ideal of R. The quotient ring RjelR is isomorphic to
the ring of (n - 1) x (n - 1) upper triangular matrices. However, as a left
R-module, eJR is no longer indecomposable. In fact , e1R = II EEl . . . EEl In
where I, = kEIi = REIi , and II , . . . .I; are all isomorphic as left R-modules,
with II = ReI.

(e) Using the left principal indecomposables P;' = Rei and the associated
simple left R-modules JII' = P;' j Jp;', the left Cartan matrix C' of R is easily
seen to be the matrix with l's on and below the diagonal, and zeros
elsewhere.

(f) The ring S = Mn(k) contains R as a subring, so we may view S as
both a right R-module and a left R-module. Decomposing S into rows, we
see that SR :;::: n . PI so SR is a projective R-module. Similarly , decomposing
S into columns, we see that RS :;::: nP:, so RS is also a projective R-module.

As a small variation of the above example in the case n = 2, consider the

ring R = (~ : ) . According to (1.22), R is right artinian but not left

artinian. As before , we take el = Ell and e2 = E22, with elReI :;::: 10 and
e2Re2 :;::: IR. The right principal indecomposables PI, P2 are described as

before: PI = (~ ~) and P2 = (~ ~ ). The corresponding right simple

modules are VI = 10 with action b . (~ X) = ha, and V2 = IR with action

(a x) y
z - °y = zy, where a, b E 10, x ,y , Z E IR. The two left simple modules

VI', V~ are described similarly , with corresponding left principal indecom-

(
10 0) (0 IR) .posables P; = ° °and P~ = °IR . Note that although R IS not

left artinian, it is nevertheless semiperfect, so the general theory still applies
to its left structure. Here, for J = rad R, JP; = 0, so P; :;::: VI' , but RP~ does

not have a composition series, since JP~ = (~ ~) satisfies neither Ace
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nor Dee on left R-submodules. In a manner of speaking, JP~ has "infinitely
many" composition factors, each isomorphic to JIl' .

Coming back to artinian rings, let us consider another example:
n n

R = LkEii+ LkE1j ,

i= 1 j=2

where k is a division ring. We take e, = Eii as before, with

e.Re, = kEii ~ k;

e.R = Eiik if i ~ 2, and

n

ejR = LEljk.
j =1

Here, J = rad R = Ej=2 Eljk has square zero, and kills e.R for all i ~ 2.
Thus , for i ~ 2, e.R ~ V; , the ith simple right R-module. For i = I, direct
calculation shows that

n

elJ = J = EB Eljk ~ V2 EEl ' " EEl v,, ;
j =2

this is a semisimple projective R-module. These calculations show that the
right Cartan matrix of R has first row = (I, . . . , I), and ith row = ith unit
vector for i ~ 2. Here we have e, - el for all i, so again there is only one
block and R is indecomposable. The principal indecomposables are mutually
nonisomorphic, so R is basic as well. It is easy to see that any submodule of
any e.R is projective (for i = I, use the semisimplicity of eIJ ). Therefore, as in
our earlier example, we can check that any submodule of a finitely generated
projective right R-module is projective, and hence R is right hereditary .

As for the left structure of R, we have ReI = kEI1 and for i ~ 2:

Rei = kEIi + kEii, Je, = kEIi'

so Rei has length 2. The left Cartan matrix of R has therefore first column
consisting of I's , and ith column = ith unit vector for i ~ 2. We leave it to
the reader to check that R is also left hereditary.

Exercises for §25

Ex. 25.1. Let R be a finite-dimensional algebra over a field k , and let M be
any finite-dimensional right R-module. For any idempotent e E R , show that
dime HomR(eR , M) = dimi. Me .

Ex. 25.2. In Exercise I, assume k is a splitting field for R . Let e E R be a
primitive idempotent and let J = rad R. Show that the number of composi­
tion factors of MR isomorphic to eRleJ is given by dim, Me.
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Ex. 25.3. Construct a basic idempotent e for the group algebra R = iQS3,
and determine the corresponding basic ring eRe.

Ex. 25.4. Let e be a basic idempotent of a semiperfect ring R, and e' be
another element of R. Show that e' is a basic idempotent for R iff e' = u-1eu
for some u E U(R).
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Lie bracket (or Lie product), 12,

108
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Lie ideal, 205
Lie-Kolchin-Suprunenko Theorem,

148
lifting idempotents, 316, 319-320
lifting pairwise orthogonal idem­

potents, 317-318
linear group, 141, §9
linkage of primitve idempotents,

328, 361
little ideal, 192
Littlewood's formula, 140
local group ring, 294
local idempotent, 310
local ring, 12,280-281 , §19
localization, 77, 280, 282
locally compact group, 85
locally finite group, 100, 145-146
locally nilpotent (one-sided) ideal,

166-167
locally nilpotent set, 166
logarithmic derivative , 176
lower central series, 149
lower nilradical (or prime radical) ,

153-154, 158, §1O

m-system, 155-156
m-transitive, 180, 182
Maguns-Witt Theorem, 97
Mal'cev-Neumann construction, xi,

229-230
Mal'cev-Neumann ring, 230
Mal'cev-Neumann-Moufang

Theorem, 234
Maschke's Theorem, 79-80, 87,98,

138, 146
matrix ring, 31,46,57-58,160,171 ,

312-313,324,346
matrix units, 31, 58, 318, 325
maximal ideal, 64, 155, 168
maximal left or right ideal, 50, 280
maximal preordering, 264
maximal subfield, 219, 235-236,

§15,241-242
McCoy's Theorems, 170, 199, 324
metro equation, 259
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minimal idempotent, 323
minimal left ideal, 24, 33, 38, 140,

162,174,190
minimal polynomial, 39,250-252,

258, 260
minimal prime ideal, 170, 194-195
modular left ideal, 64
modular representation, 118
monogenic algebra , 69
(multiplicative) commutator, 203,

210-212
Morita Theory, 38, 313, 359, 364

n-abelian group, 91
n-system, 157
Nakayama's Lemma, 60, 342
Neumann's Lemma, 92
Neumann's Theorem, 100
Newton's law, 7
nil ideal, 49, 53, 99, 171
nil (left or right) ideal, 86-87, 162­

166
nilpotent (left or right) ideal, 48-49,

53, 158, 165
nilpotent group (of class r), 149­

150, 212
nilradical of a commutative ring,

56,67, 154
Niven-Jacobson Theorem, 255
Niven's Theorems, 257, 258
Noether-Deuring Theorem, 289
Noether-Jacobson Theorem, 244
noetherian module, 18-19
noetherian ring, viii, 19
noetherian simple ring, 43
nonassociative ring, 48
nontrivial idempotent, 279
nontrivial unit (in group rings), 89-

90, 139
norm, 220, 260

Op(G), 123
octahedral representation, 140
operator algebras, ix, 163
opposite ring, 4, 239-241

Subject Index

ordered division ring, 270, §18
ordered group, 95, 97-98, 230, 236-

237, 269, 272, 294
ordered ring, xi, 262, §17
ordering of a ring, 262, §17
orthogonal idempotents, 310
orthogonality relations, 128

p-adic integers, 283, 284
p-adic numbers, 283
p-group, 98, 115, 122, 124, 130,

148,283
p'_group, 87, 88, 96
p-regular conjugacy class, 124
p-regular element , 124
p-ring, 200-201
Passman's Theorems, 89, 99, 161
Peirce decomposition, 308
perfect commutative ring, 346
perfect field, 106
perfect ring, 343
Pfister's Theorem, 275
Pi-algebra, 165
Plancherel formula , 138
Poincare-Birkhoff-Witt Theorem,

12
positive cone, 95, 262
preordering of a ring, 263
prime ideal, 155, 156
prime group ring, 161
prime matrix ring, 160
prime polynomial ring, 159
prime radical (or lower nilradical),

153, 158, §1O
prime ring, 153, ~58, §10
primitive idempotent, 310
principal indecomposable module,

293, 360, §25
principal left ideal domain, 21, 220
projection, 323
projective cover, 350
projective module, 28, 98, 100, 137,

292, 343, 349, 357
projective space, 212-213, 253
pseudo-inverse, 62



Subject Index

quadratic form, 12
quasi-regular, 63
quaternion algebra (generalized),

226, 243
quaternions, 5, 15, 23, 208, 219,

255-258, 260
quaternion group, 5-6, 120-121,

137, 139
quotient ring, 3, 6

radical ideal, 154
rad-nil ring, 78
radical of an ideal, 154, 156, 157
radical of a module, 348-350
radical ring extension, 245
Ram's example, 167-168
rank of a free module, 46
rank of a linear operator, 46, 190
rational quaternions, 5, 120
real-closed field, 87, 209, 242-243,

256-257
reduced ideal, 195
reduced norm, 224
reduced ring, 3, 68, 153, 194-196,

201
reductive group, 152
regular element, 61
regular ring, see von Neumann

regular ring
regular one-sided ideal, 64
relatively archimedean, 232-233
Remainder Theorem, 248-249
representations, 79, Chap. 3
resolvent function, 85
resolvent set, 85
reversible ring, 201
Rickart's Theorem, 82
Rieffel's proof (of the double

centralizer property), 37
Riemann surface, 282
right algebraic , 258
right algebraically closed, 255
right artinian ring, 19
right dimension , 235
right discrete valuation ring, 294

383

right duo ring, 333-334
right Goldie ring, 21
right hereditary ring, 367
right ideal, 3, 17
right identity , 23
right inverse, 4, 22, 23
right-invertible, 4, 22
right irreducible idempotent, 313
right noetherian ring, 19
right operator, 32
right ordered group, 100
right perfect ring, 55, 343
right polynomial, 9
right primitive ideal, 172
right primitive ring, 172, §11
right quasi-regular, 63
right root , 248
right T-nilpotent set, 341
right zero-divisor, 3, 9
ring, 2
ring of differential operators, 7
ring of quotients, x, 235, 266-267
ring with involution, 83, 86, 323
ring with polynomial identity, x
ring without identity, 23, 63-64, 267
row rank (ofa matrix) , 215

S3, 121 , 131 , 137
S4, 131-132, 140
a-conjugate, 177
a-conjugacy class, 177, 178
a-ideal, 43
scalar extension, 74, 104,289
Scharlau-Tschimmel Theorem, 275
Schofield's examples, 235
Schur's Lemma, 33
Schur's Theorems, 130, 145
Scott's Theorem, 214
semigroup ring, 7, 186
semilocal ring, 296, §20
semiperfect commutative ring, 340
semiperfect endomorphism ring, 338
semiperfect ring, 336, §23
semiprimary ring, 55, 67, 307
semiprime group ring, 161
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semiprime ideal, 157, 169-170
semiprime matrix ring, 160
semiprime polynomial ring, 159, 160
semiprime ring, 153, 158, §10
semiprimitive ring (see Jacobson

semisimple ring)
Semiprimitivity Problem for group

rings, xi, §6
semisimple Lie algebra, 48
semisimple module , 25, 26, §2, 306
semisimple operator, 39
semisimple ring, 27-35, §2, §3
semisimplicity, 1,27, §2, §3
separable algebra, 107
separable algebraic extension , 75-

76, 170
separable element, 244
separable maximal subfield, 244
sfield (or division ring), 202
Shin's Theorem, 195
shrinkable module, 305
sign character, 131
simple artinian ring, 36-38, 240
simple (or Wedderburn) component,

35-36
simple decomposition, 35-36
simple domain, 45
simple Lie algebra , 48
simple module, 25
simple ring, 3, 31, §3
skew field (or division ring), 202
skew group ring, 13-14,234,237
skew Laurent polynomial ring, 10,43
skew Laurent series ring, 10, 231
skew polynomial ring, 9, 58, 167,

177-178,219,222
skew power series ring, 9, 283
skew symmetric matrix, 46-47
small (or superfluous) submodule,

347
Smoktunowicz's example, 171
Snapper's Theorem, 67
socle of a module , 66
socle (left or right) of a ring, 66,

175, 190, 193

Subject Index

solvable ideal, 48
solvable Lie algebra, 147
splitting field (of an algebra), 105
splitting field (of a group), 118
splitting field (of a polynomial), 107
square-product, 271
stably free module, 301
stably n-finite ring, 307
Steinitz Isomorphism Theorem, 287
strongly indecomposable module,

284, 285, 305
strongly nilpotent element, 170
strongly z-regular ring, 66, 347
strongly von Neumann regular ring,

199-200, 324, 334
subdirect product, 191, §12
subdirectly irreducible ring, 192
subdirectly reducible ring, 192
subnormal subgroup, 147
subring,2
superfluous (or small) submodule,

347
support, 230
Swan's example, 290-291
symmetric algebra, I 1-12
symmetric ring, 201

tensor algebra, 11
tensor product of algebras, 210, 238,

§15
tetrahedral group, 5, 131-132
topologically nil element , 85-86
torsion group, 141, 145
torsion-free group, 78, 90, 92, 95
totally positive element, 266, 272
trace, 76, 82, 86, 88, 110-111 , 260
Trace Lemma, 142
transfer homomorphism, 91
triangular ring, 16-18
trivial idempotent, 279, 308
trivial unit (in group rings), 89-91,

95, 134, 136
twisted (or skew) polynomial, 9
two-sided ideal, 3
2-prima1 ring, 195-196, 201



Subject Index

unipotent group, 148
unipotent operator, 148
unipotent radical, 147, 151
uniserial module, 57, 302-306, 366
unit (or invertible element) , 4, 22
unit of group rings, 8, 89-91 , 95,

134, 136, 139
Unit Problem for group rings, 90
uniserial module, 57, 298, 302-306,

366
unit regular ring, 46, 65, 200, 324-

325
unitriangu1ar group, 148
unitriangu1ar matrix, 148
universal algebra, ix
universal enveloping algebra, 12
universal property, 3, 6
upper central series, 212
upper nilradica1, 73, 153, 162, §10
Utumi's argument, 164-165

valuation ring, 282, 294
Vandermonde matrix, 258
varieties of rings, ix
von Neumann-finite ring, 4

385

von Neumann regular ring , 61-63,
65, 100, 170, 324

Wadsworth's example, 276-277
Wallace's Theorems, 99, 123
weak preordering, 265
Wedderburn-Artin Theory, Chap. 1
Wedderburn-Artin Theorem, 1,33,

§3
Wedderburn radical, 1, 30,48-49,

67
Wedderburn's Little Theorem, 99,

196-197,203
Wedderburn's Norm Condition,

221, 227-228
Wedderburn's Theorems, 38, 99,

203,221 ,251
well-ordered (WO) set, 229
Wey1 algebra, 6, 7, 11, 13, 42, 47,

189,269

Zariski's Lemma, 69
zero-divisor, 3
Zero-Divisor Problem for group

rings, xi, 90
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