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Yet here is no confusion: central-ru/ed 
Divergent plungings, run through with a thread 
Of pattern never snapping, cleave the tree 
Into a dozen stubborn tusslings, yieldings, 
That, balancing, bring the whole top alive. 
Caught in the wind this night, the fu/l-leaved boughs, 
Tied to the trunk and governed by that tie, 
Find and hold a center that can rule 
With rhythm al/ the buffeting andjlailing, 
Tii/ in the end complex resolves to simple. 

from Tree in Night Wind 

ABBIE HUSTON EYANS 



PREFACE 

This book has grown out of a set of lecture notes I had prepared for 
a course on Lie groups in 1966. When I lectured again on the subject in 
1972, I revised the notes substantially. It is the revised version that is now 
appearing in book form. 

The theory of Lie groups plays a fundamental role in many areas of 
mathematics. There are a number of books on the subject currently available 
-most notably those of Chevalley, Jacobson, and Bourbaki-which present 
various aspects of the theory in great depth. However, 1 feei there is a need 
for a single book in English which develops both the algebraic and analytic 
aspects of the theory and which goes into the representation theory of semi­
simple Lie groups and Lie algebras in detail. This book is an attempt to fiii 
this need. It is my hope that this book will introduce the aspiring graduate 
student as well as the nonspecialist mathematician to the fundamental themes 
of the subject. 

I have made no attempt to discuss infinite-dimensional representations. 
This is a very active field, and a proper treatment of it would require another 
volume (if not more) of this size. However, the reader who wants to take 
up this theory will find that this book prepares him reasonably well for that 
task. 

I have included a large number of exercises. Many of these provide the 
reader opportunities to test his understanding. In addition I have made a 
systematic attempt in these exercises to develop many aspects of the subject 
that could not be treated in the text: homogeneous spaces and their coho­
mologies, structure of matrix groups, representations in polynomial rings, 
and complexifications of real groups, to mention a few. In each case the 
exercises are graded in the form of a succession of (Iocally simple, 1 hope) 
steps, with hints for many. Substantial parts of Chapters 2, 3 and 4, together 
with a suitable selection from the exercises, could conceivably form the con­
tent of a one year graduate course on Lie groups. From the student's point 
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viii Preface 

of view the prerequisites for such a course would be a one-semester course 
on topologica! groups and one on differentiable manifolds. 

The book begins with an introductory chapter on differentiable and 
analytic manifolds. A Lie group is at the same time a group and a manifold, 
and the theory of differentiable manifolds is the foundation on which the 
subject should be built. It was not my intention to be exhaustive, but I have 
made an effort to treat the main results of manifold theory that are used 
subsequently, especially the construction of global solutions to involutive 
systems of differential equations on a manifold. In taking this approach 1 
have followed Chevalley, whose Princeton book was the first to develop the 
theory of Lie groups globally. My debt to Chevalley is great not only here 
but throughout the book, and it will be visible to anyone who, Iike me, 
learned the subject from his books. 

The second chapter deals with the general theory. AII the basic results 
and concepts are discussed: Lie groups and their Lie algebras, the corre­
spondence between subgroups and subalgebras, the exponential map, the 
Campbell-Hausdorff formula, the theorems known as the fundamental 
theorems of Lie, and so on. 

The third chapter is almost entirely on Lie algebras. The aim is to examine 
the structure of a Lie algebra in detail. With the exception of the last part 
of this chapter, where applications are made to the structure of Lie groups, 
the action takes place over a field of characteristic zero. The main results 
are the theorems of Lie and Engel on nilpotent and solvable algebras; 
Cartan's criterion for semisimplicity, namely that a Lie algebra is semisimple 
if and only if its Cartan-Killing form is nonsingular; Weyl's theorem assert­
ing that ali finite-dimensional representations of a semisimple Lie algebra 
are semisimple; and the theorems of Levi and Mal'cev on the semidirect 
decompositions of an arbitrary Lie algebra into its radical and a (semisimple) 
Levi factor. Although the results of Weyl and Levi-Mal'cev are cohomo­
logical in their nature (at least from the algebraic point of view), l have 
resisted the temptation to discuss the general cohomology theory of Lie 
algebras and have confined myself strictly to what is needed (ad hoc Iow­
dimensional cohomology). 

The fourth and final chapter is the heart of the book and is a fairly com­
plete treatment of the fine structure and representation theory of semisimple 
Lie algebras and Lie groups. The root structure and the classification of 
simple Lie algebras over the field of complex numbers are obtained. As for 
representation theory, it is examined from both the infinitesimal (Cartan, 
Weyl, Harish-Chandra, Chevalley) and the global (Weyl) points of view. 
First 1 present the algebraic view, in which universal enveloping algebras. 
left ideals, highest weights, and infinitesimal characters are put in the fore­
ground. 1 have followed here the treatment of Harish-Chandra given in his 
early papers and used it to prove the bijective nature of the correspondence 
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between connected Dynkin diagrams and simple Lie algebras over the com­
plexes. This algebraic part is then followed up with the transcendental theory. 
Here compact Lie groups come to the fore. The existence and conjugacy of 
their maxima! tori are established, and Weyl's classic derivation of his great 
character formula is given. It is my belief that this dual treatment of repre­
sentation theory is not only illuminating but even essential and that the 
infinitesimal and global parts of the theory are complementary facets of a 
very beautiful and complete picture. 

In order not to interrupt the main flow of exposition, 1 have added an 
appendix at the end of this chapter where 1 have discussed the basic results 
of finite reflection groups and root systems. This appendix is essentially the 
same as a set of unpublished notes of Professor Robert Steinberg on the 
subject, and 1 am very grateful to him for allowing me to use his manuscript. 

It only remains to thank ali those without whose help this book would 
have been impossible. 1 am especially grateful to Professor 1. M. Singer for 
his help at various critica! stages. Mrs. Alice Hume typed the entire manu­
script, and 1 cannot describe my indebtedness to the great skill, tempered 
with great patience, with which she carried out this task. 1 would like to 
thank Joel Zeitlin, who helped me prepare the original 1966 notes; and 
Mohsen Pazirandeh and Peter Trombi, who looked through the entire 
manuscript and corrected many errors. 1 would also like to thank Ms. Judy 
Burke, whose guidance was indispensable in preparing the manuscript for 
publication. 

1 would like to end this on a personal note. My first introduction to 
serious mathematics was from the papers of Harish-Chandra on semisimple 
Lie groups, and almost everything 1 know of representation theory goes back 
either to his papers or the discussions 1 have had with him over the past 
years. My debt to him is too immense to be detailed. 

V. S. VARADARAJAN 

Pacific Palisades 

PREFACE TO THE SPRINGER EDITION (1984) 

Lie Groups, Lie Algebras, and Their Representations went out of print 
recently. However, many of my friends tqld me that it is stiU very useful as a 
textbook and that it would be good to have it available in print. So when 
Springer offered to republish it, 1 agreed immediately and with enthusiasm. 
1 wish to express my deep gratitude to Springer-Verlag for their promptness 
and generosity. 1 am also extremely grateful to Joop Kolk for providing me 
with a comprehensive list of errata. 
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CHAPTER 1 

DIFFERENTIABLE AND ANALYTIC 

MANIFOLDS 

1.1. Differentiable Manifolds 

We shall devote this chapter to a summary of those concepts and results 
from the theory of differentiable and analytic manifolds which are needed 
for our work in the rest of the book. Most of these results are standard and 
adequately treated in many books (see for example Chevalley [1], Helgason 
[1], Kobayashi and Nomizu [1], Bishop and Crittenden [1], Narasimhan [1]). 

Differentiable structures. For technical reasons we shall permit our dif­
ferentiable manifolds to ha ve more than one connected component. However, 
ali the manifolds that we shall encounter are assumed to satisfy the second 
axiom of countability and to have the same dimension at all points. More 
precisely, 1et M be a Hausdorff topologica! space satisfying the second axiom 
of countability. By a (C~) di.fferentiable structure on M we mean an assignment 

:D: U ~ :D(U) (U open, s; M) 

with the following properties: 

(i) for each open U s; M, :D( U) is an algebra of comp1ex-valued func­
tions on U containing l (the function identically equa1 to unity) 

(ii) if V, U are open, V s; U and f E :D( U), then fi V E :D( V); 1 if V1 

(i E J) are open, V= u;Vi> andfis a complex-va!ued function defined on V 
such thatfl V1 E :D(V;) for all i E J, thenf E :D(V) 

(iii) there exists an integer m > O with the following property: for any 
x E M, o ne can tind an open set U containing x, and m real functions x 1, 

••• ,Xm from :D(U) such that (a) the map 

e: y ~ (x1(y), ... ,xm(y)) 

is a homeomorphism of U onto an open subset of Rm (real m-space), and (b) 

1If Fis any function defined on a set A, and B s A, then FIB denote~ the restriction 
of Fto B. 



2 Differentiable and Analytic Manifolds Chap. 1 

for any open set V ~ U and any complex-valued function f defined on V, 
f E :.O(V) if and only iffo c;- 1 is ac~ function on c!'[V]. 

Any open set U for whiclt there exist functions x 1, ••• ,xm having the 
property described in (iii) is called a coordinate patch; { x 1 , ••• , xm} is called 
a system of coordinates on U. Note that for any open U ~ M, the elements of 
:.D(U) are continuous on U. 

It is not required that M be connected; it is, however, obviously Iocally 
connected and metrizable. The integer m in (iii) above, which is the same for 
all points of M, is called the dimension of M. The pair (M,:.O) is called differ­
entiable (C~) manifold. By abuse of language, we shall often refer toM itself 
as a differentiable manifold. It is usual to writeC~(U)instead of:D(U) for any 
open set U ~ M and to refer to its elements as (C~) differentiable functions 
on U. If U is any open subset of M, the assignment V~-+ c~(V) (V~ U, 
open) gives a c~ structure on U. U, equipped with this structure, is a c~ 
manifold having the same dimension as M; it is called the open submanifold 
defined by U. The connected components of Mare aii open submanifolds of 
M, and there can be at most countably many of these. 

Let k be an integer > O, U ~ M any open set. A complex-valued function 
f defined on U is said to be of class Ck on U if, around each point of U,J is a 
k-times continuously differentiable function of the local coordinates. It is 
easy to see that this property is independent of the particular set of local 
coordinates used. The set of ali suchfis denoted by Ck(U). (We omit k when 
k =O: C(U) = C 0(U). Ck(U) is an algebra over the field of complex numbers 
C and contains c~( U). 

Given any complex-valued functionf on M, its support, supp f, is defined 
as the complement in M of the largest open set on whichf is identically zero. 
For any open set U and any integer k with O < k < oo, we denote by C~(U) 
the subspace of aii f E Ck(M) for which supp fis a compact subset of U. 

There is no difficulty in constructing nontrivial elements of c~(M). We 
mention the following results, which are often useful. 

(i) Let U ~ M be open and K ~ U be compact; then we can find rp E 

c~(M) such that O< rp(x) < 1 for ali x, with rp = 1 in an open set containing 
K, and rp = O outside U. 

(ii) Let {V1}1e1 be a locally finite 2 open covering of M with Cl(V1) (CI 
denoting closure) compact for ali i E J; then there are 'Pt E C~tM)(i E J) 
such that 

(a) for each i E J rp1 > O and supp rp1 is a (compact) subset of V1 

(b) LieJ 'P;(x) = 1 for ali x E M (this is a finite sum for each x, 
since {V1}1e 1 is locally finite). 
{rpt}1e 1 is called a partition of unity subordinate to the cm•ering {V1}1e1 · 

2A family (E1}teJ of subsets of a topologica! space Sis called /ocal!y finite if each point 
of X has an open neighborhood which meets E1 for only finitely many i E J. 
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Tangent vectors and differential expressions. Let M be a c= manifold 
of dimension m, fixed throughout the rest of this section. Let x E M. Two 
c= functions defined around x are called equi1•alent if they coincide on an 
open set containing x. The equivalence classes corresponding to this relation 
are known as germs of c= functions al X. For any c= functionfdefined around 
x we write fx for the corresponding germ at x. The algebraic operations on 
the set of differentiable functions give rise in a natural and obvious fashion 
to algebraic operations on the set of germs at x, converting the latter into an 
algebra over C; we denote this algebra by Dx. A germ is called real if it is 
defined by a real c= function. The real germs form an algebra over R. For 
any germ fat x we write f(x) to denote the common value at x of ali the c= 
functions belonging to f. It is easily seen that any germ at x is determined by 
a c= function defined on ali of M. 

Let n: be the algebraic dual of the complex vector space Dx, i.e., the 
complex vector space of ali linear maps of D x into C. An element of n: is said 
to be real if it is real-valued on the set of real germs. A tangent vector toM 
at x is an element v of n: such that 

(1.1.1) { (i) v is real 
(ii) v(fg) = f(x)v(g) + g(x)v(f) for ali f, g E Dx. 

The set of ali tangent vectors to Mat x is an R-linear subspace of n:, and is 
denoted by Tx(M); it is called the tangent space toM at x. Jts complex linear 
span Txc(M) is the set of ali elements of n: satisfying (ii) of (1.1.1 ). Let U be 
a coordinate patch containing x with x 1, ••• ,xm a system of coordinates on 
U, and Jet 

U = {(x 1(y), ... ,xm(y)): y E U}. 

For any f E c=(U) let 1 E c=(tf) be such that 1 o (x~> .. . ,xm) = f Then 
the maps 

for 1 < j < m (t 1 , ••• ,tm being the usual coordinates on Rm) induce linear 
maps of Dx into C which are easily seen to be tangent vectors; we denote 
these by (ajax1)x. They form a basis for TxCM) over R and hence of Txc(M) 
over C. 

Define the element 1 X E n: by 

( 1.1.2) Uf) = f(x) (f E Dx). 

lx is real and linearly independent of Tx(M). It is easy to see that for an ele­
ment v E n: to belong to the complex linear span of lx and Tx(M) it is 
necessary and sufficient that v(f1 f2 ) = O for ali f 1, f2 E D x which vanish at x. 
This leads naturally to the following generalization ofthe concept of a tangent 
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vector. Let 

(1.1.3) 

Then J" is an ideal inD". For any integer p > 1, J~ is defined tobe the linear 
span of ali elements which are products of p elements from J"; J~ is also an 
ideal in D". For any integer r > O we define a differential expression of order 
<r to be any element of n: which vanishes on J~+ 1 ; the set of ali such is a 
linear subspace ofD: and is denoted by T<,;)(M). The real elements in T<,;),(M) 
from an R-linear subspace of T<,;)( M), spanning it ( over C), and is denoted by 
T<,;>(M). We have T~0>(M) = R·l", T~ll(M) = R·l" + T"(M), and T<,;>(M) 
increases with increasing r. Put 

(1.1.4) 
r~=>(M) = U r<,;>(M) 

,;;:::o 

no;>(M) = U T<,;)(M). 
r~O 

T~o;>(M) is a linear subspace of n:, and n=>(M) is an R-linear subspace 
spanning it ove.r C. 

It is easy to construct natural bases of the T<,;>(M) in local coordinates. 
Let U be a coordinate patch containing x and Jet O and x 1 , ••• , xm be as in 
the discussion concerning tangent vectors. Let (tX) be any multiindex, i.e., 
(tX) = (tXh .•• ,tXm) where the tXi are integers >O; put 1 tX 1 = tX 1 + · · · + tXm· 

Then the map 

(f E COC:(U)) 

induces a linear function on D" which is real. Let a~~> denote this (when 
(tX) = (0), a~~> = 1"). Clearly, a~~> E r<;>(M) if 1 tX 1 < r. 

Lemnta 1.1.1. Let r > O be an integer and let x E M. Then the differen­
tial expressions a~~> (1 tX 1 < r) form a hasis for r<;>(M) Ol'er R and for T<,;)(M) 
Ol'er C. 

Proof Since this is a purely local result, we may assume that M is the 
open cube {(y 1, ••• ,Ym): 1 Yi 1 <a for 1 <j < m} in Rm with x as the origin. 
Let t~> ... ,tm be the usual coordinates, and for any multiindex (fi)= (fi~> 
... ,fim) Jet t<P> denote the germ at the origin defined by t1' ... t'/,,m/fi 1 ! ···fim! 

Let f be a real c= function on M and Jet gx., .... xm(t) = f(tx~> ... ,txm) 
(-1 < t < 1, (x 1, ••• ,xm) E M). By expanding gx, .... ,xm about t =O in its 
Taylor series, we get 
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for O< t < 1. Putting t = 1 and evaluating the t-derivatives of gxt, .... xm in 
terms of the partial derivatives of f, we get, for ali (x 1 , ••• ,xm) E M, 

where 

Clearly, the h'•) are real c= functions on M. Passing to the germs at the origin, 
we get 

r = I: a'!)(f)t'fl) + I; t'•)h(•). 
I{J[s;r [ol~r+l 

Sin ce t1•) E J:+ 1 for any (IX) with IIX 1 = r + 1, we get, for any A E T';)(M), 

A = I: A(t'fl))a'!) 
[{J[Sr 

This shows that the a'!>(l fi 1 < r) span T';)(M) over R. On the other hand, 
the a'!) are linearly independent over R or C, since 

This proves the lemma. 

a'!)(t'')) = { o (y) * (fi) 
(y) = (fi) 

Vector fields. Let X (x f-'> Xx) be any assignment such that Xx E Txc(M) 
for ali X E M. Then for any function f E c=(M), the function Xf: X f-'> 

Xx(O is well defined on M, fx being the germ at x defined by f lf U is any 
coordinate patch and xt. ... ,xm are coordinates on U, there are unique 
complex-valued functions a~> .. . ,am on U such that 

X is called a vector field on M if Xf E c=(M) for allf E c=(M), or equiva­
lently, if for each x E M there exist a coordinate patch U containing x and 
coordinates x 1 , ••• ,xm on U such that the aj defined above are c= functions 
on U. A vector field X JS said tobe real if Xx E Tx(M) Y x E M; X is real 
if and only if Xf is real for ali real f E c=tM). Given a vector field X, the 
mapping f ~ Xf is a derivation of the algebra c=(M); i.e., for ali f and 
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g E c~(M), 

(1.1.5) 

Differentiable and Analytic Manifolds Chap. 1 

X(fg) = f · Xg +- g · Xf. 

This correspondence between vector fields and derivations is one to one and 
maps the set of ali vector fields onto the set of ali derivations of c=(M). 
Denote by 3(M) the set of ali vector fields on M.lf X E 3(M) andf E c=(M), 
fX: x H f(x)Xx is also a vector field. In this way, 3(M) becomes a module 
over Coo(M). We make in general no distinction between a vector field and the 
corresponding derivation of c=(M). 

Let X and Y be two vector fields. Then X o Y - Y o X is an endomor­
phism of Coo(M) which is easily verified to be a derivation. The associated 
vector field is denoted by [X, Y] and is called the Lie bracket of X with Y. 
The map 

(X, Y) H [X, Y] 

is bilinear and possesses the following easily verified properties: 

(1.1.6) l (i) [X,X] =O 

(ii) [X, Y] +- [ Y,X] =O 

(iii) [X, [Y,Z]] +- [Y, [Z,X]] +- [Z, [X,Y]] = O 

(X, Y, and Z being arbitrary in 3(M)). If X and Y are real, so is [X, Y]. The 
relation (iii) of ( 1.1.6) is known as the Jacobi identity. 

Differential operators. Let r > O be an integer and let 

(1.1.7) D: X H Dx 

be an assignment such that Dx E n~(M) for ali x E M. lf f E C=(M), the 
function Df: x H Dx(fx) is well defined on M, fx being the germ defined by 
fat x. If U is a coordinate patch and x 1 , ••• , Xm are coordinates on U, then 
by Lemma 1.1.1 there are unique complex functions a<~> on U such that 

Dis called a differential operator on M if Df E c=(M) for allf E c=(M), or 
equivalently, if for each x E M we can tind a coordinate patch U containing 
x with coordinate x 1 , ••• ,xm such that the a<~> defined above are in c=(U). 
The smallest integer r > O such that Dx E T<;j(M) for ali x E M is called 
the order (ord(D)) or the degree (deg(D)) of D. For any differential operator 
D on M and x E M, Dx is called the expression of Dat x. lf Dfis real for 
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any real-valuedf E c~(M), we say that Dis real. The set of ali differential 
operators on M is denoted by Diff(M). If f E c~(M) and D E Diff(M), 
fD: x ~ f(x) D x is again a differential operator; its order cannot exceed the 
order of D. Thus Diff(M) is a module over c~(M). A vector field is a differ­
ential operator of order < 1. If {V;}1u is an open covering of M and D;(i E J) 
is a differential operator on V1 such that 

(a) sup1E 1 ord (D1) < oo 

(b) if V1, n V1, i= rp, the restrictions of D1, and D1, to V1, n V1, are equal, 

then there exists exactly one differential operator D on M such that for any 
i E J D; is the restriction of D to V1• 

Let D (x ~ DJ bea differential operator of order <r. We also denote 
by D the endomorphism 1~ Df of c~(M). This endomorphism is then 
easily verified to ha ve the following properties: 

1 
(i) it is local; i.e., if f E c~(M) vanishes on an open set U, 

Df also vanishes on U 
(1.1.8) (ii) if x E M, and/1, ••• ,/,+ 1 are r + 1 functions in c~(M) 

which vanish at x, then 

(D(f.J2 · · · fr+l))(x) =O. 

Conversely, it is quicky verified that given any endomorphism E of c~(M) 
satisfying (ii) of (1.1.8) for some integer r > O, E is local and there is exactly 
one differential operator D on M such that Df = Ejfor ali/ E c~(M); and 
ord(D) < r. In view of this, we make no distinction between a differential 
operator and the endomorphism of c~(M) induced by it. It follows easily 
from the expression of a differential operator in local coordinates that if 
D 1 and D 2 are differential operators of respective orders r1 and r2 , then 
D 1D 2 is also a differential operator, and its order is <r, + r2 ; moreover, 
D 1 D 2 - D 2D 1 is a differential operator of order <r1 + r2 - 1. Diff(M) 
is thus an algebra (not commutative); if Diff(M), is the set of elements 
of Diff(M) of order <r, r ~ Diff(M), converts Diff(M) into a filtered alge­
bra. A differential operator of order O is just the operator of multiplica­
tion by ac~ function; if u is in c~(M) we denote again by u the operator 
f~ uf of c~(M). 

If M = R"' and Dis a differential operator of order < r, there are unique 
c~ functions a<m> (lai< r) on M (coefficients of D) such that 

11 , ••• ,t .. being the linear coordinates on M. It is natural to ask whether 
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such global representations exist on more generai manifolds. The following 
theorem gives one such result. 

Theorem 1.1.2. Let XI> ... , Xm bem vector fields on M such that (X.}., 
... ,(Xm)xform a hasis ofTxcCM)for each x E M. For any multiindex (a:)= 
(a:,, ... ,a:m) let X(«> be the differential operator 

(1.1.9) 

(when (a:)= (O)X(«> = 1, the identity operator). Then the X(«> are linearly 
independent over Coo(M). Jf Dis any differential operator of order < r, we can 
jind unique coo functions a(«> on M such that 

(1.1.10) D = ~ a(«>X(«>. 
1 « l$r 

Jf the X 1 are real, then for any real differential operator D the a(«> defined by 
( 1.1.1 O) are ali real. 

Proof For any integer r > O, Jet 5:>, denote the complex vector space of 
ali differential operators on M of the form ~1 « 1:s;J(«> X(«>, the ./(«> being coo 
functions on M. Note that 5:> 1 contains ali vector fields. In fact, if Zis any 
vector field, we can write Z = ~ 1 ,;, 1 :;mc1X1 for uniquely defined functions c1• 

To see that the c1 are in Coo(M), Jet U bea coordinate patch with coordinates 
x 1, ••• , Xm. Then there are Coo functions d1, a1k on U (l <j, k < m) such 
that Zy = ~,,;,1,;,mdiy)(a;ax)y and (X1)y = ~ 1 ,;,k,;,ma1k(y)(a;axk) .• for ali y E 

U. Since the (X1)y (l <j < m) are linearly independent for ali y, the matrix 
(a1k) is invertible. lf aJk are the entries of the inverse matrix, they are in 
Coo(U) and c1 = ~ 1 ,;, 1,;,mdkak1 on U . 

. We begin the proof of the theorem by showing that if 1 is an integer 
> l and Z 1 , ••• ,Z1 are 1 vector fields, then the product Z 1 • • • Z 1 belongs 
to 5:>1• For 1 = l, this is just the remark made in the previous paragraph. 
Proceed by induction on 1. Let 1 > l, and as sume that the result holds for 
any 1- l vector fields. Let Z 1 , ••• ,Z1 be 1 vector fields, and write E = 

Z,···Z1• 

Notice first that if Y,, ... , Y 1 are any 1 vector fields, F = Y, · · · Y 1, 

and F' is the product obtained by interchanging two adjacent Y's, then F -
F' is a product of 1 - l vector fields. So F- F' E 5:>1_ 1 by the induction 
hypothesis. Sin ce any permutation is a product of such adjacent interchanges, 
it follows from the induction hypothesis that Y, · · · Y 1 - Y 1X1, • • • Y,, E 

5:>1_ 1 for any permutation (i 1, ••• ,i1) of (l, ... ,/).But if l <j, <jz < · · · 
< j 1 < m, then Xh · · · Xi< = X(«> for a suitable (a:) with 1 a: 1 = !, so that 
Xh · · · Xi< E 5:>1• Hence, from what we proved above, if (k 1 , ••• ,km) is 
any permutation of (l, ... ,m) and (a:) is any multi-index with la:l < !, then 
XZ: · · · XZ: E 5:>1• 
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Now considerE. By the induction hypothesis, there exist c~ functions b<Pl 
and cj on M such that Z 1 = L; 1o;js:m cjXj and Z 2 • • • Z 1= :L; 1p 1o;1-1 b<PJX<Pl. 
So 

E = L; L; clXj o b<pJ)X<Pl 
1S:)Sm IPISJ~I 

= L; L; cjb(p)XjX<Pl + L; L; clXjb(pJ)X<Pl. 
1<;js;m IPISI-1 1<;;j<;;m IPI<:CI-1 

Since, for ali (fi) with 1 p 1 < l - 1, XjX<Pl E :D1 (by what was seen in the 
preceding paragraph), we have E E :D1• 

We can now complete the proof ofthe theorem. Let r >O be any integer. 
Let u be a coordinate patch with coordinates X 1' ... 'Xm and let a<~) be the 
differential opera tors y ~ a~~) on U. By the result of the preced ing paragraph 
(applied to the manifold U), there exist c= functions a<~l. <Pl on U such that 

(l.l.l1) (1 IX 1 < r) 

on U. This shows at once that for any y E M, the X1.Pl(l p 1 < r) span n~l 
(M); sin ce their number is exactly the dimension of r;~l(M), they must be 
linearly independent too. Therefore, if D is a differential operator of order 
<r, we can find unique functions a<Pl on M such that 

(l.l.l2) 

To prove that the a<~J are c=, we restrict our attention to U and use the above 
notation. We select c= functions g<~J on U such that D = L: 1 ~ 1 o;,g<~Ja<~J on 
U. Then by (1.1.11) and (l.l.l2) we have, on U, 

proving that the a<Pl are c=. The last statement is obvious. This proves the 
theorem. 

We shall often use Harish-Chandra's notation for denoting the applica­
tion of differential operators. Thus, if fis a c= function and D a differential 
operator,f(x; D) denotes the value of Df at x E M. 

Exterior differential forms. Let W be a finite-dimensional vector space 
of dimension m over a field F of characteristic O. Put A 0(W) = F, and for any 
integer k > 1, define Ak( W) as the vector space of ali k-linear skew-symmetric 
functions on W X · · · X W (k factors) with values in F. Ak(W) is then O if 

k > m, and dim Ak(W) = (;). 1 < k < m. We write A(W) for the direct 

sum of the Ak(W), O< k < m and write 1\ for the operation of exterior 
multiplication in A(W) which converts it into an associative algebra over F, 
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its unit being the unit 1 of F. We assume that the reader is, familiar with the 
defintion of 1\ and the properties of A(W) (cf. Exercises 9-1 1). If rp, rp' E 

A 1(W) (= dual of W), rp 1\ rp' = -rp' 1\ rp; in particular, rp 1\ rp =O. More 
generally, if rp E A,(W) and rp' E A,.(W), then rp 1\ rp' E A,+,.(W), and 
({J 1\ rp' = (- l)"'rp' 1\ rp. If[rp~> ... ,rpm} is a basis for A 1(W), and 1 < k < m, 

the (;) elements rp1, 1\ · · · 1\ rp1, (1 < i 1 < · · · < ik < m) form a basis for 

Ak(W). Note that dim Am(W) = 1 and that rp 1 1\ · · · 1\ 'Pm is a basis for 
it. If lf/ 1, ••• ,lflm is another basis for A 1(W), where 1{11 = L!.:o;j,;ma,irpi(l < 
i < m), and if A is the matrix (aii)I:D,j,;_m, then 

(1.1.13) lf/l 1\ • .. 1\ lflm = det(A)·rp 1 1\ ... 1\ 'Pm 

A 0-form is a ca function on M. Let 1 < k < m and Jet 

(l): X f---+ OJx 

be an assignment such that mx E Ak(TxcCM)) for al! x E M. w is said to be 
real if mx is real-valued on Tx(M) X • · · X Tx(M) for al! x E M. Let U bea 
coordinate patch and Jet x 1 , ••• , xm be a system of coordinates on it. For 
y E U, let [(dx 1)y, .. . ,(dxm)y} be the basis of Ty{M)* dual to [(ajax 1)y, ... , 
(a;axm)y}. Then there are unique functions a1,, ... , 1, (1 < i 1 < i2 < · · · < i~c 
< m) defined on U such that 

m is said tobe a k-form if ali the a1,, ... , 1, are c= functions on U (for ali possible 
choices of U). 

Suppose m (x f---+ mx) is an assignment such that mx E Ak(Txc(M)) for ali 
x E M. Let Z 1, ••• ,Zk be vector fields. Then the function 

is well defined on M. It is easy to show that w is a k-form if and only if this 
function is c= on M for aU choices of Zt. ... ,Zk. The map 

of~(M) X · • · X ~(M) into c=(M) is skew-symmetric and C=(M)-multilinear 
(i.e., C-multilinear and respects the module actions of c=(M)); the corre­
spondence between such maps and k-forms is a bijection. lf w is a k-form and 
f E c=(M),fw: X f---+ f(x)mx is also a k-form. So the vector space of k-forms is 
also a module over c=(M). lf w is a k-form and ru' is a k' -form, then x f---+ mx 1\ 
w~ is usually denoted by w 1\ w'. It is a (k + k')-form, and w 1\ w' = ( -1 )kk' 

m' 1\ w. 
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We write a 0 (M) = c=(M) and ak(M) for the c=(M)-module of ali k­
forms. Let a(M) be the direct sum of ali the ak(M) (O< k < m). Under 
1\, a(M) is an algebra over c=(M). 

Suppose f e: c=(M). Then for any vector tield Z, Zf e: c=(M), and so 
there is a unique 1-form, denoted by df, such that 

(1.1.14) (df)(Z) = Zf (Z E: 3(M)). 

If U is a coordinate patch with coordinates x 1, ••• , xm, then 

In particular, on U, dxi is the 1-form y ~---+ (dxi)r More generally, there is a 
unique endomorphism d (w ~---+ dw) of the vector space a(M) with the follow­
ing properties: 

l (i) 

(1.1.15) (ii) 

(iii) 

d(dw) = O for ali w e: a(M) 
if w e: a,(M), w' e: a,,(M), then d(w 1\ w') = (dw) 1\ 
w' + ( -1 )' w 1\ dw' 
if f E: a 0(M), df is the 1-form Z ~---+ Zf (Z e: 3(M)) 

Let U be a coordinate patch, Jet x 1, ••• , xm coordinates on it, and Jet 

on U. Then on U 

(1.1.16) dw = L: da;,, ... ,;, 1\ dx;, 1\ · · · 1\ dx;,· 
l~i 1 <···<ik~m 

The elements of a(M) are called exterior di.fferential forms on M. The 
endomorphism d (w ~---+ dw) is the operator of exterior di.fferentiation on a(M). 

We now discuss briefly some aspects of the theory of integration on 
manifolds. We contine ourselves to the integration of m-forms on m-dimen­
sional manifolds. 

We begin with unoriented or Lebesgue integration. Let M be, as usual, a 
c= manifold of dimension m, and w any m-form on M. It is then possible to 
associate with w a nonnegative Borel measure on M. To see how this is done, 
consider a coordinate patch U with coordinates x 1, ••• , xm, and Jet D = 

{(x 1(y), ... ,xm(y)): y E: U}; for any C' function f on U, Jet] E: C'(U) be 
such that] o (x 1, ••• ,xm) = f Now, we can tind a real c= function Wu on U 
such that w = wudx 1 1\ · · · 1\ dxm on U. The standard transformation for-
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mula for multiple integrals then shows that for any f E C/U), the integral 

does not depend on the choice of coordinates x 1, ••• , xm. In other words, 
there is a nonnegative Borel measure f.lu on U such that for allf E Cc(U) and 
any system (x 1, ••• , xm) of coordinates on U 

The measures f.lu are uniquely determined, and this uniqueness implies the 
existence of a unique nonnegative Borel measure ţt on M such that f.lu is the 
restriction of ţt to U for any U. Thus, for any coordinate patch U and any 
system (x 1 , ••• ,xm) ofcoordinates on U we have, for allf E Cc(U), 

(1.1.17) 

We write w ~ ţt and say that ţt corresponds to w. 
Let M be as above. M is said to be orientable if there exists an m-form on 

M which does not vanish anywhere on M. Two such m-forms, w 1 and w 2 , are 
said to be equil'alent if there exists a positive function g (necessarily c=) such 
that w 2 = gw 1 • An orientation on M is an equivalence class of nowhere­
vanishing m-forms on M. By M being oriented we mean that we are given M 
together with a distinguished orientation; the members of this class are then 
said to be positive (in symbols, >0). 

Suppose now that M is oriented. Let 11 be any m-form on M with compact 
support. Select an m-form w > O and write 11 = gw, where g E C;'( M); let 
f.lw be the measure corresponding to w. We then detine 

(1.1.18) 

It is not difficult to show that this definition is dependent only on 11 and the 
orientation of M, and not on the particular choice of w. Finally, if w > O is 
as above we often write f Mfw for f MI df.lw· 

Theorem 1.1.3. Let M be oriented and w a positil•e m-form on M. Let ţt 
be the nonnegatil'e Borel measure on M which corresponds to w. Then, gil'en 
any differential operator D on M, there exists a unique differential operator D1 

on M such that 

(1.1.19) 
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for ali J, g E c=(M) with at least one of f and g having compact support. D1 

has the same order as D and D f---* D1 is an involutive antiautomorphism of the 
algebra Diff(M). 

Proof Given D E Diff(M) and g E c=(M), the validity of(l.1.19) for 
allf E C';(M) determines D 1g uniquely. So if D 1 exists, it is unique. It is also 
clear that if D1 is a differential operator such that (1.1.19) is satisfied whenever 
fand g are in C';(M), then (1.1.19) is satisfied whenever at least one off and 
g !ies in C';(M). The uniqueness implies quickly that the set :D M of aii D E 

Diff(M) for which D 1 exists is a subalgebra, that :Dk = :DM, and that D f---* 

D1 is an involutive antiautomorphism of :DM. It remains only to prove that 
:DM = Diff(M). 

Let Ube a coordinate patch, and Jet (x 1 , ••• ,xm) bea coordinate system 
U with w = wudx 1 1\ · · · 1\ dxm on U, where Wu > O on U. Put D = 
{(x 1(y), ... ,xm(Y)): y E U} and for any h E c=(U) denote by 1z the element 
of c=(D) such that 1z o (x 1> ••• 'Xm) = h. A simple partial integration shows 
that if 1 <i < m,J, g E C';(U), 

f (a])-- d d f (ag 1 awu -)f-- d d -a gwu t1 · · · tm =- -a +~-a g wu t 1 · · · tm. 
fJ t 1 fJ t 1 Wu t 1 

If Z 1 is the vector field y f---* (ajax1)y on U, and rp1 E c=(U) is defined by 
rp1 = wlj 1 · (Z1wu), it is clear that Zj exists and is the differential operator of 
order 1 given by Zj = - (Z 1 + rp J. I f h E c=( U), h1 exists and coincides with 
h. But by Theorem 1.1.2, Diff( U) is algebraically generated by c=( U) and the 
vector fields Z 1, 1 <i < m. Hence :Du= Diff(U). Moreover, the above 
argument shows that for any E E Diff(U) the order of E 1 is < order of E. 

Let D be any differential operator on M. From what we ha ve just proved 
it is clear that for each coordinate patch U one can find a differential operator 
Di; on U such that ord(Di;) < ord(D) and for allf, g E C;'(U) 

The uniqueness of t shows that the Di; match on overlapping coordinate 
patches. So there is a differential operator D' on M such that Chis the restric­
tion of D' to U for any arbitrary coordinate patch U. Moreover, if U is any 
coordinate patch, we have 

for allf, g E c;~(U). A simple argument based on partitions of unity shows 
that this equation is valid for allf, g E C;'(M). In other words, D 1 exists and 
coincides with D'. Our construction makes it clear that ord(D1) < ord(D) 
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for ali D E Diff(M). Since D11 = D, this shows that ord(D) < ord(D1), 

so that necessarily ord(D) = ord(D1) for ali D E Diff(M). The theorem is 
proved. 

D 1 is called the formal adjoint of D relath•e to w. 

Mappings. Let M, N be c= manifolds. A continuous map 

is said to be differentiable ( c=) if for any open set U s; N and any g E c=c U), 
g o 1t E C=(n- 1(U)). Suppose 1t is differentiable, x E M, y = n(x). Then with 
respect to coordinates x 1 , ••• ,xm around x, and y 1 , •• • ,y. around y, n is 
given by differentiable functions. 

If g, g' are c= around y and coincide in an open set containing y, then 
g o n and g' o n coincide in an open set containing x. Thus the map g ~ g o n 
(g E c=(N)) induces an algebra homomorphism n* (u ~ u o n) of Dy into 
Dx. If Xx E TxcCM), there is a unique Yy E Tyc(N) such that Yy{u) = 
Xx(n*(u)); we write Y>' = (dnt(Xx). Thus 

(dnMXJ(u) = Xx(n*(u)) (u E D>'). 

(dn)x is a linear map of Txc(M) into Tyc(N), called the differential ofn at x. It 
is clear that (dn)x maps the tangent space Tx(M) into the tangent space Ty(N). 
A special case of this arises when M is an open subset of the realii ne R. In 
this case, for any -r E M, D, = (djdt),~. is a basis for T,(M), and it is custo­
mary to write 

(1.1.20) n(-r) = (ft L. n(t) = (dn).(D,). 

n(-r) is thus an element of Tn<•>(N). 
If p > 1 is any integer, it is obvious that n*(J:) s J~, so given any v E 

n;>(M), there is a unique v' E no:>(N) such that v'(u) = v(n*(u)) for ali 
u E Dy. We write v' = (dn)~=>(v); thus 

(1.1.21) (dn)~=>(v)(u) = v(n*(u)) (u E Dy). 

It is obvious that (dn)~=> maps T<;>(M) into n'>(N) for any integer r >O and 
that (dn)~=> 1 Tx(M) = (dn)x. We refer to (dn)~=> as the complete differential of 
n at x. If D is a differential operator on M, there need not in general exist a 
differential operator D' on N such that (dn)~=>(Dx) = D~<x> for ali x E M. 
If such a D' exists, we shall say (following Chevalley) that D and D' are n­
related. Given D E Diff(M) and D' E Diff(N), it is easy to show that D and 
D' are n-related if and only if D(u o n) = (D'u) o n for ali u E c=(N). If 
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Dj E Diff(M) and D~ E Diff(N) are n-related (j = 1, 2), then D 1 o D 2 and 
D'1 o D~ are n-related. 

Let n: M ____, N be a c= map and w any r-form on N. For x E M Jet 
(n*wL be the r-linear form defined by 

( 1.1.22) 

for v1, ... ,v, E Tx,(M). Then (n*w)x E A,(Tx,(M)), and Xc---> (n*wL is an 
r-form on M. We denote this form by n*w. n*: w c---> n*w has the following 
properties: 

(1.1.23) l (i) n*(uw) = (u o n)n*w (u E c=(N)) 

(ii) d(n*w) = n*(dw) 

(iii) n*(w 1 1\ w 2 ) = (n*w1) 1\ (n*wz). 

(w, w 1, w2 , E a(N) are arbitrary). 
We consider now the special case where the differentiable map n is a 

homeomorphism of M onto N and n- 1 is also a differentiable map. n is then 
called a diffeomorphism. In this case n induces natural isomorphisms between 
the respective spaces of functions, differential operators, etc. For instance, 
Jet N = M and rx: x c---> rx(x) a diffeomorphism of M onto itself. Then rx in­
duces the automorphism u f---> ua of c=(M) where ua(x) = u(rx- 1(x)) for all 
X E M, u E c=(M). This in turn induces the automorphism D f---> na of the 
algebra Diff(M); Da(u) = (D(u~-·w, for ali D E Diff(M) and u E C=(M). 
The set of ali diffeomorphisms of M is a group under composition. If rx, p 
are diffeomorphisms of M onto itself, the naP = (DP)a for D E Diff(M). 
Similarly we ha ve the automorphism w c---> wa of a(M). 

Let n (M c---> N) be a c~ map (m = dim(M), n = dim(N)), x E M, and 
Jet (dn)x be surjective. Let y = n(x). Then m > n, and it is well known that in 
suitable coordinates around x and y, n iooks like the projection (t1, ... ,tm) 
c---> (t~> ... ,t") around the origin in Rm. In fact, Jet x 1, ... ,xm be coordinates 
around x, and y 1, ... ,y" coordinates around y with x,(x) = y/y) =O, 1 < 
i < m, 1 <} < n. There are c= functions FI, ... ,Fn defined around om= 
(0, ... ,0) E Rm such that yj o n = Fj(x~> ... ,xm) (1 < j < n) around x. 
Since (dn)x is surjective, a standard argument shows that the matrix 
(aFiatk)l~jsn, tsksm has rank n atOm. By permuting the x, if necessary, we 
assume that the n X n matrix (aFj(atk) 1cc;j,kcn is non-singular atOm. It is then 
clear that the functions y 1 o n,. o. ,y" o n, xn+ 1 , o. o ,xm form a system of 
coordinates around x; and with respect to these and the yj, n iooks like the 
projection (! 1, ... ,tm) c---> (t1, o o. ,t")o It follows from this that the set M 1 = 
{z: z E M, (dn)z is surjective} is open in M, that n[M1] is open in N, and that 
n is an open map of M 1 onto n[M1 ]. n is called a submersion if (dn)x is sur­
jective for ali x E Mo If n is a submersion and n[M] = N, N is called a quo-
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tient of M relatil•e ton. It follows from the local description of n given above 
that if N is a quotient of M relative to n, then for any open set U s N, a 
function g on U is c= if and only if g o n is c= on n- 1 ( U). In other words, in 
this case, the differentiable structure of N is completely determined by n 
and the differentiable structure on M. 

We now consider maps with injective differentials. Here it is necessary to 
exercise somewhat greater care than in the case of a submersion. Let M and 
N be c= manifolds of dimensions m and n respectively, and n (M ___. N) a 
c= map. Let x E M, y = n(x) and suppose that (dnL is injective. Then m < 
n, and in suitable coordinates around x and y, n looks like the injection 
(t 1 , ••• ,t m) f--> (t 1 , ••• ,t m,O, ... ,0) around the origin. More precisely, we can 
find ali ofthe following: a coordinate patch U containing x with coordinates 
x 1, ••• ,xm; a coordinate patch V containing y with coordinates y., ... ,y.; 
and a number a > O with the following properties: 

(1.1.24) 

(i) e (z f--> (x 1 (z), ... ,xm(z))) is a diffeomorphism of u onto 
/';, with e(x) = om; 11 (z' f--> (y1 (z'), ... ,Y.(z'))) is a diffeo­
morphism of V onto 1~, with q(y) = o •. 3 

(ii) 11 ono e- 1 is the inap 

(t 1o ••• ,lm) f--> (t 1, ••• ,1m,O, . , , ,0) 

of/':; into /~. 

To see this, Jet x'1 , ••• ,x~ be coordinates around x and Jet y'1 , ••• ,y: be 
coordinates around y = n(x) with x;(x) = y~(y) =O, 1 < i < m, 1 <} < n. 
Let F;(l <} < n) bec= functions around Om such that y~ o n = F/x'1 , ••• , 

x~) around x(l <}< n). Since(dn)x is injective, the matrix(aFijatk) 1 ,;;jo:;n, 1o:;ko:;m 
has rank mat Om. By permuting the y~ if necessary, we may assume that the 
m x m matrix (aF)atk) 1 ,;;j,k~m is nonsingular at Om. It is then clear that the 
functions y'1 o n, ... ,y~ o n forma system of coordinates around x. Let xi = 

y'1 o n(l < i < m). Let G p be c= functions around Om such that y~ o n = 

Gp(x., ... ,xm) around x (m < p < n). Define Yi = y; (i < m), }'p = y~­
G p(y'1 , ••• ,y~) (m < p < n). Then we ha ve ( 1.1.24) for suitable U, V, a > O. 
It follows from (1.1.24) that there is a sufficiently small open set U around 
x such that n is a homeomorphism of U onto n[ U]. 

n is called an immersion if (dn)x is injective for ali x E M; an imbedding 
ifit is an one to-one immersion; and a regular imbedding ifit is an imbedding 
and if n is a homeomorphism of M onto n[M], the latter being given the 
topology inherited from N. The properties ( 1.1.24) are not in general strong 

3For any intcger k ~ 1 and any b > O, we writc /~for the cube in Rk defined by 

1~ = [(t 1 , ••• ,t"): -b <ti< b for 1 -::;;,j-::;;, k}. 

The origin of Rk is denoted by Ok-
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enough to ensure that a given imbedding is regular or has other nice prop­
erties. Note, however, that if n is an imbedding the equations (1. 1 .24) com­
pletely determine the differentiable structure of M in terms of n and the 
differentiable structure of N: if W <;:::; M is open and fis a complex-valued 
function on W,fis c= if and only if for each x E W one can find an open set 
U with x E U <;:::; W, an open set V containing y = n(x) with n[U] <;:::; V, and 
g E C=(V) such thatf(z) = g(n(z)), Z E U. 

The next theorem describes some of the nice properties of regular imbed­
dings. Recaii that a subset A of a topologica! space E is said to be loca/ly 
closed (in E) if it is a relatively closed subset of some open subset of E, or 
equivalently, if it is open in its closure. 

Theorem 1.1.4. Let n bea regular imbedding of M into N. Then n[M] is 
locally closed in N. For eaclz x E M, we can choose U, V, x 1 , ••• ,xm, y 1 , ••• , 

y. such that, in addition to (1.1.24), we hm·e 

( 1. 1.25) n[U] = n[M] n V. 

Jf P is any c= manifold, and u is any map of P into M, u is c= if and only if n o u 
is a c= map of p into N. 

Proof Let U', V', X 1 , ••• ,xm, y 1 , ••• ,y., and a' >O be such that the 
relations ( 1.1.24) are satisfied (with U', V', and a' replacing U, V, and a, 
respectively). Since n is a homeomorphism onto n[M],n[U'] is open in 
n[M], so there is an open set V" in N such that n[U'] = V" n n[M]. Let 
V1 = V' n V". Then V1 is an open subset of N containing y = n(x) and 
n[U'] = V 1 n n[M]. Choose a with O< a< a' such that 11- 1(1:) <;:::; V1 and 
~- 1 {/;:') <;:::; U'. Then if we set U = ~- 1 (/;:') and V= 11- 1(1;), we have (1.1.25). 
Note that n[ U] = n[M] n V is closed in V by (1.1.24). Now select open 
sets VJi E /)in N such that n[M] <;:::; U,E1 V1 and n[M] n V, is closed in V1 

for each i E /. Then it is clear that n[M] is closed in U,E1 V,; thus n[M] 
is Iocally closed. For the last assertion, Jet P be a c= manifold, and Jet u 
be a map of P into M such that n o u is a c= map of P into N. Let p E P, 
x = u(p), y = n(x). There is an open set W in P containing p such that 
(n o u)[W] <;:::; V; then u[W] <;:::; U. It follows at once from a consideration of 
coordinates that u is a c= map of W into U. 

The universal property contained in the Iast assertion of Theorem 1.1.4 
is an important consequence of the regularity of an imbedding. However, 
even some irregular imbeddings possess this property. Let n be an imbedding 
of M into N. We shaii caii n quasi-regular if the foiiowing property is satisfied: 
if P is any C ~ manifold and u any map of P into M, u is c= if and only if 
n o u is c= from P to N. There are imbeddings which are quasi-regular but 
not regular ( Exercise 1 ). 
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Submanifolds. Let M, N be c= manifolds. Then M is called a submani­
fold of N if 

(1.1.26) { (i) M C:::: N (set-theoretically) 
(ii) the identity map of M into N is an imbedding. 

M is said tobe a regular (resp. quasi-regular) submanifold if the identity map 
of M into N is regular (resp. quasi-regular). If M is a submanifold of N and 
x E M, we shall identify T~:l(M) with its image in T17:l(N) under the complete 
differential of the identity map of M into N. 

As we have observed already, the relations (1.1.24) have the following 
consequence: given a subset M c:::: N and a topology on M under which M is a 
Hausdorff second countable space and which is finer than the one induced 
from N, there is at most one differentiable structure on M so that M becomes 
a submanifold of N. If such a structure exists, we shall equip M with it and 
refer to Mas a submanifold of N. If the topology on M is the one induced by 
N, then the differentiable structure described above, if it exists, will convert 
M into a regular submanifold of N. 

Theorem 1.1.5. Let N bea c= manifold and let M c:::: N. In order that M, 
equipped with the relative topology, bea (regular) submanifold of N, it is neces­
sary and sufficient that the following be satisfied. There exists an integer m 
with 1 < m < n such that given any x E M, one canfind an open set V of N 
containing x and n - m real differentiablefunctions/1 , ••• .fn-m on V suclz that 

( 1.1.27) { 
(i) V n M = [z: z E V, /1(z) = · · · = fn-m(z) =O} 

(ii) (df1L, ... ,(dfn-m)x are linearly independent elements of 
Tx(N)*. 

If this is the case, dim(M) = m, and M is a locally closed subset of N. 

Proof The only thing that needs to be proved is that if M satisfies the 
conditions described above, then it becomes a regular submanifold of N; 
Theorem 1.1.4 implies the remaining assertions. Also if m '= n, ( 1.1.27) reduces 
to the condition V c:::: M, so that in this case M is an open submanifold of N. 
We may thus assume 1 < m < n. 

Fix x E M and Jet VJ~o ... ,fn-m be as in ( 1.1.27). It is then clear that we 
can find a system of coordinates x ~o ... ,xn in a neighborhood of x such that 
xix) = 0(1 -:::;,} < n) and Xm+j =/il <} < n- m). By replacing V by a 
smaller open set, we may assume that the homeomorphism ~ (y ~ (x 1 (y), 
... ,x"(y))) maps V onto /~for some a > O. Then ~ maps M n V onto !';: X 

On-m·ln other words, U = M n Vis a regularly imbedded submanifold of V, 
hence of N. Since X E M is arbitrary, it follows that we can write M = uiE/u/, 
where each U; is open in M and is a regular submanifold of N. lf i,j E Iare 
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such that uij = ul n uj * if>, then uij is open in both ul and uj and is a 
regular submanifold of N under each of the c~ structures induced by U1 

and U1• These two structures must be the same, so Uij is an open submanifold 
of both U1 and Uj. It then follows that there is a unique c~ structure for M 
such that each U;(i E /) becomes an open submanifold of M. This structure 
converts M into a regular submanifold of N. 

Product manifolds. Let Mij = 1, 2) be a c~ manifold of dimension m 1, 

and Jet M = M 1 X M 2 • Equip M with the product topology; it is then 
Hausdorff and second countable. Let U s; M be an open subset andf a com­
plex function defined on U. We say fis c~ if the following condition is 
satisfied: for any (a1 , a2) E U there are coordinate patches V1 around a1 and 
coordinates x 11 , ••• ,x 1m, on V1(j = 1, 2) such that (i) V1 X V2 s; U, and (ii) 
if f/1 is the image of V1 under the map Z f-4 (xjl(z), ... ,X1m,(z)), there is a 
c~ function rp on VI X f/2 such that 

for ali (bl,hz) E VI X Vz. Uf--4 c~(u) is a differentiable structure for M; 
it is called the product ofthe structures on M 1 and M 2 • M is called the product 
of the c~ manifolds M 1 and M 2 • If n1 is the natural projection of M on M 1, 

n1 is a submersion. lf Nisa c~ manifold and u: y f-4 (u 1(y), u2(y)) is a map of 
N into M, then u is c~ if and only if Ut and Uz are c~. 

Suppose X= (xl, Xz) E M. Given functions~ E c~cuJ), where Xj E uj 
(j = 1, 2), we write /1 ®Iz for the element of c~c U1 x U2) given by (/1 ®/2) 

(a~> a 2) = ft(a 1)/2(a2)(a1 E Uj). The map / 1,/2 f-4 / 1 ®/2 induces a natural 
injection of Dx, ® Dx, into Dx. If X 1 is a tangent vector to M 1 at x1 (j = 
1, 2), there is exactly one tangent vector X toM at x such that for u1 E Dx, 
(j = 1, 2), 

(1.1.28) 

X~> X 2 f-4 X is a linear isomorphism of Tx,(M 1) X Tx,(M2 ) with Tx(M). 
More generally, if v1 E T<;/(M1) (j = 1, 2) there is exactly one v E r~~>(M) 
such that 

(1.1.29) 

v E T<;•• '•>(M) and the map v1 ® v2 f-4 v extends uniquely to a linear iso­
morphism of no;)(M1) ® T~';J(M2) onto n';>(M). We shall often identify 
these two spaces and write v1 ® v2 for the element v defined by (1 .1.29); in 
particular, the tangent vector X defined by (1.1.28) is nothing but X1 ® Ix, 
+ lx, ® Xz. 

If D1 is a differentia1 operator on M 1 (j = 1, 2), then D: (x 1, x 2) f-4 (D 1)x, 
® (D 2)x, is a differential operator M 1 X M 2 ; we write D 1 ® D 2 for D. 



20 Differentiab/e and Analytic Manifolds Chap. 1 

These considerations can be extended easily to products of more than two 
manifolds. 

1.2. Analytic Manifolds 

We begin by recalling the definition of an analytic function ofm variables, 
real or complex. Let U s;; Rm be any open set and letfbe a function defined 
on U with values in C.jis said tobe analytic on U if, given any (x?, ... ,x~) 
E U, we can find an 11 > O and a power series 

~ c,,, ... ,,.(x 1 - x?)'• · · · (xm- x~)'· (c,,, ... ,r. E C) 
TJ, ••. ,r.~O 

around (x~, ... ,x~) such that the series converges absolutely and uniformly 
for ali (x ~> ... ,xm) with max 1 x 1 - x~ 1 < 17, to the sum f(x ~> ••• ,xm). For 

1 s;)s;m 

an open set U s;; cm, a similar definition of a complex analytic or holomorphic 
function on U can be given. The functions which are analytic on U form an 
algebra under the usual operations. Analytic functions of analytic functions 
are analytic. 

The definition of a real analytic manifold is similar to that of a c~ mani­
fold. Let M bea Hausdorff space satisfying the second axiom of countability. 
A real analytic structure for M is an assignment 

2!: U ~ 2!(U) (U open, s;; M) 

such that 

(i) 2( possesses properties (i) and (ii) of a differentiable structure (cf. 
§1.1). 

(ii) There exists an in te ger m > O with the following property: for each 
x E M, can find an open set U containing x and m real functions x 1 , ••• ,xm 
from 2!(U) such that (a) the map e: y ~ (x 1(y), ... ,xm(Y)) is a homeomor­
phism of U with an open subset of Rm, and (b) if W is any open subset of U, 
2!( W) is precisely the set of ali functions of the form F o e, with F analytic on 
e[wJ. 

The pair (M, 2!) (and, by a huse of language, M itself) is said bea real analytic 
manifold of dimension m. For an open U s;; M, the elements of2!( U) are called 
the analyticfunctions on U. As before, any open set such as U in (ii) above is 
called a coordinate patch; and x 1 , ••• ,xm are called ana/ytic coordinates on U. 

Let U s;; M be open and Jet f be a complex-valued function defined on 
U. We define f to be c~ if for each X E U, fis a c~ function of the local 
analytic coordinates around x. The assignment U ~ c~( U) is easily seen to 
bea differentiable structure for M. We shall call this the c~ structure underly-
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ing the analytic structure. Note that ~{(V) c;; c=( V) for ali open V. The entire 
theory of differentiable manifolds now becomes available to M. 

Let M and N be analytic manifolds and n a map of M into N. The defini­
tion of the analyticity of n is analogous to the c= case. n is called an analytic 
isomorphism or an analytic diffeomorphism if it is bijective and if both n and 
n- 1 are analytic. It is a consequence of the classical theorem on implicit and 
inverse functions that if n (M __ ., N) is analytic and bijective and if (dn)x is 
bijective for ali x E M, then n- 1 is analytic, so that n is an analytic diffeo­
morphism. 

Let Mbe an analytic manifold and Da differential operator on M. For any 
open set V c;; !vi, let Du denote the restriction of D to V. Dis called analytic 
if for each open V, Du :J~ Duf leaves ~((V) invariant. Let V bea coordi­
nate patch, x ~> ... ,xm analytic coordinates on V, and let Du = L: 1 « 1,;,a <«>a<«>. 
Then if Dis analytic, a<d> E ~((V); conversely, if for each x E M we can find 
analytic coordinates x 1 , •• • ,xm around x such that D = L:1«1,;,a<«>a<«> on 
an open set around x with analytic a<«>• then D is an analytic differential 
operator. Similarly, a definition of analyticity can be given for differential 
forms. The analytic differential operators form a subalgebra of Diff(M). 
If w is an analytic m-form which is real and vanishes nowhere, D an analytic 
differential operator, and D1 the formal adjoint of D with respect to w, then 
it is easy to verify that D1 is analytic. If ro, w' are analytic r-forms, then dw 
and w A ro' are analytic; if n (M --• N) is analytic and w is an analytic r­
form on N, so is n*w on M. 

The concepts of products and quotients of analytic manifolds as well as 
submanifolds ofanalytic manifolds are defined exactly as in the c= case, with 
analytic functions and coordinate systems replacing the c= ones. The defini­
tions and results of§ 1.1 concerning maps with surjective and injective differ­
entials remain valid with this modification. In particular, Theorems 1.1.4 and 
1.1.5 remain true in the analytic case: if N is an analytic manifold and !vi a 
subset of N equipped with the relative topology, then M is a regular analytic 
submanifold of N ofdimension m (1 < m < n) ifand only iffor each x E M 
we can find an open subset V of N containing x and n - m real-valued ana­
lytic functions j 1 , ••• J.-m on V such that (i) V n M is precisely the set of 
common zeros of ft. ... ,f.-m in V, and (ii) (d/1)x, ... ,(df._m)x are linearly 
independent elements of Tx(N)*. 

A complex analytic or holomorphic manifold of complex dimension m is 
defined in the same way as a real analytic manifold, with holomorphic 
functions replacing real analytic functions. Given a complex analytic mani­
fold M of dimension m, there is an underlying real analytic structure for M 
in which M is a real analytic manifold of dimension 2m; if V c;; M is open 
and fis a real-valued function on V, f will be analytic in this real analytic 
structure if and only if the following is satisfied: for each x E V, we can find 
holomorphic coordinates z 1, •• : ,zm around x such that fis a real analytic 
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function of the 2m real functions Re(z 1), ••• ,Re(z 1), lm(z 1), ••• ,Im(zm) in 
a sufficiently small open neighborhood of x. 

Let M be a complex analytic manifold and Jet x E M. Two functions 
defined and holomorphic in an open set containing x are called equil•alent if 
they coincide in some open neighborhood of x. The equivalence classes are 
called the germs ofholomorphicfunctions at x. In the usual way, they form an 
algebra over C, denoted by Hx; for any f E Hx, write f(x) for the common 
value at x of the elemtmts of f. The holomorphic tangent rectors to Mat x are 
then the linear functions v on Hx such that v(fg) = f(x)v(g) + g(x)v(f) for ali 
f, g E Hx. They form a complex vector space, the so called holomorphic 
tangent space toM at x; this vector space is denoted by Tx(M). More general­
ly, Jet J x be the ideal in Hx of ali u with u(x) =O; then for any integer r >O, a 
holomorphic differential expression at x is a linear function v on Hx which 
vanishes on J~+ 1 • The set of aii such is a vector space denoted by T~>(M). 
As before, we put r~~>(M) = U,20T~>(M). Holomorphic vector fields, differ­
ential forms, and differential operators can now be defined as in the real 
analytic case; no changes are needed. 

The same situation provails with respect to the concepts of quotient and 
submanifolds of complex analytic manifolds. In particular, the analogues 
of Theorems 1.1.4 and 1.1.5 are true in the complex analytic case also. 

Algebraic sets. The version of Theorem 1.1.5 for analytic manifolds is 
very useful in showing that certain subsets of R• or C• are regular analytic 
submanifolds. The simplest examples are obtained when we take M tobe the 
set of zeros of a collection of po/ynomials. For example, Jet p > 1, q > 1 be 
integers and Jet F be the polynomial on Rp+q defined by 

Let M be the set of zeros of F and M 0 = M\{0} (O is the origin in Rp+q). 
Then, for x E M, (dF)x =1= O if and only if x E M 0 • So M 0 is a regular ana­
lytic submanifold of dimension p + q - 1. It is not difficult to show that M 
does not Iook like a manifold around O. O is called a singular point, and points 
of M 0 are called regular; the set of regular points is thus open in M and 
forms a regular submanifold of Rp+q. We now prove a theorem of H. 
Whitney [1] which asserts that the above example is somewhat typical. We 
work in R•; the case of sets of zeros in C• of complex polynomials can be 
handled similarly. 

Let U ~ R• be an open set, fixed throughout this discussion; Jet CP be 
the algebra of ali polynomial functions on R• with real coefficients. For any 
subset B' ~ CP let 

(1.2.1) Z(ff) = {u: u E U, P(u) = 0 Y P E ff}. 
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Any subset of U which is Z(ff') for some g: s; CP is called an algebraic subset of 
U. For any subset M of U, let 

(1.2.2) !J(M) = {P: PE CP, P(u) = 0 Y u E M}; 

!l(M) is an ideal in CP. Note that Z(ff') is also the set of common zeros of the 
elements of !J(Z(ff')), so that any algebraic subset of U is of the form Z(!J) for 
some ideal !1 s; CP. Now, if !1 is an ideal in CP, we can find P~> ... ,P, E !1 
such that !1 = CPP1 + · · · + CPP, (Hilbert basis theorem); {P1, ••• ,P,} is 
called an ideal basis for !1. So any algebraic set is of the form Z(ff') for a finite 
subset g: of CP. 

Suppose now that M is an algebraic subset of U. For any u E M, Jet 
rM(u) be the dimension of the linear space spanned by the differentials (dP)., 
P E !J(M). rM(u) is called the rank of Mat u. The relation 

d(PQ). = P(u)(dQ). + Q(u)(dP). 

shows that if { Q 1 , ••• , QP} is an ideal basis for !J(!vl), rM(u) is also the dimen­
sion of the linear space spanned by (dQ 1)., ••• , (dQP) •. Put 

(1.2.3) 

(1.2.4) 

r = max rM(u) 
uEM 

!v/0 = {u: u E M, rM(u) = r} 

The points of M 0 are called regular; those of M "'. M 0 are calledsingular. Now, 
for any P 1 , ••• ,P, E !J(M), (dP 1)., ••• ,(dP,). are Iinearly independent if and 
only if the matrix (aPJatik5; 1,;,,, 1 ,;,j,;,n is of rank sat u. It follows easily from 
this that !v/0 is a nonempty open subset of M, being the set of al! u E !vi where 
the rank ofthe matrix ((aQJatj).) is maximum. 

Theorem 1.2.1. (Whitney) Let notation be as abore. Then J.t/0 is a non­
empy open subset of M and is a regular analytic submanifold ~(R• of dimension 
n- r. 

Proof. We follow Whitney's proof. It is enough to prove that each point 
of M 0 can be surrounded by a connected open subset of !v/0 which is a regular 
analytic submanifold of R• of dimension n - r. Fix u0 E M 0 ; we may as­
sume that u0 =O. We can then select P 1 , ••• ,P, E !J(M) such that (dP 1) 0 , 

... ,(dP,)0 are Iinearly independent. The matrix (aPJatJ 1,;,1,;,,, 1 ,;,j,;,n therefore 
has rank r at O. By permuting the coordinates if necessary, we may assume 
that 

( a(P., ... ,P,)) :;t: O. 
a(t 1' ... ,t r) o 
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It is then obvious that 

( a(P~o ... ,P"t,+to ... ,t.)) :;t: 0. 
a(t h ••• 't" t r + 1 ' ••• ,t .) o 

Chap. 1 

Write y, = P" 1 < i < r, y1 = 11, r + 1 < i ~ n. Clearly, we can choose an 
open set Vand an a> O such that (i) O E V~ U, and (ii) v ~ (y 1(v), ... , 
y.(v)) is an analytic diffeomorphism of V with the cube J:. Let 

(1.2.5) Va= {v:v E V,y 1(v) = · · · = y,(v) =O}; 

then Va is a connected regular analytic submanifold of R• of dimension 
n- r, O E Va, and V n M ~ Va. It is now enough to prove that Va~ M. 
For suppose this proved: then Va = V n M, so Va is an open subset of M. 
Since (dP1)., ••• ,(dP,). are linearly independent for ali v E Va, Va ~ Ma. 
So Va would be an open subset of Ma containing ua and imbedded as a 
regular analytic submanifold of dimension n - r of R•. 

We now prove that Va ~ M. Let A be the algebra of ali real-valued ana­
lytic functions on V. Write !J = !J(M) and ii = A!J, the ideal in A generated 
by !1. We claim that ii is invariant under the derivations a;ay1, r + 1 <j < n. 
It is enough to prove that a;ay1 !1 ~ ii for r + 1 <j < n. Fixj with r + 1 < 
j < n, F E !J. Write P1 = 11 if r + 1 < 1 < n and 1 :;t: j, and P1 = F. Then 

(1.2.6) a(P~o ... ,P.) a(P~o ... ,P.) a(t1, ... ,t.) 
acy h ••• ,y .) = a (t h •••• t .) • acy 1, ••• ,y .) · 

Now 

a(P1, ... ,P.) aF 
a(Y~o ... ,y.) = ay1 • 

Furthermore, 

On the other hand, consider 

We have 

p = a(P~o ... ,P"F). 
a(th ... ,t"t) 

Since P~o ... , P" F E !J, P has to vanish at aii points of M, as otherwise 
there would be points of M where !1 bas rank >r + 1. So P = O on M. Since 
Pisa po/ynomial, P E !J. (1.2.6) now shows that 

aaF = rpP E ii. 
YJ 
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It follows from the above result that for any F E ii and any multiindex 
(IX)= (1Xr+1> ... ,1Xn), ca;aYr+!)"" 1 '. ·(ajayn)""F E B. Now, it is trivial to see 
that any element of fJ vanishes at O. So if F E B, al! the derivatives ca;a Yr+ 1)"" 1 

· · ·(a;ayn)""F vanish at O. Since Fis analytic and V0 is connected, this im­
plies that F vanishes on V 0 • In particular, ali elements of fJ vanish on V 0 • 

So V0 s=:: M. As mentioned earlier, this is sufficient to prove the theorem. 

1 .3. The Frobenius Theorem 

The aim of this section is to introduce the concept of involutive systems 
of tangent spaces onan analytic manifold and to prove that such systems are 
integrable. At the local level this is just the classical Frobenius theorem. 
However, for applications to the theory of Lie groups, the local form of the 
theorem is not adequate, and it becomes necessary to construct global in­
tegral manifolds. We shall follow Chevalley's elegant method of doing this. 
We restrict ourselves to the analytic case; the cw versions of our theorems 
can be proved by means of analogous arguments. 

Let M be an analytic manifold of dimension m. An assignment oC : x r-+ 

oCx(x E M) is called a system of tangent spaces (of rank p) if oCx is a linear 
subspace of dimension p contained in TxCM) for ali x E M. The system oC is 
said tobe nontririal if 1 ~ p < m - 1. We sha!l consider only nontril'ial sys­
tems in this section. Given a system oC of tangent spaces of rank p, a vector 
field X is said to belong to oC on an open set U if Xx E oCx for ali x E U. oC is 
said to be an analytic system (a.s.) if for each x E M we can tind an open set 
U containing x and p analytic vector fields (p = rank oC) X 1 , ••• , XP on U 
such that (X1)y, ... , (XP)Y span oCY for ali y E U. oC is said tobe an illl'olutire 
analytic system (i.a.s.) if it has the additional property: Jet U be an open subset 
of M and Jet X, Y be two analytic vector fields which belong to oC on U; then 
[X, Y] belongs to oC on U. 

Given an a.s. oC, an analytic submanifold S of M is said to be an integral 
manifold of oC if (a) Sis connected, and (b) for each y E S, Ty(S) = oCr We 
do not require that S bea regular analytic submanifold, and so the topology 
of S could be strictly finer than the one induced from M. oC is said to be 
integrable if each point of M !ies in some integral manifold of oC. 

An integrable a.s. oC is necessarily involutive. To prove this, we need only 
verify that if x E M and X and Y are analytic vector fields which belong 
to oC in some open neighborhood of x, then [X, Ylx E oCx. Now, there is an 
integral manifold S of oC through x. Replacing S by a sufficiently small open 
subset of it containing x, we may assume that S is a (connected) regular 
submanifold of M and that S s=:: U, where U is open in M and where X and 
Y are defined on U and belong to oC on it. Then X' (y ~ Xy) and Y' (y ~ Yy) 
(y E S) are analytic vector fields of S; if i is the identity map of S into 
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M, X', X and Y', Y·are i-related. So [X',Y'] and [X,Y] are i-related. This 
implies that [X, Y]x E .,Cx· 

Let M (resp. N) be an analytic manifold and 9Jl (resp. 91) an a.s. on M 
(resp. N). 9Jl and 91 are called isomorphic ifthere is an analytic diffeomorphism 
re (M .......-. N) such that (drc)x(Wlx) = 91ncx> for al! x E M. If .,C(x ~ .,Cx) is an 
a.s. on M and U ~ M an open set, .,C induces on U an a.s . .,C 1 U, by restriction. 
Let a> O and Iet us consider the cube 1;: in Rm. Let 11 , ••• ,tm be the usual 
coordinates in Rm. For any X E I;: let .,Cf·m,a be the linear span of ca;at,)x, 
... ,(ajatp)x. Then .,CP,m,a: x ~ .,Cf·m,a is an i.a.s. If ap+l• ... ,am are fixed 
numbers between -a and +a, the submanifold 

is an integral manifold of .,cp.m,a . .,cp,m,a is called a canonica/ i.a.s. The classical 
Frobenius theorem asserts that, locally, every i.a.s. is isomorphic to a canoni­
ca! one. 

The proof of the local Frobenius theorem depends on the following two 
lemmas; the first lemma proves the theorem in question for the case p = 1. 

Lemma 1.3.1. Let .!Il be an analytic manifold, X any real analytic ~·ector 
.field on M, and x E M a point such that Xx =f= O. Then there are analytic 
coordinates x,, ... ,xm around x such that Xy = (ajax,)yfor ali y in an open 
neighborhood of x. 

Proof Select analytic coordinates z" ... ,zm around x such that z 1(x) 
· · · = zm(x) = O and Xx(z 1) =f= O. Then there are real analytic functions 

G,, ... ,Gm, defined on 1;: (for some a > O) such that G,(O, ... ,0) =f= O and 

Xy = l~m G;{z 1(y), ... ,zm(y))(/z1 

for ali y in an open neighborhood of x. Consider the system of differential 
equations 

(1.3.1) 

By the standard existence theorem (cf. Appendix, Theorem 1.4.1), we can 
select b with O< b <a and real analytic functions u" ... ,um on /';' such that 

(a) 1 uit,y2, ... ,ym) 1 < a for 1 <j < m and (t,y2, ... ,ym) E /';' 

(b) for fixed (y2, ... ,ym) E J';'- 1 , the functions u 1 (-, y 2, ... ,ym), ... , 
um( ·, y 2 , ••• ,ym) satisfy (1.3.1) on the open interval ( -b,b) with the 
initial conditions 

u 1(0,Y2, ... ,ym) = O, ul0,Y2, ... ,ym) = Y2, ... 

Um(O,y2, • • • >Ym) = Ym· 
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Then the analytic map 

has the nonvanishing Jacobian G1(0, ... , O) at O, and -r(O) =O. So it is an 
analytic diffeomorphism on an open set containing O. Therefore, there exist 
functions F~> ... ,Fm, defined and analytic around O, vanishing at O, such 
that the map (v 1, ••• ,vm) f-) (F1(V 1 , ••• ,vm), ... _,Fm(v 1 , ••• ,vm)) inverts 't" 

around O. Let x 1 = F/z 1 , ••• ,zm). Then x 1 , ••• ,xm forma system of ana­
lytic coordinates around X. It is easy to verify that Xy = (ajax 1)y for ali y in 
some open set containing the point x. 

Lemma 1.3.2. Let M be an analytic manifold, x E M, and let X 1 , •• • ,XP 
be real analytic rector fields defined on an open set U containing x such that (i) 
(X1)y, ... ,(XP)Y are linearly independent for y E U, and (ii) [X1,Xk] = O, 
1 <j, k < p. Then we can choose coordinates x 1 , ••• ,xm around x such that, 
in an open set around x, 

(1.3.2) 

where the a1, are defined and analytic around x. 

Proof We prove this by induction on p. For p = 1 this follows at once 
from Lemma 1.3.1. Let 1 < p < m, and assume the result for X 1 , ••• ,Xrt· 
Then we can choose a connected open set V with x E V ~ U and coordinates 
u 1, ••• ,um on V such that 

(1.3.3) 

where the bjs are analytic on V. Write xp = Lt:;:s:S;mgs a;au., where the g, 
are analytic on V, and put X~= Lp:>:s:>:mg, a;au,. From (1.3.3) and the 
condition (i) of the 1emma we conclude easily that (X~)y * O for ali y E V. 
On the other hand, the conditions [XP,XJ = O yield the relations 

(1.3.4) 

on V, for 1 <j < p- 1. Now (1.3.3) shows that, for 1 < s < m and 1 <j 
< p- 1, [ajau.,XJ is a linear combination of only the a;au, with 1 < t < 
p- 1. Hence (1.3.4) implies that X1g, =O on V for 1 <j < p- 1, p < s 
< m. A simple argument based on (1.3.3) now shows that a;au1g, = O on 
V for 1 < j < p - 1, p < s < m. Since Vis connected, this implies that, for 
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each s with p < s < m, g, is a function of uP,uP+ 1 , ••• ,um only. An ap­
plication of Lemma 1.3.1 now shows that we can replace u P' ••• ,um by 
analytic functions v P' ... ,vm with the following properties: (a) u 1 , ••• , 

up_ 1 ,vp, ... ,vm forma system of coordinates around x, and (b) X~= a;avp 
around x. Let x1 = u1 for 1 <j < p- 1 and x1 = v1 for p <j < m. Then 
(1.3.2) is satisfied in the coordinate system (x 1 , ••• ,xm). 

Theorem 1.3.3. (Local Frobenius Theorem) Let J3 (x ~ ..Cx) be an im•olu­
til'e nontril'ial analytic system of tangent spaces of rank p onan analytic mani­
fold M of dimension m. Then,for any x E M, we canfind an open set U containing 
x and an a > O such that ..CI U is isomorphic to the canonica! i.a.s. J3P.m,•. In 
particular, J3 is integrable. 

Proof The theorem is equivalent to the following: given x E M we can 
choose analytic coordinates x 1, ••• ,xm around x such that ..Cy is spanned by 
(a;ax 1)y, ... ,(a;axp)y for ali y in an open set containing x. Since the canoni­
ca! involutive analytic systems .,ep.m,a are integrable, this would imply that J3 
is integrable. Fix x E M. Let z 1, ••• ,zm be analytic coordinates around x 
and Jet Z 1, ••• ,Z P be analytic vector fields such that (i) Z 1, ••• ,Z P are 
defined onan open set U containing x and the z 1, ••• ,zm are coordinates on 
U, and (ii) (Z 1)y, ... ,(Zp)y span ..Cy for ali y E U. We may then write Z 1 = 
'5:. 1 ,;,,;ma~,a;az" where the a~, are analytic functions on U. Clearly, some 
p X p submatrix of (a~,) 1 ,; 1,;p, 1,;,,;m is invertible at x. We may assume without 
losing generality that (a~,) 1 ,; 1,,,;p is invertible at x and that U is so small that 
this matrix is invertible on U. Let b;1 (l < i,j < p) be the entries ofthe inverse 
matrix. Then the bl} are analytic functions on U. Let X1 = '5:. 1,;,,;pb1,Z,. 
Then: (i) (X1)Y' ... ,(Xp)y span ..Cy for aii y E U, and (ii) X1 = a;az1 + 
Lp+l5,r5,mCjr a;az" 1 <j < p, the cjr being analytic functions on U. 

We now claim that [X1,Xd =O, 1 <j, k < p. Fix such j, k. Since J3 is 
involutive, [X1,Xk] belongs to J3 on U. Therefore [X1,Xk] = L 1,;,,;p f,X" 
where thef, are analytic functions on U; in particular,f, is the coefficient of 
a;az, in [XJ>Xk] for 1 < s < p. On the other hand, the formula (ii) above 
for the X, shows that [X1,Xk] is a linear combination of only the a;az, with 
p + 1 < r < m. This implies that thef, are ali zero, i.e., that [XJ>Xk] =O. 

Now use Lemma 1.3.2 to choose analytic coordinates x 1 , •• • ,xm around 
X such that, for 1 <j < p, xj = a;axj + Lt5.s<jajs a;ax" the al, being 
analytic around X. This representation shows that (a;ax l)y, ... 'ca;ax p)y 
span ..Cy for aii y in some open set containing x. This completes the proof of 
the theorem. 

Let U s; M be an open set, x 1, ••• ,xm a system of coordinates on U, 
and a> O. We say that (U; x~> ... ,xm; a) is adapted to J3 if the map u ~ 
(x 1(u), ... ,xm(u)) is an analytic diffeomorphism of U with 1';: and if ..e. is 
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spanned by (ajax 1)u, ... ,(ajaxp)u for all u E U. In this case, for any a= 
(ap+l' ... ,am) E I;-p, we detine U(a) by 

(1.3.5) 

The U(a) are regularly imbedded integral manifolds of J?,, 

The local Frobenius theorem is not adequate for applications, since the 
integral manifolds have been constructed only locally. For full effectiveness 
it is necessary to obtain them in the large. This was do ne by Chevalley [1]; 
we shall follow his method of "piecing together" the local integral manifolds 
to obtain the global ones. However, this has to be done with some care, 
because the global manifolds are not always regularly imbedded. 

It is easy to see that an arbitrary integral manifold of J?, is a union of 
open subsets ofthe form U(a). In fact, Jet (U; x 1 , ••• ,xm; a) be adapted to 
.r, and Jet S be an integral manifold of .r, with S n U of= if>; then S n U is 
open in S. If ij = xj 1 S n U, we have dij = O (p + 1 <j < m), so that 
these ij are locally constant on S n U. In other words, each connected com­
ponent of S n U (in the topology induced by S) is contained in some U(a). 
Since these components are open in S, it follows that S n U(a) is open in S 
for any a E I;-p. But then, for any such a, the identity map of S n U(a) 
into U(a) is analytic with a bijective differential. This shows that S n U(a) 
is open inS, as well as in U(a); both S and U(a) induce the same topology on 
it. 

Lemma 1.3.4. If S 1 and S 2 are any two integral manifolds of .r,, then 
SI n s2 is open in SI as well as in Sz; both SI and s2 induce the same topology 
on it. The integral manifolds of .r, are al! quasi-regularly imbedded in M. 

Proof Let u E S 1 n S 2 • Select an open set U containing u, coordinates 
x 1 , ••• ,xm on U, and a> O such that (U; x 1 , ••• ,xm; a) is adapted to J?,, 

Let a E I;-pbe such that u E U(a). It is then clear from what we said above 
that SI n s2 n U(a) is open in SI as well as in Sz, both of which induce the 
same topology on it. This leads at once to the first assertion. For the second, 
Jet S be any integral manifold of .r,, N any analytic manifold, and n an analy­
tic map of N into M such that n[N] c;: S. We shall prove that nisan analytic 
map of N into the analytic manifold S. Fix y E N and Jet u = n(y). Choose 
an open set U containing u, coordinates x 1 , ••• ,xm on U, and a > O, such 
that (U; x ~> ... ,xm; a) is adapted to J?,, Let a E I;-p be such that u E U (a), 
and Jet T be the connected component of S n U(a) containing u(in the topo­
logy of S). We claim that T is also the connected component of S n U in the 
topology of U, which contains u. Indeed, if T' is the component in question, 
then obviously T c;: T'. On the other hand, since S is second countable, 
S n U has at most countably many connected components (in the topology 
of S), so that s n u c;: ubEFU(b) for some countable set F c;: 1';:-p. But then 
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the map u ~ (xp+ 1(u), ... ,xm(u)), which is continuous on S n U in the 
topology induced from U, takes at most countably many values. Therefore, 
it must be a constant on each connected component of S n U in the topology 
of U, in particular on T'. Thus T' ~ S n U(a); and, since we have already 
proved that both S and U(a) induce the samc topology on S n U(a), we must 
have T = T'. This proves our claim. If W is the connected component of 
n- 1(U) containing y, it is then clear that W is open and n[W] ~ T. Since T is 
open in the regularly imbedded U(a), nisan analytic map of W into T. Hence 
nisan analytic map of W into S; this leads to the second assertion. 

Lemma 1.3.5. Let A bea connected Hausdorff space which is local/y con­
nected. Suppose A = U;~ 1 A. where each A. is open in A and each connected 
component of A. is second countable for each n. Then A is itse/f second count­
able. 

Proof Let e. be the class of ( open) sets which are connected com­
ponents of A., and e = U;~,e •. Since there cannot exist an uncountable 
family of mutualiy disjoint nonempty open sets in a second countable space 
it foliows that, given F E e, there are only countably many F' E e such that 
F n F' * rp. We now define the families J0 ,J1 , ••• of open subsets of A as 
foliows. We select E E e arbitrarily and define J 0 = {E}; for s > 1, J. 
= {F: F E e, F n F' * rp for some F' E J._,J. The J, (s >O) are weli de­
fined inductively. A simple induction on s shows that they are ali count­
able. Let B = U~o UFEJ, F. Then B is open and second countable. If v E 

Cl(B), we can find F E e such that v E F; and as F n B * rp, there is an 
s >O and an F' E J, such that F n F' * rp. This shows that F E Js+l and 
hence that v E B. B is thus open and closed. Since A is connected, A = B. 
A is thus second countable. 

Theorem 1.3.6. (Global Frobenius Theorem) Let M be an analytic mani­
fold ~ (x ~ ~.) an involuth•e analytic system of tangent spaces of rank p. 
Gil'en any point of M, there is one and exactly one maxima! integral manifold 
of~ containing that point. Any (nonempty) integral manifold of ~ is quasi­
regularly imbedded in M and is an open submanifold of precisely one maxima/ 
integral manifold of~. 

Proof Let :J be the coliection of ali subsets of M which are unions of 
integral manifolds of~. It foliows from Lemma 1.3.4 that :J is a topology for 
M finer than its original topology. It is clear that (M,:J) is a Hausdorff localiy 
connected space. Let {M~: c! E J} be the set of connected components of 
(M,:J). Each M~ is an open subspace of (M,:l) and if Sis any integral manifold 
of ~. the underlying topologica! space of S is an open subspace of exactly 
one M~. 

We now prove that the M, are second countable. Fix c! E J. Let U be an 
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open set with coordinates x 1, ••• ,xm and let a> O be such that (U; x 1 , ••• , 

xm; a) is adapted to ..C. Since M~ as well as the U(a) are open in (M,:J), it follows 
that M{ n U(a) is an open subspace of U(a) for ali a E 1';:-p. Now, M~ n U 
is open in M{ and is the disjoint union of the M~ n U(a), so each connected 
component of M{ n U is an open subspace of some U(a) and is therefore 
second countable. Since M (and hence M{) can be covered by countably many 
open sets such as U, Lemma 1.3.5 can be used to conclude that M~ is second 
countable. 

It is now obvious that there is a unique analytic structure on M~ such that 
each integral manifold of oC contained in M{ is an open submanifold of M{. 
With this structure, M~ becomes a submanifold of M. It is also obvious that 
each M{ is a maximal integral manifold of ..C. Theorem 1.3.6 is completely 
proved. 

It may be remarked that Theorems 1.3.3 and 1.3.6 are valid in the complex 
analytic case also. No change is necessary either in the formulations or in the 
proofs. 

1.4. Appendix 

In this appendix we discuss briefty some elementary results on analytic 
systems of ordinary differential equations. We work in Rm or cm. For any 
a> O, let 

/';:=((ti, ... ,tm): t1 E R, lt11 <a for 1 <j< m}, 

J';: = ((z1 , ••• ,zm}: z1 E C, lz11 <a for 1 <j < m}. 

Let a> O and Jet G 1 , ••• ,Gm bem real functions defined and analytic on 
1'::. We consider the system of ordinary differential equations: 

(1.4.1) 

If the G 1 are defined and holomorphic on J';:, we consider the system 

(1.4.2) 

Theorem 1.4.1. Let a> O and let G 1, ••• ,Gm be real functions defined 
and analytic on 1'::. Then 

(a) if ui> v1 (1 < j < m) are analytic functions defined onan open interval 
4 containing O such that (u 1 , • •• ,um) and (vt> ... ,vm) are both solutions of 
(1.4.1) on 4 with u/0) = vlO) (l <j < m), then u1 = v1 on 4for 1 <j < m. 
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(b) there exists b with O < b < a and real analytic functions u j on J;+ 1 

(l <j < m) such that 

(i) lu/t, Y1• ... ,ym)l < afor (t, Y1, ... ,ym) E f'b+ 1 

(ii) ault,y1, ... ,ym) _ G ( ( , ) ( , )) at - j u1 t,y1, ... ,Jm ' ... ,um t,y1, ... ,Jm 

Proof (a) If(tp 1, ... ,tpm) is solution of(l.4.l), we have, for l <j < m, 

tp~(O) = G/tp1(0), ... ,tpm(O)) 

tp~(O) = 2~~m ~~j (tp1(0), ... ,tpm(O))tp~(O), 

and so on. A simple induction on s > l shows that the initial vector 
(tp 1(0), ... ,tpm(O)) completely determines the values of ali the derivatives 
tp~s>(O) (s > l, l <j <m). So if the tpj are analytic onan open interval A 
containing O, they are completely determined on A by the initial vector 
(tp 1(0), ... ,tpm(O)). (a) foliows at once from this. 

(b) Replacing a by a smalier positive number, we may assume that the 
power series expansions of the Gj around the origin converge absolutely and 
uniformly in/';:. Hence the Gj are restrictions to /';:of holomorphic functions 
on J';:. We also denote the latter by Gj. Let O< c <a, and 

Then y is finite. Choose a constant L > l such that 

(1.4.3) 

for ali (z1, ... ,zm), (z'1, ... ,z~) E /':,'. Finaliy, select b with O< b < c(l + y)- 1 
and Lb < 1. 

Now definea sequence 

(u1,N• ••. ,Um,N) (N = 0,1,2, ... ) 

of vector-valued functions as follows. Put 

. (1.4.4) u j, 0 = O (l < j < m); 
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(1.4.5) 

where the integral is taken along the line segment from O to z. We claim that 
for any N> O, the u1,N(l <j < m) are well defined and holomorphic on 
J'!,'+ 1 , and that 

for 1 <j < m and (z,z 1, ••• ,zm) E J'/,'+ 1• We prove this claim by induction 
on N. For N = O there is nothing to prove. Let N > 1 and assume the result 
for N- 1. It is clear from (1.4.5) that u1,N is well defined and holomorphic 
on J'/,'+ 1• Further, if (z,z 1, ••• ,zm) E J'/,'+t, we have for 1 <j < m 

lu1,N(z,z 1, ••• ,zm)l < b + ')' IJ: dz'l 

< b(1 + y) 

<c, 

carrying forward the induction. Our claim is thus proved. 
Now for N > 1 and (z,z ~> .•. ,zm) E J'f:+ 1 

1 uJ,N+ 1(z,z t> ••• ,zm) - u1,N(z,z t> ••• ,zm) 1 

< Lb max sup lu1 N(z,z 1, ••• ,zm)- u1 N- 1(z,z 1, ••• ,zm)l, 
l~j::;;;_m (Z1 Z1 1.,, 1 Zm)EJ6m+l ' ' 

from (1.4.5) and (1.4.3). Applying this estimate in succession and noting that 
1 u1, 1(z,z 1 , ••• ,zm) 1 < c for 1 <j < m and that (z,zt> .. . ,zm) E J'/,'+ 1, we get 

Since Lb < 1, it follows that the series 

converges uniformly inJ'/,'+ 1 for 1 <j < m. Let u/z,z~> ... ,zm) be the sum. 
Then u1 is holomorphic on l'/)+ 1 and 

(1.4.6) 

for (z,z t> ••• ,zm) E J'/,'+ 1 • (1.4.6) and (1.4.5) now yield 
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(1.4. 7) 

for 1 < j < m and (z,z 1, ••• ,zm) E J';:+ 1 • Restricting to f/) " 1 and differentiat­
ing (1.4.7) with respect to z, we get 

for 1 <} < m and (t,y 1 , ••• ,ym) E f/:+ 1• The ui being analytic on f/:+ 1, the 
theorem is proved. 

The holomorphic vers ion of Theorem 1.4.1 with the differential equations 
(1.4.2) instead of (1.4.1) is proved as above with minor variations. We lea ve its 
formulation and proof to the reader. 

In applications it often happens that the Gi depend analytically on certain 
parameters. In this case, the solutions u i also ha ve the same analytic depen­
dence on these parameters. 

Theorem 1.4.2. Let N be an analytic manifold, a > O, and let the real 
functions Gi be dejined and analytic on 1';: X N. Fix x E N. Then we canfind 
b with O < b < a, an open subset Nx of N containing x, and real analytic 
functions u ~> ... , um on J;+ 1 X Nx such that 

for 1 <} < m, (t,y 1, ••• ,ym) E f/:+ 1 and x' E Nx. 

Proof We may assume that for some d > O, N = l'd, x = (0, ... ,0), and 
that the Gi are the restrictions to 1:; x 1:; of functions (denoted again by GJ 
defined and holomorphic on 1:; X l'd. Jet O < c < a, O < e < d, and Jet 
N' = 1;. Detine y by 

y = max sup 1 G/z 1 , ••• ,zm,x') 1 
t-:;_j~m (z,, ... ,Zm)EJcm,x'EN' 

and 1et L > 1 be a constant such that 

1 G/z 1 , ••• ,zm,x')- G/z'1 , ••• ,z~,x') 1 < L max 1 zi- z~ 1 
t::;.j:;,m 
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for ali x' E N' (z 1, ••• ,zm), (z;, ... ,z~) E Jr;:. Choose b such that O< b < 
c(l + y}- 1 and Lb < 1; we then detine the sequence ui,N as follows. For 
N =O, put ui,o ~~O (1 <j< m); for N> 1 write 

for 1 <j < m, (z,z 1, ••• ,zm) E 1'1:+ 1 , x' E N'. Theorem 1.4.2 is now proved 
by arguing exactly as in the previous theorem. We 1eave the details to the 
re ader. 

The same proof also gives the holomorphic version of the above result. 

EXERCISES 

1. Consider C2 as a faur-dimensional real analytic manifold, and Jet T2 = 

{(z 1,z2): z~,z2 E C, lz 1 1 = lz2 1 = 1}; show that Pisa regularly imbedded 
compact submanifold. Prove that if (X E Ris irrational, the map t ~ (eit,ei~') 
(t E R) is an imbedding of R into P which is quasi-regular but not regular. 

2. Let n:;:::: 2 and Jet n be the map of R" intoR 1 given by 

n(x~, ... ,x.) = xr + ... + x;. 

Let M = R""' {0}, N = {t: t E R, t > 0}. Let D = az;axr + · · · + az;ax~. 
Prove that there is a unique differential operator [J on N such that D and [J 
are n-related. Calculate fJ. 

3. (a) Let F bea field of characteristic O; V (resp. W) a vector space over F of 
finite dimension m (resp. n); and )' a linear map of V onto W with kernel 
U. Let A. (resp. ţl) be a nonzero element of Am( V) (resp. An(W)). Prove 
that there is exactly one V E Am_n(U) with the following property: Jet 
u~, .. . ,um-n,VJ, . .. ,vn be a basis for V such that u~, .. . ,um-n span U; 
then 

V( ) _ A(Ut. .•. , Um-m Vt. .•. ,vn) 
UJ. • •• 'Um-n - ( ) 

ţl )'V 1, ••• ,)'Vn 

We write v = (A/ J.l)r. 
(b) Let M and N be analytic manifolds of dimensions m and n respectively. 

Let ro1 E Clm(M) and ro2 E ct.(N), and suppose that ro1 and roz vanish 
nowhere. Let n be a submersion of M onto N, and for each y E N Jet 
Py = n- 1({y}). Prove that the Py are closed regular submanifolds of M. 
For y E N and x E Py Jet ro~ = (ro;;ro~)<d•>·· Prove that O)Y: x ~ro~ is an 
element ofC!m-n(Py) foreachy E Nand thaty ~ wv is analytic in a natural 
sense. 
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(c) Prove that if f E C';(M), then 

4. Let M be an analytic manifold and .C (x ~ .C x) an analytic system of tangent 
spaces of rank p. A given 1-form ru is said to belong to .C on an open set U 
if rux I.Cx = O for aU x E U. Prove that .C is involutive if and only if the fol­
lowing condition is satisfied: for any x E M and any analytic 1-form ru 
which belongs to .C in an open neighborhood of x, we can find an open set U 
containing x and analytic 1-forms tX~o ... ,tXq,ru" ... ,ruq on U such that 
ru" ..• ,ruq belong to .C on U, and dru = ~ 1,;1,;q tX1 1\ ru1 on U. 

S. Let 1t : M-> N be an analytic map. Assume that 1t is a submersion and that 
n:[M] = N. Let C,. be the set of aU elements of c~(M) of the form g o 1t 

where g E c~(N). Let D be a differential operator on M. Prove that there 
exists a differential operator D' on N such that D' is 1t-related to D if and 
only if D maps C,. into itself, and that in this case D' uniquely determined 
by D. 

6. (a) Let t~o ... ,tm be the usual coordinates -in Rm, t = (t~o ... ,tm), r 2 = 

tt + · · · + t;.. Let rp be the function defined by 

- {ce-t/t-r' r2 < 1 
rp(t) - O r 2 :2: 1, 

where C > O is a constant such that JRm rp dt 1 • • • dtm = 1. Put rp,(t) = 

rp(E- 1t)(f > O, t E Rm). Prove that if O::::;; k::::;; oo, then for any f E 

C!(Rm), and any <P) = <P~o ...• Pm) with IPI::::;; k; 

(f---+0+). 

the convergence being uniform over Rm (here * denotes convolution 
and a<fJ> = (a/at,)/Jo ... (a/atm)fJm). 

(b) Use a partition ofunity argument to deduce from(a) thefollowing result. 
Let M be a c~ manifold, K a compact subset of M and U an open set with 
K ~ U. Then, given any f E C!(M) with supp f ~ K, we can find a 
sequence (!.}.;,: 1 of elements of C";(M) such that (i) suppf,. ~ U for ali 
n:;:::: 1, and (ii) if Dis any differential operator on M of order < k, Df.-> 
Dfuniformly over M. 

7. (a) Let Vbe a finite-dimensional vector space over R, Ve its complexification. 
We assume that V ~ Ve. We regard Vas an analytic manifold in the usual 
manner. Let S be the symmetric algebra over Ve. For any u E V Jet a(u) 
be the endomorphism of c~( V) given by 

(a(u)/)(x) = [fr /(x + tu)t 0 (x E V, f E c~(V)). 

Prove that a(u) is a vector field and that u ~ a(u) (u E V) extends uniquely 
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to an isomorphism (denoted again by a) of s onto the subalgebra of 
Diff (V) consisting of aii differential opera tors which are invariant under 
aii translations of V. If u~, ... ,u, E V, prove that for any f E c~(V), 

(b) Let (u~, ... ,um} bea basis for Vand Jet dV be the m-form on V such that 

Prove that dVis invariant under aii translations and that the corresponding 
measure is a Lebesgue measure on V. 

(c) Prove that there is a unique automorphism *:a~ a* of S such that 
u* = -u for ali u E V; and that a(a*) is the formal adjoint of a( a) relative 
to dV for any a E S. 

The next exercise examines the geometric significance of the condition for an a.s. 
to be involutive. 

8. (a) Let M be a compact analytic manifold, X an analytic vector field on M. 
Prove that there is a unique family (e{: t E R} ofanalytic diffeomorphisms 
of M such that 

(i) ef = identity, e;_.,, = e{ e{(t, t' E R) 

(ii) t, X ~ e{(x) is an analytic map of R X M into M 

(iii) (J1e{(x)t 0 = Xx (x E M). 

(b) Let M be as in (a),~: x ~ ~x an i.a.s. on M. Let X be an analytic vector 
field on M belonging to ~. Prove that the e{ leave ~invariant. 

(c) Obtain, for noncompact M, local versions of (a) and (b) and deduce a 
geometric criterion for an a.s. to be involutive. 

Exercises 9-11 discuss exterior algebras. 

9. Let m be an integer :2: 1, and Fa field of characteristic O. Let C bea vector 
space of dimension zm over F, and (eA}, a basis of C indexed by the collection 
of ali subsets of (1, ... ,m}. Write e4> =le and eA= e1,, ... , 1, if A = (i~, ... ,ip} 
with 1 ::::::; it < · · · < ip::::::; m. Prove the existence of a unique bilinear map 
u,v ~ u 1\ v of C X C into C such that (i) C becomes an associative algebra 
over Fwith le as unit, (ii) eA 1\ e8 =O if A n B * cf>, and (iii) if A n B = cf>, 
A = (i~, ... ,ip}, B = (j;, ... ,j0}, and AU B = (s~. ... ,s,}, with it < · · · 
< ip, jt < · · · <j., and St < · · · < s" then eA 1\ es = EeAun, where E = 
+ 1 or -1 according as the rearrangement (s 1. ••• ,s,} -• (it. ... ,i P• h, ... ,j0 } 

is induced by an even or odd permutation. Prove also that e1,, ... , 1• = 

e;, 1\ · · · 1\ e1. Cit < · · · < ip) and deduce that le and the e1 generate C. 
10. Let V be a vector space of dimension m over F; 3, the tensor algebra over 

V; 3o = F · 1 ; and for r :2: 1, 3" the subspace of 3 spanned by aii elements 
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of the form Xt @ · · · @ x, (x1 E V). Let Ilo ~ (1} and, for r >- 1, Jet II, be 
the group of ali permutations of ( 1, ... ,r }. Let t1 ~ I: x, x'E v :! @ (x@ x' 
+ x'@x)@:l. 
(a) Prov.e that t1 is a proper two-sided ideal of:!. (To check t1 ?'= :!, note that 

t1 c; I:r>2:\,.) 
(b) Let E be the quotient algebra :l/!:1; Jet ;\ be the product operation in E; 

and Jet 7t: a f-* ii be the natural map of:! onto E. Prove the following uni­
versal property of (E, V): if A is any associative algebra (with unit) over 
F and A is a linear map of V into A such that A(x)2 = O for ali x E V, 
then there is a unique homomorphism i of E into A such that A(x) = 

i(x) (x E V). 

(c) Let fxt, ... ,xm} bea basis for V. Prove that the elements x,, ;\ x,, ;\ · · · 
;\ .X,m (1 :S i 1 < · · · < ip :S m) and I forma basis for E. Deduce that 
dim (E) -~- 2m. (Use the relations .X, /\ Xj + Xj ;\ x1 =O to prove that 
these elements span E; thus dim (E):::::; 2m. If C is as in Exercise 9 and 
A: V -~• C the linear map with A(x1) = e1 (1 :S i :S m), then by (b), 
i(E) = C so that dim (E) ::2- 2m.) 

(d) For any a E II" Jet a: t f-* a(t) be the linear automorphism of:!, such 
that a(v 1 (?<) • • • @ v,) = v".(t)@ · · · @ v".(rl (v1 E V); Jet f(a) = ±1 
according as a is even or odd. Let a, be the subspace of ali t E :!, such that 
at = t=(a)t for ali a E II,. If P, = (1/r!) I;".m,f(a)a, prove that P, is a 
projection of :!, onto a,. Deduce that a, = O if r > m and dim (Ci,) = 

(';')(O ::=:; r :S m) 

(e) Let a = I: r a,. Prove that :! is the direct sum of t1 and a. (lf Vt, ... ,v, E 
V and a is the interchange of an adjacent pair, v1 (?<) • • • ® v, = 
t=(a)a(v 1 (?<) • • • (?<) v,) mod t1; so t = P,(t) mod t1 for ali t E :!,. Now use 
a dimension argument.) 

(f) For t, t' E Ci, Jet t ;\ t' E Ci be the unique element such that 7t (t ;\ t') 

= n(t) ;\ n(t'). Prove that if t E a, and t' E a,., t ;\ t' = Pr+r•(t ® t'). 
E = E(V) is the exterior algebra over V. It is usual to identify V with 

n( V) so that V <:=::: E( V). 

11. Let V, F, m be as in Exercise 10. For r ::2- 1 Jet M, be the vector space of ali 
r-linear maps of V x · · · x V(r factors) into k (M1 = V*). Let Mbe the direct 
sum of M 0 = k·1 and the M, (r ~ 1). For rp E M, and rp' E M,., Jet rp (?<) rp' 

E Mr+r' be defined by rp (?<) rp': Xt, .. . ,X" . .. ,Xr+r' f-* rp(x~, . .. ,x,) 
rp'(xr+h ... ,Xr+r'). Let II, be as in Exercise 10. For a E II, and rp E M" 
arp E M, is defined by arp(x1, •• • ,x,) = (/J(X".(t), ... ,X".(rl)· Let Ao = k·1 
and A, = (rp: rp E M" arp = t=(a)rp for ali a E II,} (r ::2- 1). Put A= 
I;,;o-0 A,. Use Exercise 10 and the canonica! identification of Mwith the tensor 
algebra over V* to get the following results: 

(a) A, =O if r > m, dim (A,) = (';') if O :S r :S m, and P, = (1/r!) I;".m, 

t=(a)a is a projection of M, onto A,. 
(b) For t E A" t' E A,., Jet t ;\ t' = Pr+r•(t (?<) t'). Extend ;\ bilinearly to 

A x A. Prove that A becomes an associative algebra over F with 1 as 
unit. 
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(c) Let [tpt, ... ,tpm} be a hasis for V*. Prove that l and 1/)c, 1\ · · · 1\ tp;, 
(1 :s:;; i 1 < · · · < ip :s:;; m) forma hasis for A. Deduce the existence of a 
unique algebra isomorphism of A onto the exterior algebra E( V*) that is 
the identity on V*. 

(d) Let tp E A" tp' E A, .. Prove that rp 1\ tp' = ( -l)"'tp' 1\ tp. Deduce that 
~ T even A, is the center of A. 

(e) Let f be the endomorphism of A such that f = ( -1)' on A,. Prove that 
f is an involutive automorphism of A. Let L be a linear map of A 1 into 
A, for somer > 1. Prove that there is a unique derivat ion (resp. antideriva­
tion) DL of A extending L if ris odd (resp. even). Here, an endomorphism 
D of A is called a derivation (resp. antiderivation) if D(w 1\ w') = 

Dw 1\ w' + w 1\ Dw' (resp. D(w 1\ w') = Dw l\ w' + f(OJ)OJ 1\ Dw') 
for ali OJ, w' E A. 

12. M is a coo manifold of dimension m; U(M) is as in §1.1. 
(a) Let d be an endomorphism of U(M) satisfying (1.1.15). Prove that d is 

local in the following sense: if OJ E U(M) and OJ 1 U = O on some open 
set U <:;: M, then dw 1 U = O. 

(b) Let d be as in (a), U <:;: M an open submanifold. Deduce from (a) the 
existence of a unique endomorphism du of U(U) such that (i) (dOJ) 1 U = 

du(w 1 U) (ro E U(M)), and (ii) du is local. Prove further that du satisfies 
(1.1.15). 

(c) Let U be as in (b) and such that there are Xt. •. • ,xm E Coo(U) forming a 
coordinate system on U. Prove that there is exactly one endomorphism 
of a(U) satisfying (1.1.15), and that it is given by {1.1.16). 

(d) Deduce from (a)-(c) that there is exactly one endomorphism d of U(M) 
satisfying (1.1.15), and that for U as in (c), du is given by (1.1.16). (To 
prove existence of d, detine du by (c) for U as in (c), and patch up the 
local definitions.) 

(e) Let O < p :s:;; m and Jet w be any p-form. Prove the following global 
description of dw: if x~. ... ,Xp+ 1 are smooth vector fields on M, 

(p + 1)dw(Xt. ... ,Xp+1) = ~ (-1)1- 1 X~·OJ(Xt. ... ,i;, ... ,Xp+1) 
1~i.:S:p+l 

+ ~ (-1 1+iw([X;,Xj], ... ,i;, ... ,Xh ... ,Xp+1). 
1 ~i<j5.p+ 1 

(Here, "' over an X1 indicates it should be omitted. To prove this we may 
assume OJ = f(df, 1\ · · · 1\ dfp) where f.ft. ... ,/p E c~(M). Then 
(p + l)!dOJ(X~o ... ,Xp+1) = ~am,.,E(u)(Xa(!J)(Xa(Z)/1)· · ·(Xa<p+Ofp). 
The coefficient f(U) is Xa(l)[f(Xa(Z)/1)·. ·(Xa(p+ nfp)}- /Xa(I)[(Xa(2J1) 
· · · (Xa(p+l)fp)}. Simplify the second expression by the Liebniz formula.) 

13. Let M be as in Exercise 12. For Y E ::l(M) and 17 E Uq(M)(q ;>-: 1), Jet 11r 
be the (q - 1 )-form z" ... ,Zq- 1 f-+ 11( Y,Z 1' ••• ,Zq- a (Zi E :J(M)); for 
11 E Uo(M), put 11r = O. 
(a) For OJ E Up(M) and Y E :J(M), prove that 

LrOJ: (X ~o ... ,Xp) f-+ ~ { -1)'ro([ Y,Xc], ... ,i;, ... ) + Y • w(X~o ... ,Xp) 
1 5.i:;p 
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is a p-form. Extend Ly to an endomorphism of <l(M), denoted again by 
Ly, and prove that it is a derivation of <l(M). Prove also that LxLy -
LyLx = Llx,YJ (X, Y E :l(M)). 

(b) Prove that (p + 1)(dCO)y = -pd(COy) + LyCO (ca E <lp{M), Y E :J(M)). 
Deduce that if dea =O, LyCO = d(pCOy). (Use (e) of Exercise 12). 

(c) Prove that d commutes with Ly. (Use (b) to prove that LydCO = dLyCO = 

(p + l)d(dCO)y for CO E <lp(M)). 

14. Let M be a c= manifold of dimension m. lf T is a c= manifold and q,(t E T) 
are p-forms on M, q, is said to be smooth in t if for Xt. .. . ,XP E :J(M), 
t,x 1--41'/r(Xt, ... ,Xp)(x) is c= on T x M. lf T = R and q, is a p-form smooth 
in t, dqtfdt, Jb q, d-r, etc., are defined in the obvious fashion. lf rx. is any 
diffeomorphism of M, ca 1--4 ca~ (resp. X~ x~) is the induced automorphism 
of <l(M) (resp. :l(M)). Let 1 ::::;: p ::::;: m. 
(a) lf q,(t E R) is a p-form smooth in t, so are dq,fdt, (q,)y, dq,, etc., and 

(b) Let ~,(t E R) be an one-parameter group of diffeomorphisms of M, i.e., 
~r+r' = ~.~,.(t, t' E R) and t,x 1--4 ~,(x) is a c= map of R x M into M. 
If ca E <lp{M), prove that co, = ca~-· is smooth in t. 

(c) Let X E :J(M) be defined by 

Xx = (Jr ~,(x)t 0 (x E M). 

Prove that 

d 
dt ca, = Lxco, Y t. 

(It is enough to consider t = O. Note first for Y E :J(M) and f E c=(M), 
(d( Y~•f)(x)/dt),~o = -([X, Y]f)(x)(x E M). Let X; E :l(M) and Xf•= 
~ l:S}Sm aij(X: t) a;axj in local coordinates, 1::::;: i:S:p. Observe now that 

and calculate 

(~ co,(Xt. ... ,Xp)(x)L 0 = (ft co(X1•, ... ,X~·)(~,x)t 0 • 

(d) Let X, ca, ca, be as in (b) and (c) and Jet dea = O. Let 1'/r = p f~ (co,)x dr:. 
Prove that dq, = ca, - ca for ali t. (Hint: Let â, = dq, - (ca, - co). 
Then dâ./dt =O by (c) and (b) of Exercise 13.) 

LxCO is called the Lie derivative of ca by X; (c) gives its differential 
interpretation. 

15. Let M be oriented. Let C be an (m - 1)-form with compact support. Prove 
that J M d( = O. Deduce that if M is compact and C is any (m - 1)-form, 
JMd( =O. 



CHAPTER 2 

LIE GROUPS AND LIE ALGEBRAS 

2.1. Definition and Examples of Lie Groups 

The notion of a Lie group is obtained by imitating the definition of a 
topologica( group. 

Let G be a topologica( group. Suppose there is an analytic structure on 
the set G, compatible with its topology, which converts it into an analytic 
manifold and for which the maps 

(2.1.1) { 
(x,y) ~ xy (x,y E G) 

x~x- 1 (xEG) 

of G x G into G and of G into G, respectively, are both analytic. Then G, 
together with this analytic structure, is called a Lie group. As usual, by abuse 
of language, we shall refer to G itself as a Lie group. According as the analytic 
structure is real or complex, G is called a real or a complex Lie group. A 
connected Lie group is called an analytic group. 

The underlying topologica( group of a Lie group is obviously Iocally com­
pact and second countable. If G is a complex Lie group, then the underlying 
topologica! group, together with the real analytic structure corresponding to 
the complex analytic structure, forms a real Lie group (cf. §1.2). We shall 
refer to this as the real Lie group underlying the complex Lie group G. 

If G;. l < i < n, are Lie groups, then the product group G, x · · · x G., 
equipped with the product analytic structure, is a Lie group; we shall denote 
it by G 1 x · · · x G •. If G, and G2 are Lie groups, a map nof G 1 into G2 .is 
called an isomorphism of Lie groups if it is an isomorphism of the underlying 
groups as well as of the analytic manifolds. 

Let G be a Lie group. It is then immediate from the definition that 
(x,y) ~ xy- 1 is an analytic map of G X G into G. For any fixed a E G, Jet la 
and ra be the left and right translations of G defined by 

(2.1.2) lax= ax raX = xa (x E G). 

41 
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Then la and ra are analytic diffeomorphisms of the analytic manifold G. If 
we write 

(2.1.3) 

then ia is an analytic automorphism of the Lie group G. 
It is natural to ask whether the class of Lie groups is enlarged if one re­

places the analytic manifolds in the definit ion of a Lie group by Ck manifolds 
(O < k ::=;;; oo ). For example, let G be a topologica! group, and let us assume 
that for some in te ger k (0 ::=;;; k ::=;;; oo) G has the structure of a Ck manifold 
for which the maps (2.1.1) are of class Ck. It is then natural to caii G a Ck 
group. One may then raise the question whether it is possible to equip G with 
an analytic structure compatible with its Ck structure, under which it is a Lie 
group. It is comparatively easy to prove that there cannot be more than one 
analytic structure with this property; we shall give a proof of this !ater on. 
The question of existence, however, is more difficult to settle. When k = oo 

or is at least sufficiently large, the existence of such a compatible analytic 
structure on a Ck group was a classical result, proved by Schmidt and known 
to Hilbert. The case k ·~ O is the fifth problem of Hilbert. Its solution for 
compact groups was by von Neumann in 1933; the general case was settled 
only in recent times, as a result ofthe contributions of Gleason, Montgomery­
Zippin, and other mathematicians. We refer the interested reader to the book 
of Montgomery and Zippin [1] for a treatment of this and related questions. 
The fact that every Ck group underlies a unique Lie group shows that we can 
restrict ourselves to analytic and Lie groups without any loss of generality. 

Given a Lie group G and a subgroup H of G which is not necessarily 
closed inG, we shall caii Ha Lie subgroup of G if (i) H is a Lie group, and (ii) 
the identity mapping of H into G is an imbedding of the analytic manifold H 
into the analytic manifold G, i.e., H is an analytic submanifold of G. If H is 
regularly imbedded in G, then H is a topologica! subgroup of G. A connected 
Lie subgroup is called an analytic subgroup. 

Theorem 2.1.1 Let G be a Lie group, real or complex. Suppose H is a 
subgroup which is at the same time a quasi-regularfy imbedded submanifo/d of 
G. Then H, together with this analytic structure, is a Lie subgroup of G. lf H 
is a regu/ar/y imbedded submanifold of G, then H is closed in G. 

Proof The map (x,y) ~-+ xy- 1 of G x G into G is analytic. Hence, by 
restriction, qJ: (x,y) ~-+ xy- 1 is an analytic map of H X H into G. Since 
qJ[H x H] s Hand H is quasi-regularly imbedded, qJ is an analytic map of 
H x H into H. This proves that H is a Lie group. It is obviously a Lie sub­
group of G. Suppose now that H is regularly imbedded inG. Then H is locally 
el o sed in G; and in particular, H is open in its closure. Let ii be the closure 
of Hin G. Then ii is a subgroup of G, and Han open subgroup of H. But an 
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open subgroup of a topologica! group is necessarily closed; hence, H is closed 
in fi. This implies that H = H; i.e., H is closed inG. 

We now discuss a few examples of Lie groups. 

( 1) Rm, the additive group of m-tuples of real n umbers, is a real analytic 
group. cm, the additive group of m-tuples of complex numbers, is a complex 
analytic group. 

(2) Let C* be the multiplicative group of nonzero complex numbers; 
the analytic structure of C* is that of an open submanifold C. Then C* is a 
complex analytic group. For any integer m ~ 1, Ch -~ C* X · · · X C* (m 
factors) is an abelian complex analytic group of (complex) dimension m. 

(3) Let 

(2.1.4) 

Then Ţm is a connected compact subgroup of C*m. We equip Ch with the 
real analytic structure underlying its complex analytic structure and define the 
functions F1 by Fiz~> ... ,zm) =(Re zJ 2 -1- (fm z) 2 - 1; then F1 (l sj < m) 
are real analytic functions and Ţm is the set of common zeros of F 1 , •• • ,Fm. 
It is easy to see that dF 1, ••• ,dFm are linearly independent at ali points 
ofTm. Thus Ţm is a compact regular analytic submanifold ofthe real analytic 
manifold underlying C*m. By Theorem 2.1.1, Ţm is a compact analytic group. 
It is called the m-dimensional tarus. If n is the map of Rm onto Ţm given by 

(2.1.5) 

then nisa submersion of Rm onto Ţm. Thus Ţm may be regarded as the quo­
tient manifold of Rm relative to n. Note that n is a homomorphism and its 
kernel is zm, the set of aJJ (x 1 , ••• ,Xm) where ali the x 1 are integers. 

( 4) Let n > 1 and let illl(n,R) be the real vector space of ali n x n real 
matrices. We denote by a,J ( 1 < i,j s n) the linear function which associates 
with any matrix its ijth entry. Let GL(n,R) be the set of ali invertible elements 
ofilll(n,R). GL(n,R) is open in illl(n,R), and we regard it as an open submani­
fold of 9TI(n,R). Under matrix multiplication GL(n,R) becomes a real Lie 
group. In an analogous manner, GL(n,C) becomes a complex Lie group. The 
Lie subgroups of GL(n,R) and GL(n,C) provide the most important examples 
of Lie groups. More abstractly, if Vis a vector space of finite dimension over 
R (resp. C), the group GL( V) of linear automorphisms of Vis a real (resp. 
complex) Lie group. 

(5) Let n :> 1 and let T"(n,R) be the set of ali upper triangular n x n 
matrices with real entries whose diagonal elements are ali equal to 1 : 
A E illl(n,R) belongs to P(n,R) if and only if au( A) = a,1 for 1 <.i < i s n. 
P(n,R) is a closed subgroup of GL(n,R). Since it is an affine subspace of 
illl(n,R), it is a regular analytic submanifold of GL(n,R), hence a Lie sub-
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group (Theorem 2.1.1). Similarly one can define the complex Lie group 
T"(n,C). 

(6) Let SL(n,R) be the closed subgroup of GL(n,R) consisting of aU 
elements of determinant 1. For A E Wl(n,R) Jetf(A) = det(A) - 1. Thenjis 
an analytic function, and SL(n,R) is the set of zeros off lf Au is the cofactor 
of a11 in the matrix (a,,) 1:o:r,s:O:•• a simple calculation shows that 

(2.1.6) 

It follows from this formula that if dfvanishes at some A 0 E Wl(n,R), then ali 
the cofactors ofthe elements of A 0 must be zero, so that det(A 0) must vanish. 
Consequently dfis nonzero at ali points of SL(n,R). This proves that SL(n,R) 
is a closed regular analytic submanifold of GL(n,R) of dimension n2 - 1. 
Theorem 2.1. 1 aliows us to conci ude that SL(n,R) is a closed Lie subgroup of 
GL(n,R). An analogous treatment can be given for SL(n;C). 

(7) Let O(n,R) be the group of n x n real orthogonal matrices. It is a 
compact subgroup of GL(n,R). We shali prove that it is a regular analytic 
submanifold of Wl(n,R), of dimension ~n(n- 1). Theorem 2.1.1 will then 
imply that it is a compact Lie subgroup of GL(n,R). 

Let q11 be the function on Wl(n,R) defined by 

(2.1.7) 

Then qu = q11, and O(n,R) is the set of common zeros of ali the q11• For any 
A E Wl(n,R) let o(A) be the dimension of the vector space spanned by the 
differentials (dq11)A. We now show that if A E Wl(n,R) is invertible, o(A) = 

!n(n + 1). Fix an invertible A in Wl(n,R). Denote by Q the n X n matrix (qu). 
Then Q = AA' - 1 and so (the suffix denotes that the derivatives are evalu­
ated atA) 

(2.1.8) 

where Ers is the n X n matrix whose uvth entry is o.,Ovs• Let SA be the vector 
space of ali matrices B = (bkr) such that Ltsk.r:o:. bkr(OQjoakr)A = O. It is 
then obvious that o(A) = n2 - dim(SA)· On the other hand, using the above 
expression for (aQ;aak,)A, we find that 

B E SA<==> '}: bk,(AErk + EkzA') =O 
t:;;:t;f:::;;." 

<==> AB' + BA' = O 

<==> BA' is skew-symmetric. 

But, since A is invertible, X~ XA' is a linear automorphism of the vector 
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space 9J1(n,R). So SA has the same dimension as the vector space of real n X n 
skew-symmetric matrices, which is 1n(n - 1). Thus 

c5(A) = 1n(n + 1) (A invertible). 

In particular, for A E O(n,R), c5(A) ce 1n(n + 1). Thus the 1;n(n + 1) 
1-forms dq,1 (1 :::;: i <j:::;: n) are linearly independent at ali points of O(n,R). 
O(n,R) is thus a regular analytic submanifold of dimension in(n - 1 ). An 
analogous discussion can be given for O(n,C). Note that O(n,C) is not com­
pact. 

For A E O(n,R), det(A) = ± 1. The subgroup SO(n,R) of ali real ortho­
gonal matrices of determinant 1 is an open and closed subgroup of O(n,R) 
of index 2. It is thus also a compact Lie subgroup of GL(n,R). SO(n,C) = 

SL(n,C) is analogously open and closed and if index 2 in O(n,C). 
(8) The discussion on SL(n,R) and O(n,R) can be generalized to include 

ali algebraic subgroups of GL(n,R). A subgroup G s; GL(n,R) is said tobe 
real a/gebraic if G is an algebraic subset of the open set of invertible elements 
of Wl(n,R) (cf. §1.2). Similarly, a complex algebraic group is a subgroup of 
GL(n,C) which is at the same time an algebraic subset of it. For instance, the 
orthogonal group is algebraic. We have the following theorem. 

Theorem 2.1.2. Let G be a real (resp. complex) a/gebraic group. Then G 
is a closed real (resp. complex) Lie subgroup ofGL(n,R) (resp. GL(n,C)). 

Proof We discuss only the real case; the complex case is treated along 
the same lines. Let CP be the algebra of ali polynomials in the entries aii with 
real coefficients. Write U ~ GL(n,R), and let G s U be an algebraic group. 
1 n view of Theorem 2.1.1, it is enough to prove that G is a regular submani­
fold of U. Let !1 be the ideal of ali elements of CP which vanish on G. For 
A E U let RA be the vector space spanned by the differentials (df)A, f E !1; 
Jet dA= dim(RA). 

Suppose A E G, and let IAbe the left translation B c---> AB of U. For any 
pE CP, let pA be the function Xc---> p(AX) on 9J1(n,R). Then pA E CP, and 
p f---> pA is an automorphism of the algebra CP which leaves the ideal !1 invari­
ant. Now, for any B E U, the differential (d!A)a is an isomorphism of the 
tangent space to U at B onto the tangent space to U at A B; the dual of this 
isomorphism maps (dp)Aa onto (dpA) 8 for any p E CP. In particular, the vector 
space RAa gets mapped onto the vector space RA under this dual. Thus dAn = 

d8 for ali B E U. We thus see that dA is constant for A E G. 
Now apply Whitney's Theorem 1.2.1. The constancy of dA for A E G shows 

that ali points of G are regular and enables us to conci ude that G itself is a 
regular analytic submanifold of U. As mentioned at the beginning, this proves 
that G is a closed Lie subgroup of GL(n,R). 
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(9) Let B be the skew-symmetric bilinear form on C 2• x C2• given by 

(2.1.9) 

wherex = (x~> ... ,x2.)andy = (y 1 , ••• ,y2.). ThesymplecticgroupSp(n,C) 
is defined to be the subgroup of GL(2n,C) of ali elements which leave B in­
variant. Let 

(2.1.10) _ ( O I.) F- ' 
-1. o 

where I. is the n x n identity matrix. Then it is easy to show that Sp(n,C) is 
the subgroup of ali A E GL(2n,C) such that A'FA = F. Sp(n,C) is thus a 
complex alg-.;braic group, hence a closed complex Lie subgroup of GL(2n,C) 
by Theorem 2.1.2. The analogously defined algebraic subgroup of GL(2n,R) 
is denoted by Sp(n,R). 

It is customary to refer to the groups GL(n,C), SL(n,C), SO(n,C), O(n,C), 
and Sp(n,C) as the complex classical groups. 

(10) Let U(n,C) be the unitary group in n dimensions, i.e., the subgroup 
of ali matrices in GL(n,C) that lea ve the Hermitian form x 1x 1 + · · · + x.x. 
invariant. If t denotes adjoints, then A E U(n,C) if and only if AA1 = A1A 
= 1. SU(n,C) denotes SL(n,C) n U(n,C). If Sp(n,C) is defined as above, we 
write Sp(n) = Sp(n,C) n U(2n,C). U(n,C), SU(n,C), and Sp(n) are aii com­
pact groups. 

Let ep = (Op 1, ••• ,op.) (1 < p < n) be the usua1 basis ofC• over C. Then 
e 1 , ••• , e., ie 1 , ••• , ie. (i 2 = - 1) is a basis of C• considered as a vector space 
over R. This enables us to identify GL(n,C) with a real algebraic subgroup of 
GL(2n,R). Under this identification, SU(n,C), U(n,C), and Sp(n) are easily 
seen tobe real algebraic subgroups of GL(2n,R). These are therefore ali Lie 
groups. 

U(n,C), SU(n,C), SO(n,R), and Sp(n) are usually referred to as the com­
pact classical groups. 

Note that if G is a Lie group and G0 is the connected component of G 
containing 1, G0 is an open and closed subgroup of G; hen ce G0 is an open 
analytic subgroup of G. We 1eave it to the reader to verify that if H is a Lie 
subgroup of G, H 0 is an analytic subgroup of G, and that H 0 is regu1arly 
imbedded inG if H is. 

If G is a countable discrete group, G0 = {1 }. We shall regard G0 as an 
analytic group (of dimension 0), so G will bea Lie group. 

2.2. Lie Algebras 

Let k be a field of characteristic O. A vector space g over k is called a Lie 
algebra o1w k if there is a map 
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(X,Y) r--+ [X,Y] (X, Y, [X,Y] E g) 

of g x g into g with the following properties: 

(2.2.1) l (i) (X,Y) r--+ [X,Y] is bilinear 

(ii) [X,Y] + [Y,X] = o (X, y E g) 

(iii) [X,[Y,Z]] + [Y,[Z,X]] + [Z,[X,Y]] = o (X, Y, z E g). 

For X, Y E g, [X,Y] is called the bracket of X with Y. The relation (iii) of 
(2.2.1) is known as the Jacobi identity. Al! the Lie algebras considered by us 
are finite-dimensional unless we explicitly state otherwise. 

Let g be a Lie algebra over k and Jet {X1 , ••• ,X"} be a hasis of g (as a 
vector space). Then there are uniquely determined constants c"P E k (1 < 
r, s, p < n) such that 

(2.2.2) 

The c,sp are called the structure constants of g relative to the hasis {X1 , ••• ,X"}. 
The identities (2.2.1) then lead to the following relations: 

(2.2.3) l (i) Crsp + Csrp = 0 (1 < r, S, p < n) 

(ii) L: (c,,pCpru + CsrpCpru + CrrpCps.) = 0 
l$,.p-::;_n 

(1 < r, s, t, u < n). 

If g is a Lie algebra over k and K is a field containing k, the K-vector 
space g ®k K has a unique structure of a Lie algebra over K such that 

(2.2.4) [X® l,Y® 1] = [X,Y] ® 1 (X, y E g) 

We denote this Lie algebra by gK and refer to it as the extension of g to K. 
We shall usually identify g with its image in gK under the map X r--+ X® 1 
(X E g). If k = R and K = C, we write gc for g ®a C and caii it the com­
plexification of g. 

Let g be a Lie algebra over k. Given two linear subspaces a and o of g, 
we denote by [a,o] the linear space spanned by [X,Y] with X E a, Y E o. A 
linear subspace f) of g is called a suba!gebra if [f),f)] s::; f); it is called an ideal if 
[g,f)] s::; f). If g, g' are Lie algebras over k, and n (X r--+ n(X)) a linear map of 
g into g', n is called a homomorphism if it preserves the bracket operations, 
i.e., if 

(2.2.5) [n(X),n(Y)] = n([X,Y]) (X, Y E g). 

If n is a homomorphism, then n[g] is a subalgebra of g', and the kernel of n 
is an ideal in g. Conversely, Jet g be a Lie algebra over k and f) an ideal of g. 
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Let g' = g/l) be the quotient vector space, and n the canonica! linear map of 

g onto g'. For X'= n(X) and Y' = n(Y) Jet 

(2.2.6) [X',Y'] = n([X,Y]). 

Then it is easy to show that [X',Y'] is well defined and that g' becomes a Lie 

algebra over k with this definition of the bracket. n is then a homomorphism 

of g onto g' with LJ as its kernel. g' is called the quotient of g by l); we continue 

to denote it by g/tJ. 
Let g; (1 < i < m) be Lie algebras over k. Then g = g1 X · · · x gm 

becomes a Lie algebra over k if we define 

(2.2.7) 

for (X~> ... ,Xm) and (Y 1, ••• ,Ym) in l). n is called the produc! of the Lie 

algebras g; (1 < i < m). 
We now give some examples of Lie algebras. 

(1) Let g be any finite-dimensional vector space over k. lf we define 

[X,Y] = o for ali X, y E l), then n becomes a Lie algebra over k. It is said to 

be abelian. 
(2) Let V be a finite-dimensional vector space over k. For any two 

endomorphisms X and Y of V, define 

(2.2.8) [X,Y] = XY ~~ YX. 

With this bracket, the vector space of ali endomorphisms of V becomes a Lie 

algebra over k. It is denoted by gf(V). More concretely, the vector space of 

ali n X n matrices with entries from k becomes a Lie algebra over k if we 

define the bracket by (2.2.8). This Lie algebra is generally denoted by g!(n,k). 

As important subalgebras of nt(n,k) we mention the following: l:l{(n,k), the 

subalgebra of ali matrices of trace O; o(n,k), the subalgebra of ali matrices 

which are skew-symmetric; and when n = 2m, ibp(m,k), the subalgebra of ali 

matrices A such that A'F + FA = O, F being the matrix defined by 

(2.2.9) 

(here Im is the m x m identity matrix). The verification that these are in fact 

subalgebras is elementary and is left to the reader. 
(3) Let gf(n,C)R denote g{(n,C) considered as a Lie algebra over R. Then 

X~ - X 1 is an involutive automorphism of g!(n,C)R,t denoting the operat ion 

of taking adjoints. The elements which are fixed by this involution form a 

subalgebra, denoted by u(n,C). More generally, Jet p > 1, q > 1 be two in-
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tegers with n = p + q and Jet D be the diagonal matrix 

(2.2.10) D = diag(l, ... ,1,-1, ... ,-1) 
.._,.........- --------------p elements q elements 

Then X~ - DX1D is an involutive automorphism of gf(n,C)R whose fixed 
points forma subalgebra, denoted by u(p,q,C). 13u(p,q,C) = 13{(n,C) n u(p,q,C) 
is a subalgebra of u(p,q,C). Analogously, with D as in (2.2.10), x~ -DX'D 
is an involutive automorphism of g{(n,R) whose set of fixed points is a sub­
algebra, denoted by o(p,q). 

(4) Let ~{ be any algebra over k. We assume that the multiplication in 
~{ is bilinear but not necessarily associative. An endomorphism D of~{ (con­
sidered as a vector space) is called a deriva/ion if 

(2.2.11) D(ab) = (Da)b + a(Db) (a, b E ~{). 

If D 1 and D 2 are derivations of W, then it is easy to see that [D 1,D2] = 

D 1D 2 - D 2D 1 is also a derivation of~{. If ~{ is finite-dimensional, the set of 
derivations of~{ is a subalgebra of g{(W). 

(5) Let M bea real analytic manifold. We shall denote by 3.(M) the real 
vector space of ali real analytic vector fields on M. It follows from (1.1.6) that 
3.(M), equipped with the Lie bracket, is a Lie algebra over R. This Lie algebra 
is in general infinite-dimensional. However, there are many situations where 
3.(M) admits a variety of finite-dimensional subalgebras. These play an im­
portant role in the theory of Lie groups. For instance, we may take M = R• 
and take g to be the set of ali vector fields of the form L: 1";i:o:n atCa/axj), where 
x 1, ••• ,x. are the usual coordinates on M and the aj are possibly inhomo­
geneous linear functions of the x's. g is a finite-dimensional subalgebra of 
3.(M). 

We also introduce at this stage the notion of a representation of a Lie 
algebra; with later applications in mind, we allow the representation to be 
infinite-dimensional. Let g bea Lie algebra over k, and V a vector space over 
k, not necessarily finite-dimensional. By a representation of g in V we mean a 
map 

n : X~ n(X) (X E g) 

of g into the vector space of ali endomorphisms of V such that 

(2.2.12) { 
(i) n is linear 

(ii) n([X,Y]) = n(X)n(Y)- n(Y)n(X) (X, Y E g). 

If Vis finite-dimensional, (2.2.12) is equivalent to saying that nisa homomor­
phism of g into g!(V). The dimension of Vis called the degree of n. n is said to 
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be the trivial representation if dim V = 1 and n(X) = O for ali X E g. In 
many cases of interest Vis an algebra over k and each n(X) a derivation of V. 

Suppose g is any Lie algebra over k. For any X E g, Jet ad X denote the 
endomorphism of g given by 

(2.2.13) ad X: Y~----t [X,Y] (Y E g). 

It follows easily from (2.2.1) that ad Xis a derivation of g and that X ~---t ad X 
is a representation of g in g. This is called the adjoint representation of g. 
Note that g is abelian if and only if ad X= O for ali X E g. The kernel of 
the adjoint representation is the set of ali X E g such that [X,Y] = O for ali 
Y E g; it is called the center of g. 

There are two important and interesting operations which can be perfor­
med on representations to yield new representations. Let g be a Lie algebra 
over k and Jet n1 bea representation of g in a vector space V1, i = 1, ... ,r. 
Let V= V1 X · · · x V., and for any X E g Jet n(X) be the endomorphism 
of V defined by 

(2.2.14) n(X)(v1, ... ,v,) = (n1(X)v1, ... ,n,(X)v,) 

for ali (v 1 , ••• ,v,) E V. It is easy to see that n is a representation of g in 
V; it is called the direct sum ofthe representations n1 (1 < i < r). Further, Jet 

For any X E g Jet n(X) be the endomorphism of W given by 

(2.2.15) { 
n(X) = n 1(X)@ 1@ · · ·@ 1 + 1 @n2(X)@ 1@ · · ·@ 1 

+ · · · + 1 @ 1 @ · · · @ 1 @ n,(X). 

We lea ve it to the reader to verify that n is a representation of g in W. It is 
called the tensor product of n 1, ... ,n, and is denoted by n 1 @ · · ·@ n,. 

It is important not to confuse the notion oftensor products ofrepresenta­
tions of a Lie algebra with another notion, the so-called outer tensor prod­
uct. Let g1 be a Lie algebra over k, and n1 a representation of g1 in V1• Let 
g = g1 x · · · X g, be the product of the g1, and for any (X1, ••• ,X,) E g Jet 

(2.2.16) n(X1, ... ,X,)= n 1(X1)@ 1@ · · ·@ 1 + · · · 
+ 1 @ 1 @ · · · @ n,(X,). 

It is eas.y to verify that n 0 is a representation of g0 in W. It is called the outer 
tensor produc! of n 1, ... ,n., and is denoted by n 1 x n 2 x · · · x n,. Note 
that 
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(2.2.17) (n 1 @ · · ·@ n,)(X) = (n 1 X n 2 X · · · X n,)(X, ... ,X) (X E g) 

if g 1 = ... = g, = g. 
Representations n; of a Lie algebra g in V; (i = 1, 2) are said to be 

equil'alent if there is a linear isomorphism e of VI onto Vz such that 

(2.2.18) 

A representation n of a Lie algebra g in V is said to be irreducible if O and V 
are the only subspaces of V which are invariant under all n(X), X E g. Let 
n be non-irreducible and W ( =F O, =F V) a subspace invariant under all n(X), 
X E g; for any X E g Jet nw(X) (resp. nv;w(X)) be the endomorphism induced 
by n(X) on W (resp. Vf W). Then nw (resp. nv;w) is a representation of g in W 
(resp. V/ W); it is called the subrepresentation (resp. quotient representation) 
defined by W. 

2.3. Tbe Lie Algebra of a Lie Group 

Let G be a real Lie group. We denote its identity element by 1. Then the 
vector space 3a{G) of ali analytic real vector fields on G is a Lie algebra over 
R, the bracket being the usual Lie bracket. For any b E G, lb (x ~ bx) is an 
analytic diffeomorphism of the analytic manifold G. It therefore induces an 
automorphism x~ X 1• of the Lie algebra 3a{G). An element X E 3.(G) is 
said to be h!.ft-inl'ariant if X 1• = X for ali b E G. It is obvious that the set of 
allleft-invariant real analytic vector fields forms a subalgebra ofthe Lie alge­
bra 3.(G). We denote this Lie algebra by g and call it the Lie algebra of G. 
In a similar manner, if G is a complex Lie group, the set of ali Ieft-invariant 
holomorphic vector fields on G is a Lie algebra over C, denoted by g and 
called the Lie algebra of G. 

Tbeorem 2.3.1 Let G bea Lie group and g its Lie algebra. Then the map 

(2.3.1) 

is a linear isomorphism of g onto the tangent space T 1 (G) to Gat 1. In particular 

(2.3.2) dim(G) = dim(g). 

Proof. We give the proof in the real case. The complex case is handled 
in a similar fashion. 

If X E g and b E G, the left invariance of X implies that 
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Hence X1 =O implies Xb =O for ali b E G; i.e., X= O. Thus the map (2.3.1) 
is injective. We now prove that it is surjective. Let vE T 1(G). For any b E G 

we detine the tangent vector xb E Tb(G) by 

We prove that X (b r--+ Xb) is an element of g. If x E G, the relation lxb = 

lx o lb implies that 

(dlxMXb) = (dlxM(dlbMv)) 

= (dlxbMv) 

X is thus invariant under ali left translations. We now assert that X is an 
analytic vector field. In view of the left invariance, it is enough to check that 
X is analytic around the identity element 1. Select coordinates x 1 , ••• , x. 
onan open subset U of G with 1 E U and x 1(1) = · · · = x.(l) =O. Since 
the map (x,y) r--+ xy of G X G into G is analytic, there are functions F1 

(1 < i < n) defined and analytic around the origin of R• x R• such that 

(2.3.3) 

for 1 < i < n and ali a,b in some open set V with 1 E V and VV ~ U. Let 
el, ••• ,c. E R be such that xl = L:l:O:}:O:n cla;ax})l. If a E V, x.x; = Xlyi, 
where y 1 is the function b r--+ x;(ab) on V (1 < i < n). Hence, [rom (2.3.3), 

(2.3.4) 

The expression (2.3.4) shows that the functions ar--+ X.x1 (1 < i < n) are 
analytic on V. This proves that X is an analytic vector field. Thus X E g. 

The map Xr--+ X 1 is therefore a linear bijection ofg onto T 1(G). The as­
sertions of the theorem follow at once from this. 

It follows at once from Theorem 2.3.1 that for any b E G, the map X r--+ Xb 

(X E g) is a linear isomorphism of g with Tb(G). This isomorphism enables 
us to identify the tangent space to Gat b with g. We refer to this as the can­
onica! identification. 

It is possible to develop the theory of Lie groups by defining the Lie 
algebra of a Lie group G to be the set of ali right-invariant analytic vector 
fields. It should be noted, however, that a right-invariant vector field is in 
general not left-invariant. If G is abelian, it is obvious that left and right 
invariance coincide. 

lf G is a Lie group, its Lie algebra g is an "invariant" of the Lie group 
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structure of G. The fundamental problem in the theory of Lie groups is that 
of determining the extent to which G is determined by g. We shall prove that 
G is determined up to "local isomorphism" by its Lie algebra. We shall also 
prove th:;: much deeper result that any abstractly given Lie algebra over R 
(resp. C) is isomorphic to the Lie algebra of a real (resp. complex) Lie group. 
The proofs of these theorems require considerable preparation and will be 
carried out in subsequent sections. At this stage we content ourselves with the 
remark that g is already determined by the component of 1 of G. In fact, Jet 
G0 be the component of 1 of G and g0 its Lie algebra. G0 is an open submani­
fold of G. For any X E g, Jet X 0 be its restriction to G0 • Then X f--7 X 0 is an 
isomorphism ofg with g0 (by Theorem 2.3.1). In rough terms, the structure of 
G beyond G0 cannot be obtained from g. 

We now give a few examples of the correspondence G f--7 g. 

(1) Let V bea vector space over R of finite dimension n.lt is an analytic 
manifold in the usual way and a real Lie group under addition. For v E V 
denote by a(v) the derivation of c=(V) given by 

(2.3.5) (a(v)f)(u) = {~f(u + tv)L
0 

(u E V). 

a(v) is a left-invariant ana)ytic vector fieJd, and V f--7 a(v) is a linear isomor­
phism of V with its Lie algebra. For fixed u E V, fr--7 (a(v)f)(u) defines a 
tangent vector a(v). to V at u, and V f--7 a(v). is a linear isomorphism of V 
with the tangent space to V at u. This enable us to identify the tangent space 
to V at any of its points with V itself. We shall always do this and refer to it 
as the canonica/ identification. Let x 1, ••• ,x. bea hasis ofthe dual V* of V, 
and e 1 , ••• ,e. the corresponding dual hasis of V. If v E V, then 

and an easy calculation shows that 

a(v). = 1 ~. xi(v)(a:)" (u E V). 

It follows at once from this that the Lie algebra of Vis abelian. 
(2) Let V be as in (1). The space 9R of endomorphisms of Vis a vector 

space over R of dimension n2 and is an analytic manifold in the usual manner. 
Let G = GL(V); then G is an open submanifold of\.JR. We now "determine" 
the Lie algebra g of G. We canonically identify the tangent space to 9R at any 
of its points with 9R itself (cf. (1)). Given X E g, the tangent vector X 1 at the 
identity element 1 is, by virtue of our identification, an element of 9R itself. 
Let us denote this element by X 0 • Since dim(\.JR) = n2 = dim(g), it is clear 
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that X~ X 0 is a linear isomorphism of g with Wl. To complete the "deter­
mination" of g it only remains to calculate [X,Y] 0 in terms of X 0 and yo for 
any two elements X and Y of g. 

Let X, Y E g. Letfbe an arbitrary real/inear function on Wl. For A E G 
!etP be the linear function on ID1 defined by P(C) = f(AC) (CE IDl). Then 
in the notation for differential operators (cf. §1.1) 

Therefore 

f(A;Y) =fA(l;Y0 ) 

= { :rf(A + tAyo) Lo 
=f(AY0 ). 

f(l;XY) = (Yf)(l;X0 ) 

= {!!:_f(Yo + tXoyo)} 
dt t=O 

It follows from this that 

(2.3.6) f(I;[X,Y]) =f(X0 Y 0 - yoxo). 

Sincefis an arbitrary real linear function on Wl, and since there exist n2 real 
linear functions on ID1 which form a system of coordinates for ID1 (hence for 
G), the formula (2.3.6) leads us to 

(2.3.7) [X,Y]o = xoyo _ yoxo. 

In other words, the map X~ X 0 is a Lie algebra isomorphism of g with 
g!(V). We shall henceforth identify g with g!(V) via this isomorphism, so that 
g!(V) becomes the Lie algebra of GL(V). 

(3) Let A be an associative algebra with unit 1. We assume that A is 
defined over R and that it is of finite dimension; the complex case may be 
treated along the same li nes. De note by G the group of invertible elements of 
A. For x, y EA, Jet A.x(y) = xy. The functionf: x ~ det(A.x) is a polynomial 
function on A, and x E G if and only ifj(x) =1= O. G is thus open in A. Equip­
ped with the topology and analytic structure inherited from A, G becomes a 
Lie group. Let g denote its Lie algebra. 

Since A is a vector space, we may identify the tangent spaces T "(A) (x E A) 
with A itself in the usual fashion. We then have a linear isomorphism 

of g onto A which associates with any X E g the element of A corresponding 
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to the tangent vector defined by X at 1. Proceeding exact1y as in the previous 
examp1e, we find that 

[X,Y]o = xoyo _ yoxo. 

In other words, if we denote by AL the Lie algebra whose underlying vector 
space is that of A and in which the bracket is defined by 

[u,v] = uv - vu (u, v E A), 

then g is canonicaliy isomorphic to AL. 
(4) Let G1, ••• ,G. be Lie groups and let g1 be the Lie algebra of 

G1, 1 <j < n. Let G = G1 X · • · X G. be the product Lie group and g 
its Lie algebra. We canonicaliy identify the tangent space to Gat any point 
(x 1, ••• ,x.) with Tx,(G 1) X · • • X Tx.(G.). If X1 E g1 for 1 <j < n, the as­
signment (x 1 , ••• ,x.) ~ ((X1)x,, ... ,(X.)x.) determines an element, say X, 
of g. We lea ve it to the reader to check that the map (X1, ••• ,X.)~ X is an 
isomorphism of the Lie algebra g1 X · • • X g. onto g. In view of this iso­
morphism, we shall identify g with g, x · · · x g •. 

2.4. The Enveloping Algebra of a Lie Group 

Let G be a real Lie group. For each a E G, la (x ~ ax) is an analytic 
diffeomorphism of G onto itself; it therefore induces an algebra automor­
phism of the algebra ( over R) of ali analytic real differential opera tors on G. 
An analytic real differential operator Dis calied left-invariant if it is invariant 
under ali left translations. Such differential operators form an algebra over 
R, denoted by ®. lf G is a complex Lie group, ® will denote the algebra 
(over C) of ali holomorphic differential operators on G invariant under ali 
left translations. In either case ® is calied the enveloping algebra of G. If g is 
the Lie algebra ofG, then g ~ ®, and for X, Y E g, [X,Y] = XY- YX. We 
shall postpone to the next chapter a closer study of®, and content ourselves 
at this stage with the following theorem. 

Theorem 2.4.1. Let G be a Lie group, g its Lie algebra, ® ils enveloping 
algebra. Suppose [X1, ••• ,X.} is any basisfor g. For any n-tuple (r 1, ••• ,r.) 
of integers >O let us de .fine the element x<r .... ··'·> of® by 

(2.4.1) 

(x<o .... ,O) = 1, the identity operator). Then, the x<r., ... ,r.) forma basisfor ®.In 
particular, ® is algebraically generated by 1 and g. For any a E G, the map 
D ~ Da (D E ®) is a linear isomorphism of® with n~>(G). 



56 Lie Groups and Lie Algebras Chap. 2 

Proof We work with real Lie groups; the complex case can be treated 
similarly. Now, X 1, • •• ,Xn are real analytic vector fields on G with the prop­
erty that (X1)a, ... ,(Xn)a form a hasis for Ta(G) for any a E G; therefore, 
Theorem 1.1.2 applies. We conci ude first from that theorem that the X<r,, · ···'·> 
are linearly independent elements of®. Now suppose DE®. The same theo­
rem then implies that for some integer s >O and analytic functionsf<,, .... ,r,J 
on G (r 1 + · · · + rn < s), 

(2.4.2) 

the functions J(,,, ... ,r.> being uniquely determined by D. Since the x<r,, .... ,.> 
are left-invariant, we have 

(2.4.3) 

The relations (2.4.2) and (2.4.3) imply that aU the J(,,,. .. ,,,J are left-invariant. 
Hence they are aU constant. ® is thus linearly spanned by the x<r,, ... ,r.>. In 
particular, the X1 generate® algebraically. 

To prove the last assertion, fix a E G and write r( D) = Da (D E ®). 
The left invariance of the elements of® implies at once that r is injective. On 
the other hand, if p is any integer > O and @<P> is the linear span of the 
x<r, ... .,r.) with rl + ... + rn < p, T maps (M<pl into T~Pl(G), while dim @<Pl = 
dim T~P>(G). r thus induces a linear bijection of @<P> onto T~P>(G) for each 
p > O. Consequently, r is a linear isomorphism. 

As a simple example, let B be a vector space over R of dimension n. Let 
o be the Lie algebra ofthe additive group of B, 58 its enveloping algebra. For 
X E B let a(X) be the derivation of c=(B) defined by (2.3.5). Then X~ a( X) 
is a linear isomorphism of B onto &. Let S denote the symmetric algebra over 
B; we assume that B s; S. Since a(X)a(Y) = a(Y)a(X) for X, Y E B, a 
extends to a unique homomorphism, denoted again by a, of S into 58. Since o 
generates 58, a maps s onto 58. On the other hand, if XI, ... ,xn is a hasis of 
B, the elements a(X1)" • • • a(Xn)'· = a(X~· · · · X~·) are linearly independent 
in 58 by Theorem 2.4.1. It follows from this that a is an isomorphism of the 
algebra S onto the algebra 58. If c; 1, ••• , en is the hasis of B* dual to the hasis 
{Xh ... ,Xn} of B, then an easy calculation shows that 

The linear independence of the a(X1)'' • • • a(Xn)'· may also be deduced 
from these formulae, thereby avoiding the appeal to Theorem 2.4.1. 
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2.5. Subgroups and Subalgebras 

Let G be a Lie group (real or complex) and g its Lie algebra. Let H be a 
Lie subgroup of G and q its Lie algebra. We denote by i the identity map 
of Hinto G. For any X E g, (di) 1(X1) E T 1(G), so there is a unique element 
X E g such that X 1 =c (diMX1). Write 

(2.5.1) X= (di)(X) (X E g). 

Sin ce (di) 1 is a linear injection, it is clear that di is a linear injection of q into 
g. Moreover, X and X= (di)(X) are i-related for any X E g. In fact, if we 
write Ax for the left translation of H by an element x E H, then lx o i = 

i o Ax; from this we get the relation 

(2.5.2) 

which asserts the i-relatedness of X and X. It follows from this that 

(2.5.3) [(di)(X),(di)(Y)] = (di)([X,Y]) (X,Y E g); 

di is therefore a Lie algebra injection of q into g. If we write 

(2.5.4) (di)[ij] = f), 

then f) is a subalgebra of g, called the subalgebra of g defined by H. Clearly, LJ 
is also the subalgebra of g defined by H 0 • Note for !ater use the following 
relation, which follows trivially from (2.5.2): 

(2.5.5) 

The question naturally arises whether one can construct, corresponding 
to an arbitrary subalgebra LJ of g, a Lie subgroup H of G which defines f); 
and if this is possible, whether H is uniquely determined. It is obvious that 
we cannot in general expect uniqueness unless H is connected. The aim of 
this section is to prove that the correspondence H f--> f) is a bijection of the 
set of ali analytic subgroups of G onto the set of ali subalgebras of g. The 
proof depends on the following lemma. 

Lemma 2.5.1. Let G bea Lie group, g its Lie algebra, and t) a subalgebra 
of g. For any x E G, Jet J.;~ be the subspace of Tx(G) consisting of the set of 
al! tangent vectors of the form Xx, X E tJ. Then (x f--> J.;D is an involutive 
analytic system of tangent subspaces, ofrank equal to dim f), on the manifold G. 

Proof We work with real Lie groups; the complex case is analogous. 
Put J.; = J.;fJ, Jet p = dim f), and Jet X~> . .. ,X. be a basis for g such that 
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Xt. ... ,XP span 1). Since LJ is a subalgebra, there are constants cijk E R 
such that 

The tangent vector (X1L, ... ,(Xp)x span oCx for any x E G. Since the X; 

are analytic vector fields, we may conclude that oC is an analytic system of 

tangent subspaces of rank p. It remains to prove that oC is involutive. 

To prove that oC is involutive, Jet V be any open subset of G, and X and 

Y two analytic vector fields on V which belong to oC on V; we must prove 

that [X,Y] belongs to oC on V. Now, the (X 1)x, . .. ,(XnL form a basis for 

Tx(G) for any x E G. Therefore by Theorem 1.1.2 there are analytic functions 

f;, g; (1 < i < n) on V such that X= 'L, 1gs;nf;X; and Y = 'L, 1 s;;s;. g;X; 

on V. Since X and Y belong to oC on V, J,. = g; = O for p < i < n. Hence on V 

where for 1 < k < p, 

This proves that [X,Y] belongs to oC on V. oC is therefore involutive. 

Theorem 2.5.2. The correspondence, which assigns to any analytic sub­
group ofG the subalgebra of g defined by it, is a bijection of the set of ali analytic 
subgroups of G onto the set of al! subalgebras of g. Jf l) s; g is a subalgebra, the 
analytic subgroup H that defines l) is the maxima! integral manifold containing 
1 of the involutil•e system oC\ while for any x E G, the left coset xH is the 
maxima! integral manifold of oCQ passing through x. 

Proof Let oC be as in Lemma 2.5.1. We can apply the Chevalley-Fro­

benius theory of involutive systems (cf. § 1.3) to it. Let H be the maxima! in­

tegral manifold of oC containing 1. 
From the definition of oC it is clear that 

(2.5.6) 

It follows from (2.5.6) that if S is an integral manifold of oC containing y, 

xS is an integral manifold of oC containing xy. As a consequence, if Sis the 

maxima! integral manifold of oC containing y, xS is the maxima! integral 
manifold of oC through xy. Taking y = 1, we see that xH is the maxima! 

integral manifold through x for any x E G. Since the maxima! integral 
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manifold through any point is unique, we must have xH = H for x E H. 
It follows easily from this that H is a subgroup of G. We know (Theorem 
1.3.7) that H is a connected quasi-regular submanifold of G. Hence, by 
Theorem 2.I.l, H is an analytic subgroup of G. 

We claim that 1) is the subalgebra of g defined by H. Suppose 1)' is 
thc subalgcbra in question. Then, for any X E g, X E 1)' if and only if 
X 1 E (di)t[T1(H)] = .C~> i.e., if and only if X E l). This proves that 1)' = 1). 

Suppose, finally, that H' is an analytic subgroup of G which defines the 
same subalgebra f) of g. Let i' be the identity mapping of H' into G. By (2.5.5), 
(di')JTx(H')] = .Cx for aii x E H'. Hence H' is an integral manifold of .C. 
Since I E H', it follows th;t H' is an open submanifold of H. In particular, 
H' is an open subgroup of H. But thcn H' is closed in H, and since H is con­
nected, we must have H' = H. Thus H' and H are identica! as analytic sub­
groups of G. 

Theorem 2.5.2 is completely proved. 

In general, an analytic subgroup is not regularly imbedded, and so is not 
a topologica! subgroup. We shall now examine the circumstances under 
which an analytic subgroup is regularly imbedded. 

Lemma 2.5.3. Let A and B be locally compact second countable groups, 
and Jet rp be a continuous homomorphism of A onto B. Then rp is open. Jf rp is 
one-to-one, it is a homeomorphism. 

Proof Let IA and In be the respective identities of A and B. Let V be an 
open set containing IA- Select a compact neighborhood V1 of IA such that 
V1 Vi 1 S V. Since A is second countable, we can find a sequence a~>a2 , ••• of 
elements of A such that A= U:~t a"V1 • T.hen B = U:~t rp(a")rp[V1]. The sets 
rp(a")rp[Vd being compact, we can apply the Baire Category theorem to infer 
that for some n > I, QJ(a")QJ[V1] has nonempty interior. Hence rp[V1) has non­
empty interior. Choose b E V1 such that QJ(b) is an interior point of rp[V1]. 

Then In = rp(b )QJ(b- 1) is an interior point of QJ[Vt1QJ[V! 1] = QJ[V1 Vi 1 ], so that 
In is an interior point of rp[V]. lf U is an arbitrary open set in A and a E U, 
In is an interior point of rp[a- 1 U] = rp(a)- 1rp[U] by the above result, showing 
that QJ(a) is an interior point of rp[U]. This proves that rp[U] is open. q1 is thus 
an open mapping. The second result is a trivial consequence of the first. 

Theorem 2.5.4. Let G be a Lie group and Ha Lie subgroup of G. Then H 
is quasi-regularly imbedded in G. Moreover, the following conditions on H are 
equivalent: 

(i) H is a topologica/ subgroup of G 
(ii) H is regularly imbedded in G 

(iii) H is a closed subset of G. 
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Proof Let H 0 be the component of the identity of H. H 0 is quasi-reg­
ularly imbedded inG, as we observed in the proof ofTheorem 2.5.2. From this 
the quasi-regularity of H follows easily. For the rest of the theorem (i) => (ii) 
by definition, while (ii) => (iii) by Theorem 2.1.1. Suppose now that H is a 
closed subset of G. Then H is locally compact and second countable in the 
relative topology inherited from G. So, by Lemma 2.5.3, the identity mapping 
of H into G is a homeomorphism into. This shows that H is a topologica! 
subgroup of G. Theorem 2.5.4 is proved. 

It is easy to give examples of analytic subgroups which are not topologica! 
subgroups. For example, let G = P, the two-dimensional torus (cf. (2.1.4)). 
Let h be the map of R 1 into G given by 

(2.5.7) 

ot being an irrational number. Let H = h[R1]. Then H is a subgroup of G. It 
is classical that H is not closed in G-it is actually dense in G. We give to 
H the analytic structure for which h is an analytic diffeomorphism of R 1 with 
H. It is then obvious that H is an analytic subgroup of G. 

As an example illustrating Theorem 2.5.2, consider G = GL(n,R) and 
H = O(n,R). H is a closed Lie subgroup of G of dimension ~n(n- 1) (cf. 
§2.1). We identify canonically the Lie algebra of G with g = g!(n,R). We now 
determine the subalgebra l) of g defined by H. We have 

(2.5.8) dim(!J) = ~n(n - 1). 

Let ak1 (1 < k, 1 < n) be the linear function on 9Jl(n,R) whose value at any 
matrix A is its klth entry. Fix X E tJ, and let X= (bil) 1g, 1,;, •• Then the tan­
gent vector corresponding to X at 1 is 

Let q11 be the functions defined by (2.1. 7) and let Q be the n X n matrix­
valued function whose ijth entry is q11 • Since q11 = O on H, we have X 1qt1 = 
O (1 < i,j < n), i.e., 

(2.5.9) 

In view of (2.1.8), we get from (2.5.9) 

(2.5.10) X+X' =O, 

i.e., X is skew-symmetric. Thus f) s; o(n,R), the Lie algebra of ali skew-sym-
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metric matrices. Sin ce dim o(n,R) = in(n - 1 ), we conci ude from (2.5.8) 
that t) = o(n,R). 

Given a Lie group G with Lie algebra g and an analytic subgroup H of G, 
Theorem 2.5.2 enables us to identify in a canonica! fashion the Lie algebra of 
H with the subalgebra of g defined by H. In particular, the Lie algebras of 
analytic subgroups of GL(n,R) may be canonically identified with subalgebras 
of g((n,R). The above example is an illustration of this identification. 

2.6. Locally Isomorphic Groups 

As we ha ve seen, the Lie algebra of a Lie group G is already determined 
by the component of the identity G0 of G. Actually, the converse of this is 
also true. It turns out that the Lie algebra of G completely determines the 
local structure of G; i.e., two Lie groups ha ve isomorphic Lie algebras if and 
only if they are locally isomorphic. These facts constitute what are usually 
referred to as the first and second fundamental theorems of Sophus Lie. The 
proof of this theorem will be given in §2.8. We shall devote this section to a 
brief recapitulation of the basic facts of the theory of a certain class of con­
nected groups and their covering groups. This theory is well known, and we 
refer the reader to Pontryagin [1] and Spanier [1]. 

We begin with the notion ofpaths and their homotopy. Let Xbe a Haus­
dorff topologica! space. A path in X is a continuous map f of the unit interval 
[0,1] into X; if/(0) = f(l) = x,fis said tobe a closedpath about x. lfjis con­
stant it is said to bea nul! path. X is said tobe arcwise connected if, given any 
two points x,y E X, there is a pathfin Xwithf(O) = x andf(l) = y. Xis 
said to be locally arcwise connected if the collection of all arcwise connected 
open sets forms a base for the topology of X. Suppose now that X is arcwise 
connected and locally arcwise connected. Two paths f and g in X are said to 
be homotopic (f ~ g in symbols) if there is a continuous map rp of the unit 
square [0,1] X [0,1] into Xsuch that rp(O,t) =f(t), rp(l,t) = g(t) (O< t < 1) 
and rp(s,O) = f(O) = g(O), rp(s,l) = f(l) = g(l) (O< s < 1). lffandg are paths 
with f(l) = g(O), their composition h = fg is the path given by h(t) = f(2t) 
(O< t < i) and h(t) = g(2t- 1) C± < t < 1), whilef- 1 is the path given by 
f- 1(t) = /(1 - t) (O< t < 1). It is easy to prove that homotopy is an equiva­
lence relation in the set of paths and that this relation respects formation of 
compositions and inverses. Let x E X. Then the set of ali equivalence classes 
of closed paths about x becomes a group under composition, the identity of 
the group being the class of closed paths about x which are homotopic to the 
null path. The isomorphism class ofthis group is independent of x. We denote 
it by n 1(X) and call it the fundamental group of X. X is said to be simply 
connected if n 1 (X) is trivial. X is said to be locally simply connected if for any 
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x E X and any open set U containing x, we can find an open set V such that 
x E V s:; U and any closed path in Vis homotopic in U to a null path. X is 
called admissible if it is arcwise connected, locally arcwise connected and 
locally simply connected. Any convex open subset ofR• is simply connected. If 
n > 3, the unit sphere in R• is simply connected. Any connected manifold 
is an admissible topologica! space, and at each of its points there is a hasis 
of simply connected open neighborhoods. 

Let X be an admissible topologica! space. A pair (X,ro) is called a covering 
of X if X is admissible, ro is a continuous map of X onto X, and if the follow­
ing condition is satisfied: given x E X, there is a connected open set U con­
taining x such that ro-'(U) is a disjoint union of open sets {V,} and ro is a 
homeomorphism of V1 onto U for eachj; U is said tobe evenly covered in this 
situation. X is called the covering space and ro the covering map. Coverings 
(X1,ro 1) and (X2 ,ro2) of X are said to be equivalent if there is a homeomor­
phism ro of X, onto X 2 such that ro, = ro2ro. 

The fundamental theorem of the theory of covering spaces can now be 
described. Let X be an admissible topologica! space. Then there is a covering 
of Xwith the property that the covering space is simply connected; moreover 
this covering is determined up to equivalence. It is called a universal covering 
of X because it possesses the following property. Let (X,ro) bea covering of 
X such that X is simply connected and Jet (X1,ro 1) be any covering of X; then 
there is a continuous map ro' of X onto X, such that ro = ro,ro' and (X,ro') is 
a covering of X 1 • The covering space of a universal covering is called a univer­
sal covering space of X. 

A topologica! group G is said tobe admissible ifits underlying topologica! 
space is admissible in the sense just described. Suppose G is an admissible 
topologica! group and (G,ro) a covering of the topologica! space G. Then a 
multiplication can be introduced into G under which it becomes a topologica! 
group (necessarily admissible) and ro becomes a continuous homomorphism 
with discrete kernel. Conversely, let G be an ad~issible topologica! group, 
N a discrete normal subgroup, G = G/N, and ro the natural homomorphism 
ofG onto G. Then G is admissible, Nis contained in the center ofG, and(G,ro) 
is a covering of G. Motivated by these results, we introduce the following 
definition. Let G be an admissible group. An admissible group G is said to 
bea covering group of G if there exists a continuous homomorphism ro with 
discrete kernel mapping G onto G; ro is then called the covering homomorphism. 
Given any admissible group G there exists a simply connected covering group 
of G. It is determined up to isomorphism and is known as the universal covering 
group of G. More precisely, let G1 bea simply connected covering group of G, 
and ro 1 the corresponding covering homomorphism (j = 1, 2); then there is 
an isomorphism ro ofG1 onto G2 (as topologica! groups) such that ro 1 = ro2ro. 
If G1 is a covering group of G with covering homomorphism ro, (j = 1, 2) and 
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lf G 1 is simply connected, there is a continuous homomorphism w of G 1 onto 
G2 with discrete kernel such that w 1 = w2 w. 

One of the most important and useful properties of a simply connected 
topologica! group is the possibility of extending local homomorphisms to 
global o nes (principle of monodromy). To describe this result precisely we need 
the concept of a local homomorphism. Let G1 (j = 1, 2) be groups with G1 

arcwise connected. By a local homomorphism of G1 into G2 we mean a map rp 
of an open neighborhood U of the identity of G 1 into G 2 with the following 
property: if a, b, and ab are ali in U,rp(ab) = rp(a)rp(b). A homomorphism '11 of 
G1 into G2 is said to extend a local homomorphism rp iflfl(a) = rp(a) for ali a in 
some open neighborhood ofthe identity. Since G1 is connected, it is generated 
by any arbitrary open neighborhood of its identity, and so there can be at 
most one homomorphism of G1 into G2 which extends a given local homomor­
phism. The principle of monodromy asserts that if G 1 is admissible and simply 
connected, then any local homomorphism of G1 into G2 possesses a unique 
extension to a global homomorphism of G1 into G2 • 

The concept of local homomorphism leads naturally to that of local 
isomorphism. Let G1 (j = 1, 2) be admissible groups. We shall say that G1 

and G2 are locally isomorphic if there are open neighborhoods U1 of the 
identity of G1 (j = 1, 2) and a homeomorphism rp of U1 onto U2 such that the 
following condition is satisfied: if a, b E U1, then ab E U1 if and only if 
rp(a)rp(b) E U2 , and in that case rp(ab) = rp(a)rp(b). Let G be an admissible 
group and G 1 a covering group of G. Then G and G 1 are locally isomorphic. 
The relation of local isomorphism is reflexive, symmetric, and transitive. The 
fundamental result in this context is the one which asserts that two admissible 
groups G1 and G2 are locally isomorphic if and only if there is an admissible 
group which covers both. In particular, Jet G be a given admissible group, G 
the universal covering group of G; then the groups of the form G/ N, where N 
is a discrete normal (hence central) subgroup of G, are admissible and locally 
isomorphic to G; moreover, any admissible group locally isomorphic to G is 
isomorphic to a group of the above type. 

Let us now consider the case of an analytic ( = connected Lie) group G. 
Since a connected analytic manifold is necessarily arcwise connected, locally 
arcwise connected, and locally simply connected, it follows that G is admis­
sible. In this case it turns out that all the admissible groups locally isomorphic 
to G become analytic groups in a natural manner. The proof of this depends 
on the following lemma. 

Lemma 2.6.1. Let G be a connected second countable topologica/ group. 
Suppose U and V are two open neighborhoods of the identity having the following 
properties: 
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(2.6.1) 

J (a) 

1 (b) 

there is an analytic structure on V converting it into an 
analytic manifold 
uu- 1 ~ V, and the map (u,v) ~ uv- 1 is analytic from 
U X U into V. 

Then there exists a unique analytic structure on G such that 

(i) some open neighborhood of 1 is an open submanifold of both G and V 
(ii) for any a E G, the left translation la is an analytic diffeomorphism of 

G onto itself. 

Moreover, G becomes an analytic group under this analytic structure. 

Proof Let W be an open set containing 1 with W = w- 1 and WW ~ U. 
W is an open submanifold of V. For any a E G we regard aW as an analytic 
manifold with the analytic structure for which x ~ ax is an analytic diffeo­
morphism of W onto aW. Suppose a, a' E G are such that aW n a'W =F 
0. Then aW n a'W is an open submanifold of both aW and a'W. In fact, 
a'- 1a and a- 1a' belong to WW ~ U, and (2.6.1) shows that x ~ a'- 1ax is an 
analytic diffeomorphism of W n a- 1a'W onto W n a'- 1aW. This proves 
that there is an analytic structure on G such that (i) aii the aW are open sub­
manifolds of G, and (ii) the left translations la (a E G) are analytic diffeo­
morphisms of G. 

Suppose there exists another analytic structure for G such that the re­
quirements (i) and (ii) of the lemma are satisfied. Let G denote the analytic 
manifold obtained by equipping the topologica! space G with this analytic 
structure. The identity map i (G -> G) is then analytic at 1 with a bijective 
differential. But then condition (ii) implies that i is analytic at any a E G and 
has a bijective differential. i is thus an analytic diffeomorphism. 

We now prove that this analytic structure converts G into an analytic 
group. Write iax = axa-t, a, x E G. If N is an open neighborhood of 1 such 
that N = N- 1 and NNN ~ W, it foiiows from (2.6.1) that (x,y,z) ~ xyz is an 
analytic map of N X N X N into W. In particular for a E N, ia is an analytic 
map of N into W. Using left translations, we conclude easily that ia is an • 
analytic map of G onto itself for aii a E N. Now G, being connected, is 
generated by the elements of N. Further, iab = iaib and ia-• = i;; 1 , a, b E G. 
Hence ia is an analytic diffeomorphism of G for ali a E G. 

We now prove that (x,y) ~ xy- 1 is an analytic map of G x G into G. Fix 
x 0 , y 0 E G. To prove the analyticity of this map at (x 0 ,y0 ), it is enough to 
prove that (x,y) ~ (x0 x)(y0 y}- 1 is analytic at (1, 1), in view ofthe fact that left 
translations are analytic diffeomorphisms. Now (x0 x)(y0 y)- 1 = lx,y,-dy,(xy- 1 ). 

So, since (x,y) ~ xy- 1 is analytic at (1,1) by (2.6.1), the required conclusion 
follows from the analyticity of lx,y,-• and i.,. G is thus an analytic group. 
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Corollary 2.6.2. Let C 1 and C 2 be admissible groups satisfying the second 
axiom of countability. Let 

be a continuous homomorphism whose kernel D is a discrete subgroup of C 1 

and whiclz maps C 1 onto C2 • Suppose C 1 (resp. C2 ) is an analytic group. Then 
there exists exactly one analytic structure on C2 (resp. C 1) converting it into an 
analytic group for which n is an analytic homomorphism. 

Proof For definiteness, Jet C 1 be an analytic group. Since Dis discrete, 
we can selecta compact neighborhood K 1 of the identity 11 of C 1 such that 
K 1K! 1 n D = {1 1}. Let V1 be the interior of K 1 and V= n[V1]. Then Vis 
open in C2 by Lemma 2.5.3, 12 E V, and nisa homeomorphism of V1 onto 
V. We give to V the analytic structure which makes n a diffeomorphism of 
V 1 onto V and select an open neighborhood U of 12 such that uu- 1 s:::; V. 
Then U, V satisfy the conditions of the lemma. So we can convert C 2 into an 
analytic group in such a way that n is analytic at 11 • Since nisa homomor­
phism, n is analytic everywhere. 

Now observe that n is an analytic diffeomorphism of an open neighbor­
hood of the identity of C 1 onto an open neighborhood of the identity of C2 • 

It is clear from Lemma 2.6.1 that this requirement on n determines the ana­
lytic structure on C 2 uniquely. On the other hand, it follows from Corollary 
2.7.4 (see below) that a surjective analytic homomorphism whose kernel is 
discrete is necessarily a local diffeomorphism. Hence, the above analytic 
structure C2 is the only one with the properties stated in the corollary. 

The case when the roles of C 1 and C2 are interchanged is handled simi­
larly. This completes the proof of the corollary. 

Now consider an analytic group C. Let G be a universal covering group 
of C and w a covering homomorphism. It follows from Corollary 2.6.2 that 
we can convert G into an analytic group so that w becomes an analytic map 
which is locally diffeomorphic. Since any admissible group locally isomorphic 
to C is isomorphic to a group G/ D where D is a discrete normal subgroup 
of G, Corollary 2.6.2 applies once again and shows that ali such admissible 
groups can be converted into analytic groups in a perfectly natural fashion. 
This is the fact we mentioned earlier. 

We give some examples. 

(1) Let C = Rm and Jet n be the homomorphism of G onto Ţm given 
by (2.1.5). Then kernel(n) = zm. It is easy to see that the analytic struc­
ture defined on Ţm by Corollary 2.6.2 is the same as the one introduced 
in §2.1. 
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(2) Let G = SU(2,C). lf x E GL(2,C), then x F G if and only if 

(2.6.2) ( cx p ) 
X= ' 

- pconj aconj 

where cx, PE C and jcxj 2 + IPI2 = 1. Thus the map 

x ~(Re cx, Im cx, Re p, lm fi) 

is a homeomorphism of G onto the unit sphere in R4 . G is thus simply con­
nected. It is easy to see that the center C of G consists of the two matrices 

±(b ?)· Thus, up to isomorphism, G and GjC are the only admissible 

groups locally isomorphic to G. Actually, GjC ~ S0(3,R), as we shall see 
presently. 

Let V be the vector space (over R) of ali 2 x 2 Hermitian matrices of 
trace O. The map (x 1,x2 ,x 3) ~ v(x 1,x2 ,x3), where 

is a linear isomorphism of R 3 onto V. For g E G Jet n'(g) be the linear auto­
morphism v ~ gvg- 1 of V, and Jet n(g) be the linear automorphism of R3 

which corresponds to n'(g) under the identification (x~ox2 ,x 3 ) ~ v(x~ox2 ,x 3 ). 

Since det(v(x~ox2 ,x 3 )) = -(xr + xi + xD and det(v) = det(n'(g)v) for vE V, 
it folloWS that n(g) Jeaves the form (X~oX2 ,X 3 ) ~ XÎ + xi + xi invariant. 
So n[G] s; 0(3,R). Since n(G) is connected, n[G] s; S0(3,R). An explicit cal­
culation reveals that arbitrary rotations in R 3 around the coordinate axes can 
be obtained as n(g,) (t E R), where for g, we take one of the following three 
forms: 

- (e'' g,- o O ) ( cos t sin t) ( cos t i sin t) 
e-u ' g, = -sint cost ' g, = i sin t cost . 

It follows from this that n[G] = S0{3,R). A straightforward argument shows 
that the kernel ofn is C. In particular, n 1(S0(3,R)) = Z 2 • 

(3) G = SL(2,C). It is easily checked that the center C of G is the sub-

group consisting of the matrices ±(b ?). We show that G is simply con­

nected. This will prove that, up to isomorphism, G and GjC are the only 
admissible groups locally isomorphic to G. 

Let n > 1 be any integer and Jet D be the set of alin x n complex Hermiti­
an matrices which are nonnegative definite. Put P = D n SL(n,C). lt is a 
simple consequence of the diagonalization theorem that given any p E D, 
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there is a unique p' E D such thatp' 2 = p. It is customary to denote p' by p 112• 

It is obvious that llp112 ll = liP ij1 12 , 11·11 being the usual norm of elements 
of Wl(n,C) regarded as endomorphisms of the complex Hilbert space Cn. Thus 
the map p ~ p 112 of D onto itself is one-to-one, maps compact sets into 
compact sets, and has a continuous inverse. It is therefore a homeomorphism. 
Note that it leaves P invariant. 

Consider now any x E GL(n,C}. Then there are uniquely defined matrices 
u and p such that u is unitary, p is Hermitian positive definite, and x = up. 
In fact, we must have p = (xtx) 112 ; then u = xp- 1 and is unitary. This is the 
classical polar decomposition of x. From the formulae for u and p it is clear 
that if x E SL(n,C}, then u E SU(n,C} and p E P. From the fact that p ~ 
p 112 is a homeomorphism of P onto itself, it follows that the map (u,p) ~ up 
is a homeomorphism of SU(n,C) x P onto SL(n,C}; it is also a homeomor­
phism of U(n,C} x p+ onto GL(n,C), where p+ = D n GL(n,C). 

Now suppose n = 2. We know from (2) that SU(2,C} is simply connected. 
So it remains to prove that P is simply connected. But P is the set of ali ma­
trices p of the form 

where a is real and > O and ac E C. Thus P is homeomorphic to (O,oo) X C, 
hence obviously simply connected. 

(4) Let G, H be groups with H normal inG and G/H countable. Suppose 
H is an analytic group and that for each x E G the map y ~ xyx- 1 of H onto 
itselfis an analytic dilfeomorphism. We convert G into a topologica! group by 
requiring that H be an open (hence closed) subspace of G and equip it with 
the unique analytic structure for which aH is an open submanifold for each 
a E G. We leave it to the reader to verify that G is a Lie group and that 
H= G0 • 

2. 7. Homomorphisms 

We now prove two basic theorems concerning analytic homomorphisms 
from one Lie group to another. Their proofs depend on the following simple 
lemmas on certain involutive analytic systems. These are true for both real 
and complex manifolds; since the complex case needs no new arguments, we 
give the proofs only for real analytic manifolds. 

Lemma 2.7.1. Let M, N be analytic manifolds and let n be a submersive 
analytic map of M onto N. Then .C: .X~ kernel (dn)x (x E M) is an involutive 
analytic system of tangent spaces of rank equal to dim(M)- dim(N). For 
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any x E M, let Sx be the connected component containing x of n- 1({n(x)}). 

Then Sx is open and closed in n- 1({n(x)}), is a closed regular submanifold of 

M, and is the maxima! integral manifold of .,e passing through x. 

Proof Let m = dim(M), n = dim(N). Clearly, m = n if and only if 

(dn)x is bijective for ali x E M. In this case n is a local diffeomorphism. If 

x E M, y = n(x), and U is an open subset of M containing x on which n is 

one-to-one, then {x} = Un n- 1({y}). This proves that n- 1({y}) is a discrete 

subset of M and establishes the lemma in this special case. 

Let m > n, x 0 E M, y 0 = n(x0). Choose coordinates x 1 , ••. , Xm ( resp. 
y 1 , ••• ,y.) onan open set U containing x 0 (resp. V containing y 0 ) such that 

V= n[U], y, o n = x, (1 < i < n), and for some a> O, (x 1, ••• ,xm) (resp. 
(y 1, ••• ,y.)) maps U (resp. V) onto 1;: (resp. /~).It follows from this that for 

any z E U, ..C, is spanned by (ajax.+ 1)" ••• ,(ajaxm),. This proves that .,C is 
an involutive analytic system of tangent spaces of rank m - n. Let U(x 0 ) = 

{z: z E U, x 1(z) = · · · = x.(z) = 0}. Then U(x 0 ) = Un n- 1({n(x0)}); more­

over, U(x 0 ) is a regular submanifold of M and is an integral manifold of ..C. 
Since x 0 is completely arbitrary, it follows from this that (i) for any x E M, 
n- 1({n(x)}) is a closed regular submanifold of M, and (ii) the connected com­

ponents of n- 1 ({n(x)}), being open and el o sed in n- 1({n(x)}), are closed regu­

lar submanifolds of M and integral manifolds of ..C. Let x E M, Jet Sx be the 

connected component of n- 1({n(x)}) containing x, and Jet S be the maxima) 

integral manifold of .,e passing through x. Since Sx is an integral manifold 

of ..C, Sx is open in S. On the other hand, Sx is closed in M, and therefore 

closed in S. Since Sis connected, S = Sx. This proves the lemma. 

Lemma 2.7.2. Let M, N be analytic manifolds and n an analytic map of M 

into N such that for some integer p > 1, dim(dn)x[TxCM)] = p for al! x E M. 

Then x f-4 kernel (dnL is an inl'olutil'e analytic system of tangent spaces an 

M. Moreol'er,for each y E NI we canjind a connected open set U containing 

y such that n[U] is a regular p-dimensional submanifold of N and such that n is 

a submersion of U onto n[U]. 

Proof The entire lemma is local. To prove the first assertion, assume that 

M and N are open neighborhoods ofthe origin in Rm and R• respectively, and 

that n is the map (t 1 , ••• ,tm) f-4 (u 1 , ••• ,u.), the ui being analytic functions 
of t 1, ••• ,tm which vanish at t 1 = · · · = tm =O. Let .,Cx = kernel(dn)x, x E M. 

By assumption, the matrix (aujat) 1515 •• 1.c;j<;m has rank p on M. Without 

loss of generality we may assume that the submatrix (auJat) 1g.c;p. 1 .c;j<;m also 
bas rank p on M. Suppose n 1 is the projection (x 1 , ••• ,x.) f-4 (xl, ... ,xp) 
of R" onto RP, and Jet n' = n 1 o n. Then (dn')x is surjective for ali x E M. 

In particular, n'[M] = P is an open neighborhood of the origin in RP. From 
Lemma 2.7.1 it follows that .,C': x f-4 .,C~ = kernel(dn')x is an involutive ana-
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lytic system of tangent spaces of rank m - p. On the other hand, .Cx ~ .C~ 
and dim .Cx = m - p for ali x E M. Hence .Cx = .C~, x E M. 

To prove the second assertion, choose coordinates around any y E M 
which are adapted to .C. We assume, in fact, that M is the cube 1': for some 
a > o, that y is the origin of coordinates, and that .cx is spanned by (afat p+ 1L, 
... ,(a;atm)x for ali x E M; moreover, that N is an open neighborhood of 
the origin in Rn and that 1l is the map (t 1, ••• ,tm) 1--> (u 1, ••• ,un), the u1 

being analytic functions of t 1, ••• ,tm which vanish at the origin. The fact that 
the (ajat1)x (j > p) span kernel(dn)x, x E M, implies that au,jat; = 0 on M 
for 1 < r < n, p + 1 < i < m. Thus the u, are functions of t~> ... ,tP only. 
Let v,(t 1, ••• ,tP) = u,(t 1, ••• ,tm), 1 < r < n, (1 1 , ••• ,tm) E M. Then 1l = 
ii o n2 , where n2 is the projection (!~> ... ,tm) ~---> (t~> ... ,tP) of 1': onto 1:, 
and ii is the map (t~> ... ,tP) ~---> (v 1(t 1, ... ,tP), ... ,vn(t~> ... ,tp)) of I: into 
N. It is obvious that (dii)x is injective for aii x E 1:. Hence we can find b with 
O < b < a such that ii[1C] is a regular p-dimensional submanifold of N and 
ii is an analytic diffeomorphism of 1 C onto it. Let U = n2 1 (1 :). Then U is a 
connected open neighborhood ofthe origin in 1': with the required properties. 

Theorem 2.7.3. Let G1 bea Lie group with Lie algebra 91 (j = 1, 2), and 
/et 1l be an analytic lwmomorphism of G 1 into G 2 • Then for any X E 9 1 there 
exists exactly one X' E 92 such that X and X' are n-related. Write X'= (dn)(X). 
Then dn is a homomorphism of 91 into 92 • Let {) 1 be the kernel of dn and 
Ih = (dn)[9 1], and denote by H1 the analytic subgroup ofG1 corresponding to 
{)1 (j = 1, 2). Then (i) n[G t1 is a lie subgroup of G2 , 1l is an analytic map of G 1 

onto n[G 1], and H 2 = n[G?] = n[G 1] 0 ; and (ii) H 1 is a closed analytic subgroup 
of G 1 and coincides with the component of the identity of the kernel of n. 

Proof Let 11 be the identity of G1 (j = 1, 2). It is obvious that given 
X E 9 1, there is exactly one X' E 92 such that X'~,= (dn) 1JX 1,). 1l being a 
homomorphism, we have 

(2.7.1) 

Consequently, 

(2.7.2) 

The relation (2.7.2) shows that X and X' are n-related. The fact that dn is a 
homomorphism of !J 1 into g2 follows at once from the n-relatedness proved 
above. 

Define now 

(2.7.3) { .Cx = {Xx: X E fJd (x E Gt) 

IJRY = {X~: X' E fh} (y E G2). 
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It follows from (2.7.1) and (2.7.2) that 

(2.7.4) {.c .. = kernel (dn) .. 

ID'ln(x) = (dn)x[T..(G 1)] 

for aii x E G1 • Now, th is a subalgebra ofg2 , so by Lemma 2.5.1 and Theorem 
2.5.2 9R (y ~ Wly) is an involutive analytic system of tangent spaces whose 
maxima) integral manifolds are H 2 and its left cosets. On the other hand, by 
Lemma 2.7.2 we can find a connected open set U containing 11 such that 
n[U] = N is a p-dimensional regular submanifold of G2 , where p = dim [)2 • 

This shows that for x E U, ID'lncx> = (dn) .. [T .. (G 1)] is a subspace of Tncx>(N). 
Since dim ID'lncx> = p, we conci ude that N is an integral manifold of Wl. Since 
12 E N, it follows that Nisan open submanifold of H 2 • Now, U generates 
G~ and N generates H 2 , so we must ha ve n[G~] = H 2 • Sin ceH 2 is quasi-reg­
ularly imbedded in G2 , it follows that the inner automorphisms of n[G.] 
induce analytic automorphisms of H 2 • Hence ( cf. example ( 4) of §2.6) we may 
convert n[G 1] into a Lie group in such a way that H 2 = n[G 1] 0 is an open 
submanifold of it. Since H 2 is an analytic subgroup of G2 , n[G.] is a Lie 
subgroup of G2 • Now, H 2 being a quasi-regular submanifold of G2 , 1t is an 
analytic map of G? into H 2 • Since nisa homomorphism, we conclude that 
nisan analytic map of G 1 into n[G 1]. 

It is clear from (2.7.4) that nisa submersion of G1 onto n[G 1]. We may 
therefore conclude from Lemma 2.7.1 that .C (x ~ .c .. ) is an involutive ana­
lytic system of tangent spaces on G1, that H'1 = n- 1(1 2) is a closed regular 
submanifold of G., and that the component of H'1 containing 11 is the maxi­
mal manifold of .C through 11• This shows that H'1 , the kernel of n, is a 
closed Lie subgroup of G 1 (Theorem 2.1.1) and that H 1 is the component of 
the identity of H'1 • This proves everything we wanted. 

The following corollary is immediate from Theorem 2.7.3. 

Corollary 2.7.4. Let n be as abol'e. Then dn is surjecth•e if and only if 
n[G?] = G~, and it is injective if and only if the kernel of 1t is discrete. 

dn is called the differential of n. In connection with applications it is often 
useful to observe the following method of determining dn when n is given. 
Suppose that X E g1 and that x (t ~ x(t)) is ac~ or an analytic map of an 
open neighborhood of t =O such that x(O) = 11 and (dx/dt),_ 0 = X1, (cf. 
(1.1.20)). Then 

(2.7.5) (dn)(X)., = (dd (n o x)) 
1 t=O 

IfG1, G2 , G3 are three analytic groups and if 1t (G1 ---+ G2) and n' (G2 ---+ G3) 

are analytic homomorphisms, then it is obvious that d(n' o n) = dn' o dn. 
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Suppose G, G 1, ••• ,Gn are analytic groups with respective lie algebras g, 
91, ••• ,9m and Jet ni be an analytic homomorphism of G into Gi, 1 <j < n; 
then n 0 : x ~ (n 1(x), ... ,nn(x)) is an analytic homomorphism of G into 
G 1 X · · · X Gn, and dn 0 is the homomorphism x~ (dn 1(X), ... ,dn"(X)) 
of 9 into 9 1 x · · · X 9n (here we are canonically identifying the Lie algebra 
of G 1 X · · · X Gn with 9t X · · • X 9n). 

The con verse of Theorem 2. 7.3 is not true in general. If A is a homomor­
phism of 9 1 into 92 , there may not exist an analytic homomorphism nof G 1 

into G2 for which dn = A. The next theorem shows that such an exists when­
ever G 1 is simply connected. 

Theorem 2.7.5. Let G; be an analytic group with Lie algebra 9; (i = 1, 2), 
and let Abea homomorphism of 91 into 92 • Then there cannot exist more than 
one analytic homomorphism n ofG 1 into G2 for which dn =A.; ifG 1 is simply 
connected, there is always one such n, and it is unique. 

Proof Let G = G 1 X G2 and 9 = 91 X 92 • We shall canonically identify 
9 with the Lie algebra of G. Define f) tobe the graph of ..1., i.e., 

(2.7.6) f) = {(X,..l.(X)): X E 9 1}. 

As A. is a homomorphism, f) is a subalgebra of 9· So we can associate with f) 
the analytic subgroup of G which defines t); denote this subgroup by H. 

Suppose now that nisan analytic homomorphism of G 1 into G2 such that 
dn =A.. Then a: x ~ (x,n(x)) is an analytic homomorphism of G 1 into G, 
and da is the homomorphism X~ (X,A.(X)) of 9 1 into g. Consequently, 
(da)[g 1] = f), and we may conclude from Theorem 2.7.3 that a[G 1] = H. In 
other words, H is the graph of n. Since A. determines H uniquely, we see that 
n is uniquely determined by A.. 

Now assume that G 1 is simply connected. To prove the existence of an 
analytic homomorphism nof G 1 into G 2 such that A. = dn, Jet y be the analytic 
homomorphism (x 1 ,x2 ) ~ x 1 of G onto G 1 ; then dy is the map (X 1 ,X2 ) ~ X 1 

of 9 onto 9 1• Let -r de note the restriction of y to H; then d-r is the restriction 
of dy to f) (here we are canonically identifying f) with the Lie algebra of H). 
Now, the restriction of dy to {J is obviously an isomorphism of LJ onto g 1• 

So, by Corollary 2.7.4, -ris a homomorphism of H onto G 1 with a discrete 
kernel. In other words, H is a covering group of G 1 and -ris a covering homo­
morphism. Since G 1 is simply connected, -r must be an isomorphism of H 
onto G1 (as topologica! groups). On the other hand, the fact that d-r is an 
isomorphism of f) onto g 1 implies that (d-r)h is a linear bijection of Th(H) 
onto T,<h>(G 1 ) for ali h E H. -ris therefore an analytic isomorphism. -r- 1 =a 
is then an analytic homomorphism of G 1 onto H. It is ele ar that 

(2.7.7) a(x) = (x,n(x)) (x E G1), 
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n being an analytic homomorphism of G 1 into G2 • From (2.7.7), da(X) = 

(X,dn(X)), X E g 1 • On the other hand, da( X)= (X, A( X)), X E g 1 • So A= dn. 
The proof of the theorem is complete. 

The following example shows that one cannot drop the requirement of 
simple connectivity. Let G 1 = S0(3,R), Gz =~ SU(2,C), and let a be the cover­
ing homomorphism of G2 onto G 1 constructed in example (2) of §2.6. By 
Corollary 2.7.4, da is an isomorphism ofg 2 onto g 1 • Let A= (da)- 1 • Suppose 
there is an analytic homomorphism n of G 1 into Gz such that A = dn; by 
Corollary 2.7.4, n must be surjective. Since A o da= da o A= identity, a o n 
=noa= identity, by the uniqueness part of Theorem 2.7.5. n is thus the 
inverse of a. But this is a contradiction, since a is not one-to-one and so 
does not possess an inverse. 

Corollary 2.7.6. Let G be a simply connected analytic group, g its Lie 
algebra. Suppose e (Xf-4 X') is an automorphism of g. Then there exists ex­
actly one automorphism 11 (x f-4 x") of G such that e = d11. 

Proof By Theorem 2.7.5 there is a unique homomorphism 11 of G into 
itself such that c; = d11. It remains to check that 11 is an automorphism. By 
Corollary 2.7.4, 11 is surjective and its kernel is discrete. G is therefore a 
covering group of itself, 11 being the covering homomorphism. Since G is 
simply connected, 11 must be a bijection. 

The assumption of simple connectedness is essential for the validity of this 
corollary. Suppose G is not simply connected. Let G* bea simply connected 
covering group of G and let n bea covering homomorphism. Given c;, there 
is an automorphism 11* of G* such that d11* = c;. In order that there exist an 
automorphism 11 of G such that d11 = e, it is necessary and sufficient that 17* 
lea ve the kernel of n invariant. This may not always happen. 

2.8. The Fundamental Theorem of Lie 

Wc shall now prove the basic theorem of Sophus Lie according to which 
the Lie algebra of a Lie group is a complete invariant of the local structure 
of the group. 

Let G 1 and Gz be two Lie groups. We say that they are locally analytically 
isomorphic if there are open neighborhoods U 1 and U2 of the respective 
identities and an analytic diffeomorphism w of U 1 onto Uz such that the 
following condition is satisfied: if x,y E U 1 , then xy E U 1 if and only if 
w(x)w(y) E Uz, and then w(xy) =" w(x)w(y). It is obvious that local analytic 
isomorphism is an equivalence relation and that two Lie groups are locally 
analytically isomorphic if and only if their components of identity are. 
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As an example, Jet us consider two analytic groups G 1 and G 2 and suppose 
there is an analytic homomorphism w of G 1 onto G2 having a discrete kernel. 
Then G 1 and G2 are locally analytically isomorphic. In fact, dw is an iso­
morphism of the corresponding Lie algebras by Corollary 2.7.4, so we can 
find open neighborhoods Vj of the identity of G j (j = 1, 2) such that w is an 
analytic diffeomorphism of V, onto V2 ; if we select an open neighborhood 
Uj = Uj' of the identity of Gj such that w[U,] =Uz and UjU}' c;; Vj 
(} = 1, 2), then U 1 , Uz, and w satisfy the conditions of the definition. The next 
lemma shows that, when suitably generalized, the above example is typical. 

Lemma 2.8.1. Let G 1 and Gz be two analytic groups. Then they are locally 
analytically isomorphic if and only if the fo!lowing condition is satisfied: !here 
exists a simply connected analytic group G and homomorphisms Wj of G into 
Gj such that wj is analytic, maps G onto Gj, and has discrete kernel (} = 1, 2). 

Proof Let G 1 and Gz be locally analyticaily isomorphic and suppose 
that U,, Uz, and w are as in the definition. Let G bea simply connected admis­
si bie covering group of G1 with covering homomorphism w 1 • In view of the 
discussion in §2.6, we may assume that G is an analytic group and w, an 
analytic homomorphism. By the monodromy principle, we can construct a 
continuous homomorphism Wz of G into Gz such that wz(x) = w(w,(x)) for 
ali x in an open neighborhood of the identity of G. From the properties of 
U,, Uz, and w it is clear that wz[G] contains an open set around the identity 
of Gz. Hence wz[G] = G2 • Clearly, Wz is analytic at the identity of G. Being a 
homomorphism, Wz is analytic everywhere. On the other hand, both w and 
OJ 1 are diffeomorphisms around the respective identities, so that w 2 is also a 
diffeomorphism around the identity of G. This shows that dw 2 is an isomor­
phism. By Corollary 2.7.4, the kernel of Wz is discrete. G, G,, G2 are thus in 
the prescribed relation to one other. 

Conversely, suppose that G, G1 , Gz, OJ 1 , Wz satisfy the conditions of the 
lemma. Then G and G j are locally analytically isomorphic, j = 1, 2. This 
shows that G 1 and G2 are locally analytically isomorphic. This proves the 
lemma. 

Theorem 2.8.2. Let Gj be Lie groups and gj the corresponding Lie alge­
bras, j = 1, 2. Then g1 and 9z are isomorphic if and only if G 1 and G2 are 
locally analytically isomorphic. 

Proof We may assume that G1 and Gz are analytic groups. Suppose G 1 

and G2 are locally analytically isomorphic; then there is a simply connected 
analytic group G and analytic homomorphisms wj of G onto Gj with discrete 
kernels. Let g be the Lie algebra of G. Then, by Corollary 2.7.4, dwj is an 
isomorphism of g onto gj. So (dwz)(dw 1)- 1 is an isomorphism of g 1 onto g2 • 
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Conversely, Jet A. be an isomorphism of 91 onto 92 • Let G be a simply 
connected covering group of G 1 , with w 1 as the covering homomorphism. 
We regard G as an analytic group such that w1 is analytic. Let 9 be the Lie 
algebra ofG; then A. o dw 1 is an isomorphism of9 onto 92 • By Theorem 2.7.5, 
there is an analytic homomorphism w 2 of G into G 2 such that dw2 = A. o dw 1• 

Since A. o dw 1 is an isomorphism, we conclude by Corollary 2.7.4 that w 2 is 
surjective and has discrete kernel. By Lemma 2.8.1, G 1 and G2 are locally 
analytically isomorphic. This proves the theorem. 

2.9. Closed Lie Subgroups and Homogeneous Spaces. Orbits and Spaces of 
Orbits 

Let G bea Lie group and Ha closed Lie subgroup. We show in this sec­
tion that there exists a natural analytic structure on the left coset space G/H 
converting it into an analytic manifold on which G "acts analytically." 

Let G bea topologica! group and Ma Hausdorff topologica! space. We 
say that G acts on M if there exists a continuous map 

(2.9.1) (g,x) f-> g·x (g E G, x E M, g·x E M) 

of G X M into M such that 

(2.9.2) { (i) 1 • x = x (x E M) 
(ii) (g 1g2) ·X= gt · (gz • x) (g 1, gz E G, X E M). 

If we detine 

(2.9.3) tg(x) = g • x (g E G, x E M), 

then tii is a homeomorphism of M onto itself for any g E G, and 

(2.9.4) { lg,g, = fg,fg, (g 1, g2 E G) 

t 1 = identity. 

Under these circumstances M is called a G-space. G is said to act transitively 
on M if there exists an x 0 E M such that g f-> g • x 0 maps G onto M; M is 
then known as a transith·e G-space ora homogeneous space. In this case, given 
x, x' E M, there is some g E G such that g • x = x'. lf M is a G-space and 
x0 E M, 

(2.9.5) Gx, = {g: g E G, g•Xo = Xo} 

is a closed subgroup of G, called the stability subgroup at x 0 • If M is a transi­
tive G-space and x, x' E M, one has 
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(2.9.6) 

where h is any element of G with the property that h · x = x'; thus the stability 
subgroups at the various points of M are mutually conjugate. 

Suppose now that G is a locally compact second countable group and G0 

a closed subgroup of G. Let N = G/G0 and p the natural map of G onto N. 
We give to N the quotient topology with respect to f3; i.e., a subset V s;;; N 
is open if and only if p-•(V) is open inG. It is known (and easy to prove) that 
Nisa Hausdorff, locally compact, and second countable space with the above 
topology. We leave it to the reader to verify that the map 

(2.9.7) (g,p(a)) ~ g· f3(a) = f3(ga) (g, a E G) 

is well-defined and continuous from G x N into N and defines an action of 
G on N. It is obvious that G acts transitively on N and that G0 is the stability 
subgroup at /3(1). The following lemma shows that every transitive G-space 
arises in this manner. 

Lemma 2.9.1. Let M bea G-space, both G and M being /oca/ly compact 
and second countable. Let G act transitil•ely on M, Jet x 0 E M, and Jet Gx. be 
the stabi/ity subgroup at x 0 • Then the map 

(2.9.8) 

is well defined on GfGx,, is a homeomorphism ofGfGx, onto M, and intertwines 
the actions of G on the two spaces. In particular, the map g ~----> g • x 0 is an open 
map of G onto M. 

Proof Let p denote the natural map of G onto GfGx, = N, and Jet y be 
the map g ~ g · x0 of G onto M. y is continuous, and y = 1t o p. Since N has 
the quotient topology, we conclude that 1t is continuous. It is obvious that 1t 
is one-to-one and intertwines the G-actions on N and M. It remains to prove 
that 1t is an open map. Let V bea compact subset of N with non-null interior. 
Then there is a sequence a 1 , a2 , ••• of elements of G such that N = U. (a.· V), 
from which we get M = U. (a. · 1t[V]). By the Baire category theorem, some 
a.· 7t[V], hence 1t[V] itself, has non-null interior. Let W = interior 1t[V] and 
V1 = 7t- 1(W). Since 1t is one-to-one and Cl(V1) is compact, 1t is a home­
omorphism of V 1 onto W. Now, any open subset of Nisa un ion of sets of the 
forma· U, where a E G and U is an open subset of V 1 • Consequently, 1t is 
an open map. The proof of the lemma is complete. 

Let G, M be locally compact and second countable, G acting on M. We 
shall say that G acts analytica/ly on M if (i) G is a Lie group and M is an 
analytic manifold, and (ii) the map (g,x) ~----> g · x is analytic from G x M 
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into M. In this case each t R (g E G) is an analytic diffeomorphism of M onto 
itself. The main purpose of this section is to prove the analytic version of 
Lemma 2.9.1. This is valid for both real and complex Lie groups and mani­
folds; the proofs are given only in the real case. We need two lemmas. 

Lemma 2.9.2. Let G be a Lie group acting transitively and analytica/ly 
onan analytic manifold M and Jet x 0 E M. Then the stability subgroup Gx, is 
a c/osed Lie subgroup of G. Jf G is transitive, the map 

(2.9.9) )': g ~ g · g0 (g E G) 

is an analytic submersion of G onto M. In particular, M is the quotient manifold 

of G relative to the map )'. 

Proof We have 

(2.9.10) yolg=f8 oy (gEG), 

/ 8 as usual denoting the left translation by g. If we write V8 = (dy)g[Tg(G)], 
it follows from (2.9.10) that V8 = (dt 8}x,[V1]. In particular, dim(V8 ) is con­
stant, = k say, for ali g E G. If y E Gxo• we can choose, by Lemma 2.7.2, 
an open set U containing y, such that y[U] is a k-dimensional regular sub­
manifold of M and such that y: U ____. y[U] is a submersion. In particular, 
{z: z E U, y(z) = x 0 } = Gx, n U is a regularly imbedded submanifold of U, 
hence of G. Since y E Gx, is arbitrary, Gx, is a regular submanifold of G, 

proving the first assertion. Suppose now that G acts transitively on M. Then 
y[U] is open in M, by Lemma 2.9.1. Hence k = dim M, proving that (dy) 8 is 
surjective for ali g E G. This proves the lemma. 

Lemma 2.9.3. Let G be a Lie group with Lie algebra g, and Ha closed Lie 
subgroup which defines the subalgebra f) of g. We denote by ..C (x ~ ..CJ the 

involutive ana/ytic system 1 of tangent spaces defined by ..Cx = {Xx: X E {J}, 
x E G. Write p = dim f). Then there exist an a > O, an open subset U of G 

containing 1, and coordinates x 1 , • •• ,xm on U such that 

(2.9.11) { 
(i) (U; x 1 , ••• ,xm; a) are adapted to ..C 

(ii) zH nU= {x: x E U, x 1(x) = x;(z)for p < i < m} 
(z E U). 

Proof Choose coordinates x 1, ••• ,xm onan open subset V of G contain-
ing 1 such that (a;ax 1)y, ... ,(ajaxp)y span ..Cy for ali y E V; we may (and do) 
assume that y ~ (x 1(y), . .. ,xm(y)) is an analytic diffeomorphism of V onto 

t Cf. Lemma 2.5.1. 
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some cube l'b (b >O) and that x 1(1) = · · · = xm(l) =O. For O< c < b we 
write V,= {y: y E V, (x 1(y), ... ,xm(y)) E /~}. For O< d < b and a= 
(ap+l• ... ,am) E Jm-p, Jet Via)= {y: y E Vd, xj(y) =ai for i > p}. For 
O< c < b, V/0) is an integral manifold of "C containing 1, and so it is an 
open submanifold of H. Moreover, H is regularly imbedded in G. So we can 
choose b1 with O< b1 < b such that Vb, n H = Vb,(O); then select b2 , b3 

with O< b i < b1 (j = 2, 3) such that vb-; Vb, s;: Vb,, Vb,Vb, s;: Vb,· We now 
prove that (ii) of (2.9. 1 1) is satisfied for U = Vb,· This will prove the lemma, 
with a= b3 • 

Let u E vbs and Jet x/u) = aj, p < i < m, so that u E Vb,(a), where a = 
(ap+t• ... ,am); we must prove that Vb, n uH = Vb,(a). Since Vb,(a) is an 
integral manifold of "C through u, Vb,(a) s;: uH, and we need verify only that 
Vb, n uH s;: Vb,(a). Now, Vb, n H = Vb,(O), so 

Vb, n uH = u(u- 1 Vb, n H) 

s;: u(Vb, n H) 

= uVb,(O). 

On the other hand, uVb,(O) is a connected integral manifold of"C contained 
in Vb,, so the functions xp+ 1, ••• ,xm are constant on uVb,(O). This proves that 
Xp+~> ... ,xm are constant on Vb, n uH; i.e., Vb, n uH s;: Vb,(a). 

Theorem 2.9.4. Let G bea Lie group, Ha closed Lie subgroup. Then there 
exists exactly one analytic structure on GJH = N which converts it into an 
analytic manifold such that the natural action of G on N is analytic. If M is 
any analytic manifold on which G acts ana/ytically and transitively, x 0 E M, 
tmd Gx, is the stability subgroup at x 0 , then the map 

is an analytic diffeomorphism ofGfGx, onto M. 

Proof Let p be the natural map of G onto N. For each open set V s;: N 
Jet ~{(V) be the set of ali complex-valued functions f defined on V such that 
f o P is analytic on p-t (V). It is evident that for any g E G, f E 2{(g · V) if 
and only if x ~ f(g • x) belongs to 2l(V); i.e., 2( is invariant under G. We shall 
prove that V~ 2l(V) is an analytic structure on N. It is clearly enough to 
prove the following: for any x E N, we can find an open set A containing x 
such that the restriction 2(A: V~ 2l( V) (V open, s;: A) is an analytic structure 
on A. Since G is transitive on N and 2{ is invariant under G, it is sufficient 
to prove this for x 0 = p(l). 

We select an open subset U of G around 1, coordinates x~> ... ,xm on U, 
and a > O such that the conditions (2.9.11) are satisfied. Let A = p[U]. 
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Then A is an open neighborhood of x 0 • Write 

(2.9.12) Ua = [x: x E U, x 1(x) = · · · = xp(x) = 0}. 

It is then obvious from (ii) of (2.9.11) that p is an one-to-one map of U0 onto 
A. We may therefore, by replacing a with a smaller number if necessary, 
assume that Pisa homeomorphism of U 0 onto A. Clearly, U 0 is a regular 
submanifold (containing 1) of G of dimension m- p. Let C be the map of 
U 0 X H into G given by 

(2.9.13) ((x,h) = xh (x E U0 , h E H). 

C is obviously analytic while (ii) of (2.9.11) implies that it is one-to-one. 
We assert that dC is surjective everywhere. For any x E U0 , the image of 
{x} x H under C is xH, and xH nU= [z: zEU, x;(z) = X;(x), p < i < m}, 
from which it follows that the range of (d()(x,ll contains ca;ax,)x, s = 1' ... ' 
p; the image of U0 X {l} being U0 , it is obvious that the range of (dO(x,u 
contains (a/ax,)x, p < s < m. (d()(x,u is thus surjective. For any h E H, Jet 
rxh and ph be the analytic diffeomorphisms of U0 x Hand G given respectively 
by rxh(x,k) = (x,kh) (x E Ua, k E H) and ph(y) = yh(y E G). Then ph o C 
= C o rxh, so 

(2.9.14) 

The relation (2.9.14) implies our assertion that (dO(x,h> is surjective for ali 
(x,h) E Ua X H. Since dim(U0 X H) = dim G, we may conclude that 
([Ua X H] = U0 H is open in G and that C is an analytic diffeomorphism of 
Ua X H onto UaH. 

Let y be the map of A onto Ua which inverts the restriction of p to Ua. 
For any open set V s; A and any functionfdefined on V, Jet fa be the func­
tion x f---lo f(ft(x)) defined on y[V]. Then 

(2.9.15) (f o ft o O(x,h) = / 0(x) ((x,h) E Ua X H). 

Now, C is an analytic diffeomorphism of Ua x H onto UaH. Consequently, 
f f---lo f o p o C is an isomorphism of the algebra ~((V) onto the algebra of ali 
those analytic functions on y[V] x H which depend only on the first argu­
ment. The relation (2.9.15) then implies thatff---lo fa is an isomorphism of the 
algebra ~{(V) onto the algebra of analytic functions on y[V] (considered as an 
open submanifold of Ua). This proves that WA is an analytic structure on A. 
Our construction makes it obvious that for any g E G, ft(x) f---lo ft(gx) is an 
analytic diffeomorphism of N. On the other hand, dft is surjective at 1. So, 
since G is transitive on N, dft is surjective everywhere. p is therefore a sub­
mersion, and N is the quotient of the analytic manifold G relative to p. 
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Let 11 denote the map (g,p(g')) f-+ p(gg') (g, g' E G) of G X N into N. 
We denote by re the map (g,g') f-+ (g,p(g')) of G x G onto G x N. We have 

(2.9.16) (q o re)(g,g') = p(gg'). 

From (2.9.16) it follows that 11 o re is an analytic map of G X G into N. On 
the other hand, it is obvious that re is a submersion, so G X N is the quotient 
of the analytic manifold G x G relative to re. We may therefore conclude 
that 11 is an analytic map of G X N into N. G thus acts analytically on N. 

The uniqueness of the analytic structure on N and the last assertion both 
follow immediately from Lemmas 2.9.1 and 2.9.2. 

The proof of the theorem is complete. 

We shall refer to the analytic structure defined above on Nas the analytic 
structure inducedfrom G. 

Let V<;; N be an open set. By a sectionfor G/H defined on V we mean an 
analytic map c of V into G such that 

(2.9.17) p(c(x)) = x (x E V). 

It follows from (2.9 .17) that 

(2.9.18) (dp)crxJ o (de )x = identity (x E V). 

The relation (2.9.18) shows that (dc)x is injective for ali x E V and that, for 
any x E V, the linear spaces (dcL[Tx(N)] and ..Ccrx 1( = Tc(x 1(c(x)H)) are com­
plementary in Tc(x 1(G). In geometric language, c is an imbedding of V into G 
with the following property: for any x E V, there is an open neighborhood 
W of x such that c[W] is a regular submanifold of G transversal to the left 
cosets of H. If a section is defined on ali of N, it is called global. 

Theorem 2.9.5. Let G, H be as abol'e and let N = Gf H. Suppose that 
x E N and that y E G is such that p(y) = x. Then there is a section c dejined 
in an open neighborhood of x such that c(x) = y. 

Proof. Let A and U0 be as in the proof of Theorem 2.9.4. Then p is an 
analytic diffeomorphism of U 0 onto A. As before, Jet y be the map of A onto 
U0 which inverts the restriction of p to U0 • Then y is a section for G/H, de­
fined on A; and y(x0 ) = 1, where x 0 = P(1). Since p(y) = x, we must have 
y · x 0 = x. Detine con y ·A by 

(2.9.19) c(x') = yy(y- 1 • x') (x' E y ·A). 

It is easily verified that c is a section with the required properties. 
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The case whE:n H is a normal subgroup of G is especially important. 

Theorem 2.9.6. Let G be a Lie group, H a closed normal Lie subgroup. 
Then the analytic structure induced on the topologica! group N = Gj H from G 
converts N into a Lie group. The natural map fJ is then an analytic homomor­
phism of G onto N. 

Proof Let 11 be the map (x,y) f--7 xy- 1 of N X N into N; ii the map 
(g,g') f--7 gg'- 1 of G x G into G; and n the map (g,g') f--7 (fJ(g),fJ(g')) of G x G 
onto N X N. It is obvious that n is a submersion, and hence N x N is the 
quotient of the analytic manifold G x G with respect to n. On the other 
hand, 11 o n = fJ o ii and so 11 o n is an analytic map of G X G into N. So 
11 is analytic from N X N into N. Theorem 2.9.6 follows at once from this. 

When H is a closed normal Lie subgroup of G, the Lie group N = G/ H 
constructed above is called the quotient of G by H. 

We now give an example where global sections do not exist. Let G be a 
compact Lie group and Ha finite subgroup. We claim that if G is connected, 
then there exist no global sections for G/ H. For if a global section c exists, then 
the compactness of G implies that (h,x) f--7 c(x)h is a homeomorphism of 
H x (G/ H) onto G. This is a contradiction, sin ceH X (G/ H) is not connected. 
For examples of global sections we refer the reader to the exercises. 

We now turn our attention to the case when a Lie group G acts analyt­
ically, but not necessarily transitively, on an analytic manifold M. For any 
x E M, the set 

(2.9.20) G . X = {g . X : g E G} 

is called the orbit of the point x. Let G x be the stability subgroup of x. Then 
the map 

(2.9.21) 

is weii defined. By Lemma 2.9.2, Gx is a closed Lie subgroup of G. So, since 
GfGx is the quotient of G with respect to the map g f--7 gGx, nx is analytic. 
Equip G · x with the analytic structure with respect to which nx is an analytic 
diffeomorphism; then we ha ve 

Theorem 2.9.7. G • x is a submanifold of M of dimension = dim(G) -
dim(G x). In order that G · x bea regular submanifold of Mit is necessary and 
sufficient that it be locally closed in M. 

Proof Let i be the inclusion map of N = G · x into M. As in Lemma 2.9.2, 
(di)y[Ty(N)] has the same dimension for ali y E N. Since i is one-to-one and 
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one-to-one submersions are imbeddings, we can use Lemma 2.7.2 to find, for 
any y E N, an open neighborhood U of y in N such that i is an imbedding of 
U in M. This proves that Nisa submanifold of M. If N is regular, it has tobe 
locally closed in M, by Theorem 1.1.4. Suppose conversely that N is locally 
closed in M. Then N is locally compact and second countable in the topology 
inherited from M. Lemma 2.9.1 now implies that nx is a homeomorphism of 
GfGx with the topologica! space obtained by equipping N with this relative 
topology. So N is a regular submanifo1d of M. 

Corollary 2.9.8. JfG is compact, ali orbits in Jv/ are regular submanifolds. 

When the orbits are regu1ar submanifolds, it is natural to ask whether we 
can "parametrize" the orbits nicely. Let us write X= M/G for the set of aii 
orbits, and for any x E M let n(x) be the orbit that contains x. Then our 
question may be formulated as follows: is it possible to convert X into an 
analytic manifold in such a way that n is an analytic submersion? 

Suppose such an analytic structure exists on X. Then n is an open con­
tinuous map of M onto X, so a subset Y of X is open if and only if n- 1 (Y) is 
open in M. In other words, X has the quotient topology. Moreover, X is the 
quotient of the analytic manifold M with respect to the map n, so the analytic 
structure on X is uniquely determined. Lemma 2. 7.1 implies at once that the 
orbits of G in M are ali closed regular submanifolds of the same dimension 
d 0 = dim(M)- dim(X); in particular, ali the stability subgroups have the 
same dimension ds = dim(G)- d0 • We now consider the problem ofproving 
the existence of an analytic structure on X with the required properties when 
the above conditions are satisfied. We Iimit ourselves to a discussion of a 
particularly simple situation. We say that G acts freely on Jv/ if G x = {1} for 
ali x E M. Put 

(2.9.22) {
y(x,g) = (x,g· x) 

r = y[M X G] = {(x,g·x): x E M, g E G}. 

Observe that if G acts freely on M, y is one-to-one on M x G. 

Lemma 2.9.9. The quotient topology on X is Hausdorff if and only ijr is 
closed in M X M. In this case ali the orbits in Mare closed regular submani­
folds of M. 

Proof Let r be closed, and Jet x, y E M be such that n(x) :;t:. n(y). 
Then (x,y) $ r, so we can find open subsets U, V of M such that (x,y) E 

U X V S: (M X M)"" r. Then G ·Un G ·V= 0; hence n[U] n n[V] = 0. 
This proves that X is Hausdorff in the quotient topology. Conversely, 
suppose X is Hausdorff and (x,y) $ r. Then n(x) :;t:. n(y), so we can find 
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disjoint open subsets Y, Z of X such that n(x) E Y and n(y) E Z. Let U = 

n- 1(Y), V= n- 1(Z). Then(x,y) EU x Ve:; (M x M)"r. Thisprovesthat 

(M x M)"" r is open. Note that in this case ali the orbits are closed in M 

and are hence regular submanifolds of M by Theorem 2.9.7. 

Theorem 2.9.10. Let G act freely on M. Then the following are equiralent: 

(1) ris closed in M X M, and y is a homeomorphism of M X G onto r. 
(2) r is closed in M X M; moreorer, giren any x E M we can jind a 

regular submanifold Nof M passing through x such that (a) T)M) is the direct 

sum of Tx(N) and Tx(G · x), and (b) n is one-to-one an N. 

(3) There exists an analytic structure an X such that n is an analytic sub­

mersion. 

Proof (!) => (2). Let x E M. Choose a regular submanifold N 1 of M 

passing through x such that Tx(M) is the direct sum of T)G·x) and T)N 1). 

Let 1f1 be the map (g,y) ~ g· y of G X N 1 into M. It follows from the choice 

of N 1 that (d1j1)( 1,x 1 maps T(l,xi(G X N 1) onto Tx(M). But since Gx = [I}, 

dim(G) = dim(G · x), so (dlf/) 0 ,xl is actually a bijection. Choosing N 1 small 
enough, we may therefore ensure that (d1f1)( 1 ,y1 is a bijection of T 0 ,y1(G x N 1) 

onto Ty(M) for ali y E N 1• Now, if g E G and Ag is the analytic diffeomor­

phism (h,y) ~ (gh,y) of G x N 1 onto itself, 

where lg is given by (2.9.3). Consequently, (dljl)(g,yl is a bijection of 

T(g,y1(G x N 1) onto Tg·y(M) for ali g E G, y E N 1 • In particular, G·N 1 is 
open in M, while 1f1 is an open map which is even a local homeomorphism. 
Let U and N 2 be open subsets of G and N 1 respectively with 1 E U and 

x E N 2 , such that 1f1 is a homeomorphism of U x N 2 onto U · N 2 • 

We claim that for some open neighborhood Nof x in N 2 , n is one-to-one 

on N. If this were not so, we could tind sequences (Yn} in N 2 and {g"} inG such 

that Yn -• x and y~ = gn · Yn-> x as n-> =, while Yn =F y~ for alin. Since y 
is a homeomorphism, this implies that g" _. l; hence for some k, gk E U and 

Jk and y~ are both in N 2 • Thus lfl{l,y~) = ljl(gk,yk), so Yk = y~, a contradic­
tion. 

(2) => (3) We equip X with the quotient topology. Then X is Hausdorff 
and second countable. For each open subset Y of X we denote by ~f(Y) the 
set o fali complex-valued functionsf on Y for whichf o n is analytic on n- 1(Y). 

Let x E M. Select a regular submanifold Nof M passing through x and 
satisfying (a) and (b) of (2). Let lfl be the map (g,y) ~ g · y of G X N into M. 

Then (dlfl)o,xl is a bijection of T(l,xi(G X N) onto Tx(M). Replacing N by an 
open submanifold of it containing x, we may assume that (dlf/)o,y1 is a bijec-
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tion of T0 ,,1(G x N) onto T,(M) for ali y E N. As in the previous discussion, 
we now conclude that (dlfl)(g,y) is a bijection of T(g,,1(G X N) onto Tg.y(M) 
for ali (g,y) E G x N. On the other hand, it foliows from the one-to-one 
nature of n 1 N that lfl is one-to-one on G X N. Consequently, G · N is open in 
M and the map 1f1 is thus an analytic diffeomorphism of G X N onto G • N. 
If Zis any open subset of N, G · Z = lf/[G X Z] is then open in M, so n[Z] = 

n[G · Z] is open in M; moreover, if fis a complex-valued function defined on 
n[Z], f E 9f(n[Z]) if and only if f o n o 1f1 is an analytic function on G X Z 
that depends only on its second argument. In particular, f E ~{(n[Z]) if and 
only if (f o n) IZ is an analytic function on the open submanifold Z of N 2 • 

These remarks prove that we ha ve an analytic structure on X and that, for 
each x E M, there exists a regular submanifold P of M passing through x 
such that nisan analytic diffeomorphism of P onto an open neighborhood of 
n(x) in X. This proves that n is a submersion of M onto X. 

(3) == (1) Assume now that (3) is satisfied. We have already remarked 
that X has tobe given the quotient topology. By Lemma 2.9.9, ris closed in 
M X M. We now prove that y is a homeomorphism. Let {(x.,g.)} be a 
sequence in M X G such that (x.,g" · x.) ---> (x,y) E r. Then y = g · x for some 
g E G, xn----> X and g •. x.----> y as n ---> oo. Write h. = g-! g •. We ha ve to 
prove that h n ---> 1 as n ----> 00. 

Since nisa submersion, we can find a regular submanifold Nof M passing 
through x such that (a) and (b) of (2) are satisfied. Arguing as in the preced­
ing proof, we may assume that G · N is open in M and that lfl((g,y) f-> g · y) 
is an analytic diffeomorphism of G x N onto G · N. Since both x. and 
h" • x. converge to x, we may assume that x" and h. · x. belong to G • N for 
ali n. So x. = tfl(u.,y.) and h. · x" = lfi(V.,z") for ali n. Since 1f1 is a homeo­
morphism, we must have u.----. 1 and v.----. 1 as n----. oo. On the other hand, 
lfl(h.u.,y.) = lfl~v.,z.), so h.u. = v. for aii n. Hence h.----> 1 as n---> oo. This 
completes the proof of the theorem. 

Remark. We ha ve actually proved the following stronger result: for each 
p E X we can select an open subset Y of X containing p, and an analytic 
diffeomorphism c;Y = c; of G x Y onto n- 1(Y), such that 

(2.9.23) c;(hg,y) = h · c;(g,y) (g, h E G, y E Y). 

In other words, (M,X,n,G) is a principal G-bundle. 

There are two special cases of this theorem that are worth mentioning. 

Corollary 2.9.11. Let G bea compact Lie group act ing freely and analyt­
ically on M. Then M/G admits a unique analytic structure for which nisa sub­
mers ion. 



84 Lie Groups and Lie Algebras Chap. 2 

Proof In this case it is easily seen that ( 1) of Theorem 2.9.1 O. is satisfied. 

Corollary 2.9.12. Let G be a discrete group act ing freely and analytically 
on M, and Jet r be closed in M X M. Then, in order that X= M/G admit an 
analytic structure such that n is a submersion, it is necessary and sufficient that 
the following condition be satisfied:for each x E M we canjind an open subset 
U of M containing x suclz that (g · U) n U = 0 for any g =1= 1 in G. 

Proof We shall verify that this condition is equivalent to the fact that y 
is a homeomorphism. Suppose y is a homeomorphism and x E M. If an open 
neighborhood of x with the required properties does not exist, we can find 
sequences [x.} and {y.} converging to x as n--. oo, with y. = g. · x. for 
some g. =1= 1 in G for ali n. Then g. --. 1, so since G is discrete, g. = 1 for 
ali sufficie~tly large n, a contradiction. In the other direction, Jet {(x.,g.)} 
be a sequence in M X G such that, for some (x,g) E M x G, x. --. x and 
g. · x.--. g · x as n --. oo. Write h. = g- 1 g •. Then for some k, x. and h. · x. 
are in U for alin> k, U being an open neighborhood of x with the properties 
described in the statement of this corollary. So h. = 1 for n > k, proving 
that g. -----> g as n -----> oo. 

2.10. The Exponential Map 

Let G be a Lie group and g its Lie algebra. In this section we shall intro­
duce the exponential map of g into G and study some of its properties. If G = 
GL(n,R) or an analytic subgroup of it, the exponential map coincides with the 
usual matrix exponential map-a fact which accounts for its name. The ex­
ponential map is probably the most important basic construct associated with 
G and g. Many important results in the general theory of Lie groups and 
Lie algebras depend in some way or the other on the properties of this map. 

Let R be the additive group of real numbers and Jet t be the usual coordi­
nate on R. R is an analytic group under addition. The Lie algebra of R is 
one-dimensional and is spanned by the vector field D = d/dt. For r E R Jet 
D, = (djdt),~. be the tangent vector defined by D at r. If M is an analytic 
manifold and f: t r-> f(t) an analytic map of an open neighborhood of r 
into M, then we have (cf. (1.1.20)) 

(2.10.1) 

Consider now a real Lie group G with Lie algebra g. Let X E ll Then the 
map tD r-> t X (t E R) is a homomorphism of the Lie algebra of R into g. 
Since R is simply connected, there is a unique analytic homomorphism ex of 
R into G such that dex(D) = X (Theorem 2.7.5). We have 
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(2.1 0.2) { 
~x(r) = X,x(rl• ~x(O) = Xt 

dC:x(D) =X. 

Conversely, let 17 be any analytic homomorphism ofR into G. Ifwe write X= 
(d17)(D), it is obvious that 17 = C: x· In other words, the correspondence 

is a bijection of g onto the set of ali analytic homomorphisms of R into G, 
such that dC:x(D) = X for ali X E g. Note that C: 0 is the trivial homomorphism 
t ,..._. 1. If r E R is fixed, then for any X E g, 17: t ,..._. C:x(rt) is again an 
analytic homomorphism of R into G. Since (d17)o(D 0 ) = rX~> it foliows that 
11 = C:rx; i.e., 

(2.10.3) C:rx(t) = C:x(rt) (t, rE R, X E g). 

It is customary to write 

(2.1 0.4) C:xO) = exp X (X E g). 

exp: X,..._. exp X is thus a map of g into G, calied the exponential map. From 
(2.10.3) we get 

(2.10.5) C:x(l) = exp tX (t E R, X E g). 

Also 

(2.10.6) exp O= 1. 

Fix X E g. Then for any x E G, the map 

(2.10.7) (x : t ,..._. x exp tX (t E R) 

is an analytic map of R into G, and since (x(t) = lx(exp tX), 

(2.1 0.8) 

In other words, the analytic curve C is the unique integral curve of the vector 
field X through the point x. From the definition (2.1 0.1) we see that for any 
function j defined and Cn around X 

(2.10.9) Xxf =f(x;X) = (;f(x exp tX)L
0 

(x E G, X E (l). 

Suppose G is a complex Lie group, G its Lie algebra. To define the expo­
nential map we proceed as follbws. Let C be the complex analytic group of 
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the complex numbers under addition and Jet z be the usual coordinate. We 
denote by E the differential operator djdz and by E, the holomorphic tangent 
vector (d/dz)F, (r E C). As in the real case, given any X E g there is a unique 
complex analytic homomorphism ~x of C into G such that 

(2.10.10) 

The correspondence 

is a bijection of (l onto the set of ali complex analytic homomorphisms of C 
into G. We have 

(2.10.11) ~,x(t) = ~x(rt) (t, rE C, X E g). 

The exponential map of g into G is then defined by 

(2.10.12) exp X= ~x(l) (X E g). 

For x E G, X E (1, and any functionf defined and holomorphic around x, 
we have 

(2.10.13) Xxf=f(x;X) = (!!_f(xexptX)) . 
dt t~O 

Theorem 2.10.1. Let G be a Lie group, g its Lie algebra. Then the expo­
nential map is analytic. Further, it is an analytic diffeomorphism on an open 

neighborhood of the origin of g. More generally, let g be the direct sum of 

linear subspaces {) 1 , ••• ,[), (s > 1); then there are open neighborhoods B; of 

O in [); (1 < i < s) and V of 1 inG, such that the map 

(2.10.14) 

is an analytic diffeomorphism of B 1 X · · · X B, onto V. 

Proof The proofs are essentially the same in both the real and the 
complex cases. We give the proof in the real case. 

We prove first that exp is analytic around X= O. Select coordinates 
x~> . .. ,xm on an open subset V of G containing 1 such that x 1(1) = · · · = 
xm(1) = 0, and Jet X; E g be such that (X;) 1 = (a(ax;) 1 , 1 < i < m. Then 
{X1 , ••• ,Xm} is a basis for (1. There are functions Fk; (1 < k, i < m), defined 
and analytic on the open set D = {(x 1(y), ... ,xm(y)): y E V} such that 
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Denote by Fthe m X m matrix (Fk;)I~k.i~m· For 1 < i < m, write 

lt follows from the definition of the exponential map that for fixed a 1 , ••• ,am 
E R, t f-> f(t: a 1 , ••• ,am) is an integral curve ofthe vector field a 1X 1 + · · · 
+ amxm withf(O: al> ... ,am)= 1. For any fixed al, ... ,amER, consider 
the system of differential equations 

(2.10.15) 

where y and a are column vectors with respective components y 1 , • •• ,ym and 
a~> .. . ,am. By Theorem 1.4.2 there is an a> O and an analytic map 

defined on the cube f';:+ 1 with values inD such that for fixed (a~> ... ,am) E 

1';:, the function t f-> f(t: a 1 , .•• ,am) CIt 1 < a) is a solution of (2. 1 0.15) with 
f(O: a~> . .. ,am)= O. Going back to U, this means that there is an analytic 
map 

of the cube /':;'' 1 into U such that for fixed (a 1 , ••• ,am) E /':;', the curve t f-> 

j(t: a 1 , • •• ,am) CIt 1 < a) is an integral curve of the vector field a 1X 1 + · · · 
+ am X m with j(O: a 1 , ••• ,am) = 1. By the uniq ueness property of integral 
curves of vector fields, we must have 

It follows from this equation and the analyticity of j that the map 

is analytic on some cube 1'/:. This proves that exp is analytic on some open 
neighborhood of X= O. 

Now, for any integer k > 1, 

expX = (exp! xr (X E g). 

Since the maps x f-> xk of G into G are analytic (k = 1,2, ... ), it follows 
from the proceding result that exp is analytic everywhere. 

It remains to prove the last result. Note that for s = 1, LJ 1 = g, and so we 
obtain as a corollary that exp is an analytic diffeomorphism on an open set 
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around X= O. We shall canonically identifythe tangent space to Gat any ofits 
points with g and, similarly, the tangent space to the vector space t)1 at any of 
its points with t)i (1 < i < s); so for any element (Z 1 , ••• ,Z .) E t) 1 X · · · X {J" 
(d'l')<z ..... ,z.> hecomes a linear map of t) 1 x · · · x f). into g. Clearly, it is 
enough to prove that (d'l')<o, ... ,o> is a hijection. As dim(fJ 1 X · • • x {J.) = 

dim(g), it is enough to verify surjectivity. Let L he the range of (d'l')<o, ... ,o>· 
lf X E f)i and / 1 is the map t ~--> (0, ... ,tX, ... ,0) (zeros in ali places except 
the ith) of R into f) 1 X • · • X t)" it is clear that [(d/dt)('l' o n(t)],_ 0 E L. But 
('1' o / 1)(t) = exp tX, so we can conci ude that [), ~ L. Since this is true for 
i = 1, ... ,s, we haveL = g. As mentioned earlier, this is sufficient to com­
plete the proof. 

Remarks 1. (dexp)x is an endomorphism of g for each X E g with our 
identification. We write 

(2.10.16) D(X: Y) = Dx(Y) = (dexp)x(Y) (X, Y E g). 

It follows from the reasoning ahove that 

(2.10.17) (d exp)0(Y) = Y (Y E g). 

2. Since g is connected, so is exp[g]. Hence 

exp[g] ~ G0 • 

We shall give examples where exp[g] =F G0 • It is also possible that (d exp)x 
is not surjective for some X E g (cf. §2.14). Since exp[g] contains an open 
neighhorhood of the identity, it follows that the subgroup generated hy exp[g] 
concides with G0 • 

3. Let {X~> ... ,Xm} he a hasis for g. It follows from the ahove theorem 
that for some a > O, the map 

is an analytic diffeomorphism of the cube 1':; onto an open subset U1 of G 
containing 1. Suppose x 1 , ••• ,xm are the analytic functions on U1 such that 
y ~--> (x 1(y), ... ,xm(y)) is the map of U1 onto /';' which inverts rp. Then for 
l < i< m, 

(2.10.18) 

x 1 , ••• ,Xm are called the canonica! coordinates of the jirst kind around 1, 
relative to the hasis {X1 , ••• .Xm}. 
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Let [X~> ... .Xm} he, as hefore, a hasis for g and Jet us consider the map 

of Rm into G. 1f1 is ohviously analytic. It follows from the theorem proved 
ahove that for some a > O, 1f1 is an analytic diffeomorphism of the cuhe !';: 
onto an open suhset Uz of G containing 1. Let x 1 , ••• ,xm he the analytic 
functions on Uz such that the map y ~ (x 1(y), ... ,xm(y)) inverts lfl· Then 
for 1 < i < m, 

(2.10.19) 

x 1, ••• ,Xm are called the canonica! coordinates of the second kind around 1 
with respect to the hasis [X~> ... .Xm}. 

We now discuss some examples. 

(!) Let V he a vector space (over R or C) of finite dimension m. Let G 
he the additive group of V. We have seen earlier that the Lie algebra of G 
can he canonically identified with V itself. With this identification, exp X= X 
for X E V. 

(2) Let V he a vector space of finite dimension m over R or C. For G = 
GL(V) and g = g((V), the exponential map coincides with the usual matrix 
exponential. The proof of this depends on the following lemma. 

Lemma 2.10.2. Let V be as abol'e and Jet 8 be the algebra of endomor­
phisms of V. For A E 8 Jet 

(2.10.20) 
AZ A· eA=1+A+-+···+-+···· 2! n! 

Then eA is well defined and A ~eA is an analytic map of 8 into GL(V). Jf 
A1 , ••• ,A, are tlze eigenvalues of A with respectil'e multiplicities m~> ... ,m" then 
e"', ... ,e"' are the eigenvalues of eA with respecti1•e multiplicities m 1 , ••• ,m,. 
In particular, 

(2.10.21) 

Jf A and Bare in 8 and commute, then 

Proof. It is enough to prove everything when V is a complex vector 
space. 

Suppose [v 1 , • •• ,vm} is a hasis for Vand c > O is a constant such that aii 
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the matrix entries of an A E S relative to this basis are < c. Then an easy 
induction shows that for any integer n > 1, the entries of the matrix of A• 
are ali < (mc)•. It follows from this that the series defining eA converges over 
ali of S, the convergence being uniform over compact sets of S. The classical 
theorem on uniformly convergent sequences of holomorphic functions now 
implies that A ~ eA is a holomorphic map of S into S. 

Suppose A, B E S and A B = BA. Then an easy induction on n shows that 

(A + B)• Ar B•-r 
"'---'--:-,---"- = :E ' ( ) 1 • n . o :5:r:5:n r . n - r . 

The formula (2.10.22) follows from this by multiplication of the series for eA 
and e». Sin ce e0 = 1, eA e-A = 1 ; therefore eA is invertible for aii A E S, the 
inverse of eA being e-A. 

It remains to prove the result concerning eigenvalues. Fix A E S. By 
reduction theory we can choose a hasis {v" ... ,vm} for V such that the 
matrix (ai/) of A relative to this basis is upper triangular, i.e., alf = O (i > j). 
It is easily seen that the matrix of A• has the same property for aii n > 1, 
and the diagonal entries of the matrix of A• are aii, 1 < i < m. A simple 
calculation now shows that the matrix of eA is upper triangular with diagonal 
entries e"", 1 < i < m. Since the characteristic polynomial of A (resp. eA) is 
ITt,;;,;m (z-au) (resp. ITt,;i,;m (z- e"")), we are through. 

It follows from the above lemma that for any X E g{(V), the map t ~ e'x 
is an analytic homomorphism of R into GL(V). Writing A = tX in (2.10.20) 
and differentiating termwise, we get 

(2. 10.23) ( !!_erx) =X. 
dt t=O 

We may therefore conclude that 

(2.10.24) ex(t) = e'x (t E R, X E g{(V)). 

The formula (2.10.24) shows that 

(2.1 0.25) exp X= ex (X E gf(V)). 

(3) Let G = GL(2,R), g = gf(2,R). We now prove that 

x = E G0 but x 1:- exp[g]. (-1 1) 
o -1 

Suppose to the contrary and let X E g be such that x = ex. Since tr X is real 
and det(x) = 1, (2.10.21) shows that tr X = O. So there is a c E C such that 
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c and -c are th'e eigenvalues of X. The eigenvalues of x = ex are then ee 
and e-e, showing that ee = -1 and c :f= O. Therefore X has distinct eigen­
va1ues. Hence we can find an invertible complex 2 x 2 matrix u such that 

uxu-1 = (c o). 
O -c 

Then 

Consequently, (uxu- 1 )2 = ux2 u- 1 = 1. But then x 2 = 1, a contradiction. So 
x tf: exp[g]. To prove that x E G0 , note that the curve 

( cost sint) 
1 ~ -sin t cos t 

(Os t < n) 

joins 1 to -1, and the curve 

joins -1 to x. 
We conclude this section with a useful result connecting the exponential 

map with subgroups and homomorphisms. 

Theorem 2.10.3. (1) Let G1 bea real (resp. complex) Lie group with Lie 
algebra g1 (i = 1, 2), and let n (G 1 ---> G2) be an analytic homomorphism. Then 

(2.10.26) n(exp X) = exp(dn)(X) (X~ g1). 

In particular, (dn)(X) = O if and only ţf exp t X /ies in the kernel of 1l for al! 
t E R (resp. C). 

(2) Let G be a real (resp. complex) Lie group with Lie algebra g, H an 
arbitrary Lie subgroup of G, and [) the subalgebra of g defined by H. Suppose 
X E g. Thenfor X tobe in[) it is necessary and sufficient that exp tX E H for 
al/ t E R (resp. C). 

Proof. We prove both assertions in the real case. Let 11 be the identity of 
G1 (i = 1, 2). 

To prove (1), let X E g1 and 'lx(t) = n(exp tX), (t E R). Then lix(O) = 

(dn)!,{X1,) = (dn)(X)~,, so since 'lx is a homomorphism, 

(2.10.27) 'lx = e(dx)(X)' 

This proves that n(exp tX) = exp t(dn)(X). Putting t = 1 we obtain (2.10.26). 
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It is clear from (2.10.27) that (dn)(X) =O if and only if 1'/x is trivial, i.e., if 
and only if exp tX lies in the kernel of n for aii tE R. 

To prove (2), Jet g be the Lie algebra of Hand i the identity map of H into 
G. By (1), i(exp tX) = exp t(di)(X) for ali X E fj and tE R. So if X E LJ, 
exp tX E H for ali tE R. Conversely, let X E g and exp tX E H for aii 
tE R. Since H is quasi-regularly imbedded inG, t ~ exp tX is an analytic 
homomorphism of R into H, so exp tX = i(exp tX) for aii tE R and some 
X E g. Therefore, X= (di)(X) E f). This proves the theorem. 

One can describe (2) in less pedantic terms in the foiiowing way. Let the 
Lie algebra of H be canonicaiiy identified with f). Then the exponential map 
of f) into H is the restriction to f) of the exponential map of g into G. 

2.11. The Uniqueness of the Real Analytic Structure of a Real Lie Group 

One of the most important applications of the exponential map is the 
theorem which asserts that a topologica! group can be converted into a real 
Lie group in at most one way. The proof is based on the foiiowing lemma. 

Lemma 2.11.1. Let G bea real Lie group and let OG bea continuous homo­
morphism of R into G. Then OG is analytic. 

Proof. Let g be the Lie algebra of G. By Theorem 2. 10.1 we can choose 
an open set B around O ing such that (i) X E B, 1 t 1 < 1 ==> tX E B, and (ii) 
exp is an analytic diffeomorphism of B onto an open sub set U of G containing 
1. Let B 1 be an open neighborhood of O on B such that (i) X E B 1 , 1 t 1 < l 
==> tX E B 1, and (ii) B1 + B1 s; B. Since OG is continuous, we can find a 
b > O such that OG(t) E exp B 1 for -b < t < b. We can then write OG(t) = 
exp P(t), -b < t < b, p being obviously a continuous map of ( -b,b) into B 1 • 

We now assert that for any tE (-b,b) and k = 1, 2, ... , p(rtfk) = 
rp(t/k) for r = 1, 2, ... ,k. For k = 1 this is obvious. Fix tE (-b,b) and 
an integer k > l. Since 1 rtfk 1 < b for 1 < r < k, p(rtfk) E B 1 for aii such r. 
Suppose that, for somer with 1 < r < k, rp(t/k) E B; then exp r P(tfk) = 

(exp P(tfk))' = (OG(tfk))' = OG(rtfk) = exp P(rtjk), so rP(tfk) = P(rtfk). In this 
case we can even conclude that rP(tfk) E B 1 • Suppose now that rP(tfk) 1:. B 
for somer with 1 < r < k, and that sis the smallest such r. Obviously, 1 < 
s < k. Then (s- 1)P(t/k) E B, so (s- 1)P(tfk) E B 1 by the observation 
made above. But then sP(tjk) = (s- l)p(tjk) + P(tfk) E Bt + B1 S B, 
contradicting the definition of s. So rp(t/k) E B, 1 < r < k. Then rP(tfk) 
= P(rtfk), 1 < r < k, as we saw above. 

We thus have p(pt) = pp(t) for -b < t < b and ali rational p with O < 
p < 1. Since p is continuous, we have P(ct) = cp(t) for -b < t < b and 
O < c < l. Since p( -t) = - p(t) for t E ( -b,b), we ha ve p(ct) = cP(t) for 
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t E ( -b,b) and -1 < c < 1. Let X= (2/b)p(b/2). Then, for t E [ -bj2,bj2], 

PCt) = P(~ · ~) 
=tX. 

In other words, p is the restriction to [ -bj2,bj2] of a linear map of R into g. 
Hence p is analytic around t = O. So IX is analytic around t = O. Since IX is a 
homomorphism, it is analytic everywhere. 

Theorem 2.11.2. Let G" G2 be real Lie groups and 1l a homomorphism of 
G 1 into G2 • In order that n be analytic it is necessary and sufficient thatfor every 
continuous homomorphism IX ofR into Gt. n o IX is continuous. In particular, if 
1l is continuous, n is analytic. 

Proof The necessity of the conditions is obvious. We now prove their 
sufficiency. Let Bt be the Lie algebra of Gi, i = 1' 2. Let XI' ... ,X m be a 
basis for g 1 • By our assumption, for 1 < i < m, tf1 : t ~ n(exp tX;) is a con­
tinuous homomorphism of R into G2 , hence, by the preceding lemma, ana­
lytic. So the map 

of Rm into G2 is analytic. On the other hand, we saw du ring the course of our 
discussion of the canonica! coordinates of the second kind in §2.1 O that for 
some a > O, the map 

is an analytic diffeomorphism of the cube /'; onto an open subset U of G 1 

containing 1. Then for u E U we have 

n(u) = rp(IJI- 1(u)). 

This shows that n is analytic on U. Since n is a homomorphism, it is analytic 
everywhere. This proves the theorem. 

As an immediate consequence we obtain 

Theorem 2.11.3. Let G 1, G2 be real Lie groups and rp a continuous one-to­
one homomorphism ofG 1 onto G2 • Then rp is an analytic isomorphism ofG 1 

onto G2 • In particular, a (second countable) topologica/ group can admit at 
most one real analytic structure compatible with its topology under which it is a 
real Lie group. 
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Proof By Lemma 2.5.3, rp is a homeomorphism. So both rp and rp- 1 are 
analytic by the previous theorem. For the second assertion, let G bea real Lie 
group and G* another real Lie group having the same underlying topologica! 
group as G. If we apply the first result to the identity map, we get G = G* 
as real Lie groups. This proves the theorem. 

The uniqueness of the analytic structure does not persist for complex Lie 
groups. For example, let G be the additive group of complex numbers with 
the usual complex structure. Then the map x H xconi is an automorphism of 
the underlying topologica! groups but not an automorphism of the complex 
structure. 

It follows from this theorem and the discussion in §2.6 that given a real 
Lie group G, any second countable topologica! group locally (topologically) 
isomorphic to G can be regarded as a Lie group in a unique fashion. From 
this we obtain the following significant refinement of Theorem 2.8.2. 

Theorem 2.11.4. Let Gj be real Lie groups and gj the corresponding Lie 
algebras (} = 1, 2). Then the following statements are equiralent: 

(i) G 1 and G2 are locally isomorphic as topologica/ groups 
(ii) G1 and G2 are locally isomorphic as Lie groups 

(iii) g, and g2 are isomorphic as Lie algebras 

2.12. Taylor Series Expansions on a Lie Group 

Suppose G is a Lie group with Lie algebra g. Let x E G, X E g. We have 
then seen that t H x exp t X is the integral curve of the vector field X through 
the point x and that, if fis any function defined and analytic around x, 

(2.12.1) (Xf)(x) =f(x;X) = (!J(x exp tX)L
0

• 

We propose to obtain similar formulae involving higher derivatives. Such 
formulae lead to expansions analogous to the Taylor series expansions in 
Euclidean spaces. Throughout this section we shall work with a fixed real Lie 
group G whose Lie algebra will be denoted by g. We shallleave to the reader 
the task of making the necessary changes in the complex case. We shall 
denote by (_)j the enveloping algebra of G, introduced in §2.4. 

Lemma 2.12.1. Let x E G, X E g. Then for any integer k > O and any 
junction f defined and c= around X, 

(2.12.2) 
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Jf fis ana/ytic arounctx, we hal'e, for al! sufficiently smalli t ,, 

(2.12.3) 
= t• 

f(x exp tX) = I; f(x;X•) 1 · 
n~o n. 

Proof We shall prove by induction on k the more general formula 

(2.12.4) 
dk 

f(x exp tX;Xk) = dtJ(x exp tX) 

for ali t E R and ali f defined and c~ around x. For k = O this is obvious. 
Assume (2.12.4) for some k > O and ali f Sin ce Xk+ 1 = X· Xk and 
exp sX exp tX = exp(s + t)X, we have 

f(x exp tX;Xk+ 1) = {Is (Xkf)(x exp(s + t)X)L
0 

= ~ (Xkf)(x exp tX) 

dk+1 
= dtk+J(x exp tX) 

proving(2.12.4)fork + 1. Fort= Oweobtain(2.12.2). Therelation(2.12.3) 
follows from the analyticity of the function t ~ f(x exp tX). 

Lemma 2.12.2. Let x E G, X~> .. . ,X, E {\. Jf fis a function defined and 
C'~ around X, !hen 

(2.12.5) 1 (X1 • • • XJ)(x) = f(x;X1 ···X,) 

=(a _a.'.a /(xexpt1X1 ···expt,x,)) . 
t1 t, ,,~···~c,~o 

Proof Let F be the function (t 1, ... ,t,) ~ f(x exp t 1X1 · · · exp t,X,), 
defined in a neighborhood of the origin in R'. Then for ali sufficiently small 
1 f 1 l, • • • ,, ls-1 !, 

(aa F(t ~> ... ,t,_ 1,t,)) = (XJ)(x exp t 1X1 exp t,_1Xs-1). 
fs t,=O 

(2.12.5) now follows by induction on s. 

We shall now obtain a general expansion formula for functions on G. 
When suitably specialized, these go over to the usual Taylor series expansions 
in Euclidean spaces. To formulate the results precisely we need some nota­
tion. Fix an integer s > 1 and elements X1, .... ,X, E g. For any ordered 
s-tuple n = (n~> ... ,n,) of integers >O, write X(n) for the coefficient of 
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t~· · · · t~· in the fvrmal polynomial 

n In'··· n' 1• 2• s· (!X+ ••• +tX)••+··•+n, 
(n 1 + ... + n,)! t t s s • 

Note that X 1, ••• ,X, do not in general commute. When n1 = · · · = n, =O, 
we put X(n) = 1. The X(n) are elements of®, and for any n = (n~> ... ,n,), 
the order of the differential operator X(n) is < n1 + · · · + n,. For example, 
let s = 2. Then 

X(1,1) = ~(X1X2 + X2Xt) 

X(2,1) = -j-(xtx2 + x1x2x1 + x2xn. 

It is also possible to describe X(n) in another manner. Let n = (n~> ... ,n,) 
and let n = n 1 + · · · + n,. Detine the elements Z 1 , ••• ,z. of g by 

{ z, =XI 

z.,+···+n,+J = xk+l 

1 <j< n1 

1 <j<nk+t. 1 <k<s-1. 

Then 

(2.12.6) 1 
X(n) = l I; Z1,Z1, • • • Z1., n. (1,, .... 1.> 

where the sum extends over ali permutations (i 1, ••• ,i.) of (1,2, ... ,n). We 
leave it to the reader to verify (2.12.6). 

Theorem 2.12.3. Let x E G and /et f be a function defined and analytic 
around x. Let X~> ... ,X, E g. Then there is an a > O such that 

(2.12.7) 
t•• ... t•· 

f(x exp(t 1X1 + · · · + t,X.)) = I; 11 • yi(x;X(n)), 
n~o ...• n,;;:::..o nl . ... ns. 

the series converging abso/utely and uniformly in the cube 1!. 

Proof Let Fbe the function (t 1 , ••• ,t,) 1-4f(xexp(t 1X 1 + · · · + t,X,), 
defined and analytic around the origin in R'. Write D1 = a;ar,, 1 <j < s. 
Then for some a > O, we have the foliowing expansion absolutely and uni­
formly convergent for ali (t 1 , ••• ,t ,) E 1!: 

where the suffix O indicates that the derivatives are taken when t 1 = · · · = 

t, =O. Now fix (tt. ... ,t,) E 1; and 1et u be the function t 1-4 F(tt~> ... ,tt,) 
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defined around t = O. Obviously, 

I; t~' ... t~· (D~· · · · D~·F)0 
.,, ... ,.,;;,o n 1 ! · · · n,! 

n1+···+n,=k 

for k = O, 1. ,·, . , On the other hand, it is clear from (2.12.2) that we have, 
for k = O, 1, ... , 

The equality of these two expressions for u<k>(O) for aii (t 1 , ••• ,t,) E /! 
implies that the corresponding coefficients of t~' · · · t~· must be the same. We 
therefore obtain 

(2.12.8) f(x;X(n)) = (D~· · · · D~·F)0 • 

(2.12.7) follows at once from this. 

As an application of these formulae, we now derive expressions for 
products and commutators in the group in canonica) coordinates. In the 
following we shall use the symbol O(t 3) to denote any function of the form 
t ~ t 3u(t) where u is defined and analytic around t = O with values in some 
finite-dimensional vector space over the reals. 

Theorem 2.12.4. Let s > 1 and X,, ... ,X, E g. Then 

(2.12.9) 

for al/ sufficiently smalll t 1· In particular, for X, Y E g and for al/ sufficiently 
smalll t 1. 

(2.12.10) 

(i) exp tX exp tY = exp{t(X + Y) + ~ [X,Y] + O(t 3)} 

(ii) exp tX exp tY exp( -tX) = exp{tY + t 2[X,Y] + O(t 3)} 

(iii) exp tX exp tY exp( -tX) exp( -tY) 

= exp{t2[X,Y] + O(t 3)}. 

Proof Fix s > 1, xh ... ,x. E g. Letfbe a function defined and ana­
lytic around 1 and Jet F be the function (t t. .•• ,t,) ~ f(exp t ,X, · · · exp t,X,). 
Then for sufficiently small 1 t 1. 
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here D1 = a;at1, and the suffix zero indicates that the derivatives are taken 
for t 1 = · · · = t, =O. Now, by (2.12.5), 

Therefore, for ali sufficiently smalll t 1, 

(2.12.11) {
F(t, ... ,t) =f(1) + t ~ f(l;Xt) 

+ ~ f,~/(1;Xf1)<;:s 2 t:o;k;:;;/(l;XtXi)} + O(t 3). 

Se1ect a hasis fX1, ••• ,Xm} for g, and Jet x 1, ••• ,Xm be the correspond­
ing canonica! coordinates ofthe first kind. If Z = c1X1 + · · · + cmXm E g, 
then xk(exp tZ) = tck and hence, by (2.12.2), 

(2.12.12) 
if n = 1 

(l < k < m). 
if n * 1 

Let 

We now apply (2.12.11) to the case whenf= xk. Since 

we conci ude from (2.12.11 ), on taking into account (2.12.12), that 

On the other hand, if we define Z(t) for sufficiently small 1 t 1 by exp Z(t) = 
exp tX1 • • • exp tX., then 

Z(t) = ~ xiexp tX1 • • • exp tX,)Xk. 
l~k::;m 

It then follows from the above that 

This proves (2.12.9). The relations (2.12.10) then follow by specializing suit­
ably. This proves the theorem. 
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One can now obtain a direct interpretation of the Lie bracket ing in terms 
of commutators in G. In fact, it follows easily from (iii) of (2.12.1 O) that the 
map 

(2.12.13) 

is of class C 1 near s =O, and its derivative at s =O is [X,YL. This was the 
classical (local) way of introducing the Lie bracket. 

Corollary 2.12.5. Let X, Y E: g and let (Xn}, (Y.} be sequences in g such 
that X" --• X and Y"---. Y as n ----> oo. Then 

(2.12.I4) 1 ( X y )" exp(X + Y) = Iim exp----'! exp----'! 
n-~= n n 

X Y -X -Y n' 
exp[X, Y] = Iim (exp----'! exp----'! exp --" exp --") · 

n~= n n n n 

This corollary would follow if we showed that the O(t 3) estimates in 
(2.12.1 O) are uniform when X and Y vary over compact subsets of g; and for 
this it would be enough to verify that the O(t 3 ) estimates in (2.I2.II) are 
uniform when XI> ... .Xs vary over compact subsets of g. Fix a norm 11·11 
over g, and for any function f defined and analytic around 1, consider the 
function 

g is analytic around (0, ... ,0). Let H be the difference between g and its 
Taylor expansion about (0, ... ,0) containing only derivatives of order < 2. 
Then we can tind C' > O, b' > O such that 

It follows from this that if M >O, then with C = C'sM 3 and b = b'/M, 

IIH(tXl, ... ,tXs)ll < Ct 3 (IIXill < M for 1 <} < s, Iti< b). 

This estimate implies the required uniformity in (2.12.1I). 
We conclude this section with another application ofthe exponential map, 

expecially the formulae (2.12.14). Let G bea real Lie group. It was proved by 
von Neumann that when G = GL(n,R), ali closed subgroups of G are Lie 
subgroups. This result was !ater extended by E. Cartan to arbitrary G. We 
now give a proof of Cartan's result. 

Theorem 2.12.6. Let G bea real Lie group and Ha closed subgroup. Then 
H is a Lie subgroup of G. 
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Proof Let H 0 denote, as usual, the component of the identity of H. 
The theorem will follow if we prove that H 0 is an analytic subgroup of G and 
is open in H. For, assuming that this has been done, then by Lemma 2.6.1 
there is an analytic structure on H which converts it into a Lie group and for 
which H 0 is an open submanifold of H; since H 0 is regularly imbedded inG 
and H is the union of ( countably many) disjoint left cosets of H 0 , it is ele ar 
that H is regularly imbedded in G. H is thus a Lie subgroup of G. 

The proof that H 0 is open in Hand is an analytic subgroup of G consists 
of two steps. Let g be the Lie algebra of G. We first introduce the set 

(2.12.15) l) ={X: XE g, exp tXE Hfor ali tE R}; 

if H were a Lie subgroup, 1) would be the subalgebra of g defined by H. The 
first step consists in proving that 1) is a subalgebra of g. This would allow us to 
introduce the analytic subgroup H' of G defined by l). The second step con­
sists in proving that H' = H 0 and that it is open in H. 

We prove first that f) is a subalgebra. Obviously, O E l). If X E 1) and c, 
t E R, exp ctX = exp t(cX), so cX E 1) for aii c E R. Suppose X, Y E g 
and t E R. It follows from (2.12.14) that as n ---. oo 

exp t(X + Y) = Iim( exp 1: exp 1~)" 

exp t 2[X,Y] = lim(exp tX exp tY exp -tX exp -tY)n'. 
n n n n 

Since H is closed in G, these relations imply that exp t(X + Y) E H for ali 
tE R and exp t[X,Y] E H for aii t >O in R. lfwe note that exp -t(X,Y] = 
(exp t[X,Y])- 1 , we can conclude that X+ Y and [X,Y] belong tol). l) is thus 
a subalgebra of g. 

Let H' be the analytic subgroup of G defined by 1). Since exp l) generates 
H', we see that H' s::; H 0 • In order to prove that H' = H 0 and is open in H, 
it is obviously sufficient to prove that H' contains an open neighborhood of 
1 in H. This will then complete the proof of the theorem. 

Select a linear subspace o of g complementary to 1). By Theorem 2. 10.1, 
we can select open neighborhoods A and B of O in l) and o respectively such 
that (i) the closures of A and B are compact, and (ii) (X,Y) ~ exp X exp Y 
is an analytic diffeomorphism of A X B onto an open neighborhood of 1 in 
G. Suppose now that H' does not contain an open neighborhood of 1 in H. 
Then there is a sequence xk E H"-... H' such that xk-----> 1 as k-----> oo. We may 
assume that xk = exp xk exp yk where xk EA, yk E B, and that both xk 
and Yk tend to zero when k---. oo. Put yk = exp Yk. Since exp -Xk E H' 
and Xk---. O, it is clear that Yk E H"-... H' and yk---. 1; moreover, Yk =1= O for 
any k. So, since Cl(B) is compact, for each k > 1 we can find an integer 
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rk > 1 such that 

(2.12.16) 

By passing to a subsequence if necessary, we may assume that Z = 

limk~oo rkYk exists. Obviously, Z E f>. Further, Z cannot be zero. For if Z =O, 
then (rk + 1)Yk = rkYk + Yk--> O as k--> oo, and hence (rk + 1)Yk E B 
for sufficiently large k, contradicting (2.2.16). Thus Z =F O, Z E f>. 

We claim that exp tZ E H for ali t E R. Since H is a closed subgroup, 
it is enough to prove that exp tZ E H for aii t rational and > O. Since 
exp(m/n)Z = (exp(J/n)Z)m for integers m, n > 1, we need only prove 
exp(1/p)Z E H for ali integers p > l. Fix p > 1, and write rk = skp + tk, 
where sk and tk are integers, sk > O, O< tk < p. Then 

Now, Yk--> O and O< tk < p, so exp(tk/p)Yk __, l. So, as exp(Ijp)rkYk--> 
exp(l/p)Z, we have exp skYk--> exp(l/p)Z. On the other hand, exp skYk = 

Yk' E H for aii k. So, using the fact that H is closed once again, we conclude 
that exp(l/p)Z E H. This proves our claim. 

It now follows from (2.12.15) that Z E f). Since Z =F O and Z E f>, we 
reach a contradiction. This proves the theorem. 

We remark that the analogue of this theorem for complex groups is false. 
For instance, Jet G = C* and H = T 1 , the one-dimensional torus. Then G 
is complex analytic and H is closed in G, but H is not a complex Lie sub­
group of G. 

2.13. The Adjoint Representations of g and G 

Let g be a Lie algebra over a field k of characteristic zero. For X E g, 
1et ad X be the endomorphism of g defined by 

(2.13.1) (ad X)(Y) = [X,Y] (Y E g). 

We ha ve seen that ad X is a derivation of g for aii X E g and that X f-+ ad X 
is a representation of g, the so-called adjoint representation of g (cf. §2.2). 
We write 

(2.13.2) ad g = { ad X: X E g}; 

ad g is a suba1gebra of gt(g). 
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Now Jet us consider the case when k = R (resp. C). Let G bea real (resp. 
complex) Lie group with Lie algebra (l. Suppose V is a finite-dimensional 
vector space over R (resp. C). Then by a representation of G in V we mean an 
analytic homomorphism of G into GL( V). It is obvious that if n is a represen­
tation of G in V, then x,v f---+ n(x)v is an analytic map of G x V into V. 

In the theory of group representations it is customary to reserve the term 
"representation" to denote a somewhat more general type of object. Let G 
be a real Lie group and V a finite-dimensional vector space over C. By a 
representation of G in Vis then meant an analytic homomorphism of G into 
GL(V)a where GL(V)a is the real Lie group underlying the com_p1ex Lie group 
GL(V). In view of Theorem 2.11.2, a map nof G into GL(V) is a representa­
tion in this sense if and only if 

(2.13.3) ! (i) n(l) =~ 1, n(xy) = n(x)n(y) (x, y E G) 
(ii) for any v E V, the map x >--> n(x)v is continuous from 

G toV. 

In this section we use the term "representation" only in the stricter earlier 
sense. If G is a complex Lie group and nisa representation of G in a complex 
vector space V (in our strict sense), then the functions x >--> n(x)v occuring in 
(2.13.3) are holomorphic; in the theory of group representations 1t would be 
called a complex analytic or holomorphic representation. 

Let G bea Lie group with Lie algebra g. The main aim ofthis section is to 
show that there is a natural representation of G in g, the so-called adjoint 
representation, and that its differential is none other than the adjoint repre­
sentation of g. As usual, the proofs are given in the real case; the complex 
case needs only minor changes. 

Before formally introducing the adjoint representation, it is covenient to 
begin with a more general situation. 

Lemma 2.13.1. Let G bea Lie group acting analytically on an analytic 
manifold M. Let x 0 E M, and let G0 be the stability subgroup of Gat x 0 • For 
each g E G, let ! 8 denote the di./feomorphism x f---+ g · x of M. Then for each 

g E G0 , L 8 = (dt 8 )x, is a linear automorphism of Tx,(M), and L (g >--> L 8 ) is a 

representation of G 0 in T_,,( M ). 

Proof By Lemma 2.9.2, G0 is a closed Lie subgroup of G. If g E G0 , 

t8 ·x0 = t8 •• ·x0 = x0 ,sothelinearmap(dt8 L,isawell-definedendomorphism 
of the tangent space Tx.(M) having (dtg·•)x, as its inverse. So Lg is an auto­
morphism of Tx,(M) for each g E G0 , L 1 = 1, and the composition formula 
for differentials implies that L is a homomorphism of G0 into GL(Tx.(M)). 
It remains to check that Lis analytic, and it is enough to verify analyticity at 
the identity. 
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Let Xt. ... ,xP be coordinates on an open subset U of G0 containing l, 
and y 1, ••• ,y" coordinates onan open subset A of M containing x 0 • We may 
suppose that xll) = y/x 0 ) =O (1 < i < p, 1 <j < n) and that for a suit­
able open set B with x 0 E B ~ A, g • b E A for ali g E U and b E B. Since 
G0 is a Lie subgroup of G, G0 acts analytically on M, so there are functions 
F1 defined and analytic around (0,0) E RP x R" such that 

for 1 < i < n, g E U, x E B. Then for fixed g E U, 

for l < s < n. This shows that the matrix of (dt8 )x, with respect to the basis 
[(ajay,)x" ... ,(ajay.)x,} of Tx,(M) has entries which are analytic functions 
of g on U. Lis thus analytic at 1. As mentioned earlier, this is sufficient to 
complete the proof of the lemma. 

Consider now a Lie group G with Lie algebra g. For each y E G, 
iy: x f-4 yxy- 1 is an automorphism of G and consequently induces in a natural 
way an automorphism X f-4 XY of the Lie algebra of ali analytic vector fields 
on the analytic manifold G. By transport of structure we ha ve, for any ana­
lytic vector field X on G, 

(2.13.4) XYY' = (XYY (y,y' E G), 

It follows from the identity l)y = iyfy-•xy (x, y E G) that if X E g, then XY E g 
for y E G. We put 

(2.13.5) Ad (y) X= XY (y E G, X E g). 

It is then clear that Ad (y) is an automorphism of the Lie algebra g for each 
y E G and that y f-4 Ad y is a homomorphism of G into GL(g). For any 
subset o of g and y E G, write oY = [XY: x E o}. 

It is possible to introduce the linear transformation Ad (y) of g in another 
manner. Since the map (y,x) -• yxy- 1 is analytic from G x G into G, the 
natural action of G on itself by inner automorphisms is analytic. Moreover, 
iyl = 1 for ali y E G. So by Lemma 2.13.1, (diy) 1 is an automorphism of 
T 1(G) for each y E G, and y f-4 (diy) 1 is a representation of G in T,(G). On 
the other hand, X f-4 X1 is a linear isomorphism of g onto T 1 (G), and we ha ve 
as an immediate consequence of the definitions 

(2.13.6) 



104 Lie Groups and Lie Algebras Chap. 2 

In other words, the map X>----> X1 intertwines the linear transformations Ad (y) 

and (diy) 1 for ali y E G. We may thus conclude that y >----> Ad (y) is a represen­

tation of G ing. At the same time, it follows from (2.13.6) that for fixed y E G, 

Ad (y) is the automorphism of g which is the differential of the automor­

phism iy of G (cf. §2.7). In particular, taking n = iy in (2.10.26), we get the 
important relation 

(2.13.7) expXY=yexpXy- 1 (Xe=g,ye=G); 

i.e., the exponential map intertwines the actions of Ad (y) ( on g) and iy ( on G) 

for ali y E G. Ad: y >----> Ad (y) is called the adjoint representation of G. It fol­

lows from Theorem 2.7.3 that Ad[G] is a Lie subgroup of GL(g) whose com­

ponent of identity coincides with Ad[G0 ]. The basic result concerning the 
adjoint representation of G is the following. 

Theorem 2.13.2. Let G bea Lie group with Lie algebra g. Then the dif.fer­

ential of the adjoint representation of G is the adjoint representation of g. In 

particular, its kernel is the centralizer of G0 in G, and the subalgebra of g 
dejined by this kernel is the center of g. Moreol'er, 

(2.13.8) Ad (exp X)= e•d x (X E g). 

Proof Let A, denote the differential of the adjoint representation of G. 

Then by Theorem 2.1 0.3 and the fact the that exponential map of g((g) is the 
usual matrix exponential, we have Ad(exp tX) = e',\(Xl for ali X E g, t E R. 
Fix X E g and write y, = exp tX. Then for any Z E g, 

(2.13.9) ZY• = z + tA.(X)Z + O(t 2 ) (t----> 0). 

On the other hand, it follows from (2.13. 7) and (ii) of (2.12.10) that 

(2.13.10) exp tZY' = exp[tZ + t 2[X,Z] + O(t 3)} (t ----. 0). 

A comparison of(2.13.9) and (2.13.10) yields at once the conclusion A.(X)Z = 
[X,Z]. Thus A.(X) = ad X for X E g. This proves the first assertion and im­

plies (2.13.8), as already mentioned above. It remains to determine the kernel 

of Ad. If y E G, Ad(y) = 1 if and only if X'Y = X' for ali X' E g. In view of 

(2.13.7), this can happen if and only if y exp tX' y- 1 = exp tX' for ali tE R 

and X' E g, i.e., if and only if y commutes with exp[g]. Now the subgroup of 

G generated by exp[g] coincides with G0 (cf. Remark 2 following Theorem 
2.1 0.1 ), and hen ce we can conci ude that y is an element of the kernel of Ad if 

and only if it commutes with G0 • Let 3 be the subalgebra of g defined by the 
kernel of Ad. Then by (2) ofTheorem 2.10.3, X E 0 ifand only if Ad(exp tX) 

= e' ad x = l for aii t E R, i.e., if and only if ad X= O. So 3 is the center of g. 

This proves the theorem. 
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Corollary 2.13.3. Jf X, Y E: g and [X,Y] =O, then 

(2.13.11) exp(X + Y) = exp X exp Y. 

G0 is abelian if and only g is abelian; in this case tlze exponential map is a 
co1>ering homomorphism ofthe additive group ofg onto G0 • A simply connected 
abelian analytic group is isomorphic to the additil'e group of a vector space. 

Proof Let Z be the component of the identity of the kerne1 of Ad, and 
3 the corresponding subalgebra of g. By the theorem just proved 3 is the 
center of g. Since g is abelian if and only if 3 = g, it follows that g is abelian 
if and only if Z = G0 • Applying the theorem once aga in, we see that this is 
true if and only if G0 is contained in its centralizer, i.e., if and only if G0 is 
abelian. Suppose now that X, Y E: g are such that [X,Y] = O, G being arbi­
trary. Let t) be the subspace spanned by X and Y. Then {J is a subalgebra of g 
and is abelian. So, by the previous result, the analytic subgroup of G cor­
responding to {J is abelian. Since exp[(J] is contained in this subgroup, we see 
that t7: t c-> exp tX exp tY is an analytic homomorphism of R into G. On the 
other hand, we see from (i) of (2.12.1 O) that 

f!(O) = (d exp)0(X + Y) 

=X-t-Y (by(2.10.17)) 

Consequently t7 = ~x+r, proving that exp t X exp t Y = exp t(X + Y) for ali 
tE: R. Fort= 1 we obtain (2.13.11). 

It follows from this that if g is abelian, exp is a homomorphism of the 
additive grou p of g. But then exp[g] is a subgroup of G and hence must 
coincide with G0 • Since exp is an analytic diffeomorphism around X= O, the 
kernel of exp must be discrete. Because g is simply connected, -exp must be a 
covering homomorphism. In particular, if G is a simply connected abelian 
analytic group, exp must be an isomorphism of g onto G. This proves ali the 
statements of the corollary. 

It follows from this corollary that the abelian analytic groups are precisely 
of the form V/ D, where Vis the additive group of a vector space and D a 
discrete subgroup. A complete description of the discrete subgroups of the 
additive vector groups would then lead to a complete description of ali 
abelian analytic groups. 

Next we formulate a theorem which describes the connection between 
normal subgroups of G and ideals ing. For simplicity offormulation we work 
with connected groups. 

Theorem 2.13.4. Let G be an analytic group witlz Lie algebra g, H an 
analytic subgroup of G, and t) the corresponding suba!gebra of g. Then H is 
normal in G if and only i/fJ is an ideal in g; in this case tr = (J for al/ y E: G. 
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Proof Suppose H is normal in G and Jet X E 'E), y E G. Then exp tXY = 
y exp tX y- 1 E H for ali tE R. By (2) of Theorem 2.10.3, XY E 'E). Thus 
ry = l). In particular, if X E l) and z E g, xexp IZ = e' ad z. X E 'E) for aii 
t E R. But then [Z,X] = ((d/dt)etad z X),= o E 'E) too. So 'E) is an ideal in g. 
Conversely, Jet 1) be an ideal ing. Then for X E 'E) and Z E g, (ad Z)•(X) E LJ 
for n = O, 1, .... This shows that xexp z = e•d z • X E 'E). So t)Y = 'E) for ali 
y E exp [g]. Since the set of ali y E G such that 'E)Y = 'E) is a subgroup of G, we 
can conci ude that Iy = 'E) for aii y E G. In view of (2.13. 7), we may conci ude 
that yHy- 1 = H for ali y E G; i.e., H is normal. This proves the theorem. 

We shall conclude this section with some remarks. 

(!) Let G1 be an analytic group with Lie algebra g1 (i = 1, 2), and Jet 11: 

be an analytic homomorphism of G 1 into G2 • Then it follows from (2.13.7), 
(2. 10.26), and the definition of Ad that 

(2.13.12) Ad(n(y)) o dn = dn o Ad(y) (y E G 1). 

In particular, Jet G be any Lie group, H a Lie subgroup. Let g be the Lie 
algebra of G and Jet us canonically identify the Lie algebra of H with the 
subalgebra 1) defined by H. If we denote by Ada and Adn the respective ad­
joint representations of G and H, then 

(2.13.13) 

We leave it to the reader to verify that {JY = t) for any y E H and that 
(2.1 3.1 3) is satisfied for aii y E H. 

(2) Let G = GL(V), V being a finite-dimensional vector space over R 
(or C). We write g = gl(V). A trivial calculation shows that for y E G and 
XE g, 

(2.13.14) 

It follows from this that 

(2.13.15) XY=yXy- 1 (XEg,yEG). 

In view of the remark ( 1 ), (2.13.1 5) remains valid even if G is only a Lie sub­
group of GL(V), provided that we identify its Lie algebra canonically with 
the subalgebra of gl(V) that it defines. 

(3) Let G be arbitrary. Since Ad(y) is an automorphism of g for y E G, 
we have [XY,YY] = [X,YjY, X, Y E g. This shows that 

(2.13.16) ad XY = Ad(y). ad X· Ad(y)- 1 (y E G, X E g). 
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2.14. The Differential of the Exponential Map 

In this section we make a closer study of the exponential map. Let G bea 
Lie group and g its Lie algebra. As usual, we identify the tangent spaces to G 
and g at any of their points with g itself. With this identification, for any 
X E g, (d exp )x becomes an endomorphism of the underlying vector space 
of g. We write 

(2.14.1) D(X: Y) = (d exp)x(Y) (X, Y E g). 

We propose to obtain an explicit formula for D(X: Y). As usual, everything 
will be proved for real groups; the changes to be made in the complex case 
are minor and left to the reader. 

For X, Y E g, the map 

f: t ~ exp(-X) exp(X + tY) (tE R) 

is analytic from R into G with f(O) = 1. Sin ce lexp x f(t) = exp(X + tY), it 
follows from our identification of the tangent space Texp x(G) with g thatj(O) 
is precisely (d exp)x(Y). Thus 

(2.14.2) (dexp)x(Y) = (~ exp(-X)exp(X + tY)L
0

• 

Further, the map 

(t,X,Y) ~ exp( -X) exp(X + tY) 

is analytic from R x g x g into G. Consequently, we conclude from (2.14.2) 
that 

D: (X,Y) ~ (d exp)x(Y) 

is an analytic map of g X g into g. 

Lemma 2.14.1. Let /, n be integers with O < 1 < n. Then 

(2.14.3) :E (-J)k(n + 1) =(-IY(n) 
OSk,;/ k 1 

(here, for integers a, b with O< b <a, (%) denotes the binomial coefficient 

a!jb!(a- b)!). 

Proof Follows trivially by induction on /. 
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Lemma 2.14.2. Let ~{ be an associatil'e algebra oFer a field k of charac­
teristic zero. For any a E ~( let d. be the endomorphism b ~--+ ab - ba of ~(. 
Then for any integer n > O, 

(2.14.4) 

Proof Let 1. (resp. r.) denote the endomorphism b ~--+ ab (resp. b ~--+ba) 
of~. It is obvious that 1. commutes with r. and that d. = 1.- r •. So for any 
integer n > O, 

If we apply both sides to an element b E W, we get (2. 14.4). 

Theorem 2.14.3. Let G be a Lie group, g its Lie algebra. For any X E g 
Jet (d exp)x denote the differential of the exponential map at X. Then 

(2. 14.5) - = (-1)• n 
(d exp)x- .~ (n + 1)!(ad X). 

In particular, (d exp)x is bijective if and only if no eigenvalue of the endomor­
phism ad X is of the form ( -1) 1122kn for a nonzero integer k. 

Proof Let X, Y E g and Jet U be an open subset of G containing 1. We 
choose an a> O such that exp uX exp(vX + wY) E U for ali real u, v, w 
with 1 u 1 < a, 1 v 1 < a, and 1 w 1 < a. Suppose fis a function defined and ana­
lytic on U. Then the function 

F: u,v,w ~--+ f(exp uX exp(vX + wY)) 

is analytic on the cube I;. By choosing a sufficiently small, we may assume 
that the power series expansion of F about the origin is absolutely and uni­
formly convergent in!;. We write, for integers p, q, r >O, 

Then 

F F(u v w) = ~ __1!&!_uPvqw' ((u,v,w) E ID, 
' ' p,q,r;;,o p!q!r! 

and hence 

( aF)(u,v,O) = ~ Fpt/ upvq ((u,v) E !;). 
aw p,q;;,o p.q. 
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In particular, taking -u = v = t, we have 

(2.14.6) ( aF)(-t,t,O) = i; c~t· (Iti< a), 
aw n=O n. 

where 

(2.14.7) c.= :E (-I)k(n)Fk,n-k,I· 
05k5n k 

Now, it follows from the relation (2.14.2) that 

(2.14.8) (~~)(-t,t,O) =/(l;(dexp),x(Y)) (Iti< a). 

On the other hand, we see from (2.12.8) that for any u with 1 u 1 < a, 

( aq+Ip) . 
a~aw (u,O,O) = f(exp uX, <!"), 

where e is the element of the enveloping algebra ® of G defined as the coeffi­
cient of ~w in the expansion of (vX + wY)q/(q + 1) as a polynomial in v 
and w. Thus for lui< a, 

( aaq:a1F)(u,O,O) = - 1- 1 :E f(exp uX; X•Yxq-•). 
V W q + 05s5q 

Differentiating this p times with respect to u at u = O we obtain, on using 
(2.12.2), for ali integers p, q > O, 

(2.14.9) F = _1- L f(l. XP+•yxq-•). 
p,q,I q + 1 05s5q ' 

Now substitute this expression for Fp,q,I in the formula (2.14.7) for c •. We 
then get 

c. = L ( _ I)k( n ) • 1 L f(I; Xk+syxn-k-s) 
05k5n k n - k + 1 05s5n-k 

= _1_ :E ( -1)k(n + 1) :E /(1; XIYXn-1) 
n + 1 05k5n k k515n 

= _l_ L f(I;X1YX•-1) L (-1Y(n + 1) 
n + 1 os;ls;n 05ok51 k 

=-1- L (-1)l(n)f(I;XIYX•-I), 
n + 1 0515n 1 

by Lemma 2.14.1. Moreover, by Lemma 2.14.2 we have the identity 
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(ad X)"(Y) = ( -] )" o~n ( -1 Y(; )xzyxn-z 

valid in the associative algebra 0J. Hence we have 

( -1 )" . n 
c. = n + 1 /(1, (ad X) (Y)). 

From (2.14.6) and (2.14.8) we then obtain the formula 

(2.14.1 O) 
'~ (-1)" 

/(1; (d exp),x(Y)) = .~ (n + l)! t"/(1; (ad X)"(Y)) CIt 1 <a). 

The open set U and the functionfhave been arbitrary so far. Ifwe choose 
U tobe a coordinate open set around 1 andfto be an arbitrary member of a 
system of coordinates on U, we can conclude from (2.14.1 O) that 

= ( -1 )" 
D(tX: Y) = .~ (n + l)!t"(adX)"(Y) (Iti< a). 

Observe that both si des of this relation are analytic functions on R; hen ce 
they must be equal for all t. Putting t = 1 and observing that Y was arbitrary, 
we get (2.14.5). 

For the second assertion, Jet g be the entire function on C defined by 

_ = ( -])" n 

g(z) -- .L; ( __ l)'z (z E C). 
n~o n t . 

Then zg(z) = 1 - e-', and we easily see that g(z) = O if and only if z = 

( -1) 1122kn for some nonzero integer k. Fix X E g. Then (d exp)x is bijective 
if and only if no eigenvalue of (d exp )x is zero. But (d exp )x = g(ad X), so its 
eigenvalues are g(z 1), ••• ,g(z,), where z 1, ••• ,z, are the eigenvalues of ad X. 2 

This leads to the second assertion. The proof of the theorem is complete. 

Globally, the exponential map is seldom one-to-one, even when we restrict 
it to the open set of all X E g such that (d exp)x is bijective. We now prove a 
theorem which explicitly exhibits an open neighborhood of O on which exp is 
an analytic diffeomorphism (cf. Harish-Chandra [6]). We need two lemmas. 
For any endomorphism L of a finite-dimensional vector space (over R or C), 

2This is seen by arguing as in Lemma 2.10.2. In fact, Jet Z 1 , ••• ,Zm bea basis for the 
complexification (le of g such that the matrix (au) of ad X is upper triangular, i.e., au = O 
(i > j). Then the matrix of g (ad X) is also upper triangular and its diagonal entries are 
g(aii) (1 ::;: i::;: m). 
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,write a(L) for the set of aii eigenvalues of L. As usual, for any z E C, we 
write Re(z) and Im(z) for the real and imaginary parts of z respectively. 

Lemma 2.14.4. Let V be a finite-dimensional vector space over R or C. 
Let m be the set of ali endomorphisms L of V with the property that 1 Im Â 1 < n 
for each eigem,alue Â of L. Then m is an open subset of g(( V) containing O, and 
the exponential map from g((V) into GL(V) is one-to-one on m. 

Proof It is enough to consider the case when Vis defined over C, since 
the real case can be reduced to this by complexification. m is well defined and 
contains O. We write n = dim V. If n = 1, the lemma simply asserts the 
elementary fact that the exponential function is one-to-one on the subset 
{z: z E C, 1 Im(z) 1 < n} of C. We propose to show that m is open and that 
if Lt. L 2 E mare such that eL• =eL', then LI = L 2. 

We prove first that m is open in g!(V). We shaii deduce this from the fol­
lowing more general fact: if A is an open subset of C and uA is the set of aii 
L E g!(V) such that a(L) ~ A, then uA is open in g!(V). Suppose this is false. 
Then we can find L 0 E uA and a sequence {L.} from g!(V)\uA such that 
L.---> L 0 as n---> oo. For any M E g{(V) Jet 

P(M: t) _ det(tl- M) = t• + 1: c,(M)t' 
o::;s<n 

be the characteristic polynomial of M. Then c,(L.)---> c,(L 0 ) as n---> oo 

(O< s < n). On the other hand, if Â is any root ofthe equation P(M: t) =O, 
we have 3 

1..11<1+ L: lc,(M)I. 
os.;;s<n 

Consequently, we can find a constant A > O such that ali the eigenvalues of 
ali the L. lie in the disc {z: 1 z 1 <A} in C. Now choose a subsequence {nk} and 
eigenvalues ..1., E a(L • .) such that Â., .ţ A for aii k and Â., __. Â0 as k---> oo. 

Then Â0 .ţ A. But since P(L.,,Â • .) =O for ali k, P(L 0 ,Â 0) =O, showing that 
Â0 E a(L0 ) ~ A. This contradiction proves that uA is open. 

Now consider the case when a(LI) = a(L2 ) = {0}, i.e., when LI and L 2 

are nilpotent. Then Li = Lî = O. For any nilpotent endomorphism K of V, 
eK - l = KS, where S commutes with K, showing that K' = eK - l is 
nilpotent. Now, the relation x = log(l + (e - 1)) (x real and sufficiently 
small) implies the formal power series identity 

(2.14.11) = ( -1)•-I( = Ţk)s _ 1: 1:1 - T, 
s~I S k~1 k. 

3This may be seen as follows. If 1 }.1 s 1, there is nothing to prove. If 1 Ai > 1, }. = 

~o:s;s:s;n c,(M)}.s-(n-l >, SO 1 Ai S ~o:s;s:S:n 1 c,(M) 1. 
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T being an indeterminate. If we replace T by the nilpotent endomorphism K 
of V, we see at once that 

(2.14.12) K = :f: ( -l y- 1 (eK - 1)' (K nilpotent). 
FI S 

It follows at once from this that L 1 = L 2 • 

We take up next the case when L 1 and L 2 are both semisimple. Let A.1 

be the distinct eigenvalues of L 1 (l < j < s), and Jet V1 be the eigenspace 
corresponding to A.1. Then e'', ... ,e'· are the distinct eigenvalues of eL', and 
V1 is the eigenspace corresponding to e''. Since L 1 is semisimple, V is the 
direct sum of V" ... , Vs. Now L 2 commutes with eL' = eL' and so leaves 
each V1 invariant. If f.l is an eigenvalue of the restriction of L 2 to V1 (j fixed), 
the 1 Im(f.l) 1 < n by assumption; on the other hand, eL•v = e''v for ali v E V1. 

So e" = e~.', implying that f.l = A.1 . A.1 is thus the sole eigenvalue of L 2 restricted 
to vj. Since this restriction is also semisimple, LzV = AjV for ali V E vj. Thus 
L, and L 2 coincide on V1• Since j was arbitrary, L 1 = L 2 • 

We now come to the general case. Let L1 = S1 + N 1 be the Jordan de­
composition4 of L1 into its semisimple part S1 and nilpotent part N 1 (j = l, 2). 

Then es' is semisimple, eN' - l is nilpotent, and since S1 and N 1 commute, 
we ha ve in addition that eL' = es'eN' = e8 ' + e8 '(eN' - 1) (j = 1, 2; cf. 
Lemma 2.1 0.2). Moreover, e8 ' and eN' - 1 commute, implying in particular 
that e8 ' (eN'- 1) is nilpotent. So e8 ' and e8 (eN'- 1) are the semisimple and 
nilpotent parts of eL', respectively. The uniqueness of Jordan decompositions 
implies now that e8 ' = e8' and eN' = eN'. On the other hand, because S1 
commutes with N 1 and N1 is nilpotent, a(S1) = a(L1). So we conclude from 
the special cases proved earlier that S 1 = S2 and N 1 = N 2 • Thus L 1 = L 2 • 

The proof of the lemma is complete. 

From now on, we fix a Lie group G with Lie algebra g. Let 

(2.14.13) tJ = {X: X E g, 1 Im A 1 < n for each eigenvalue of ad X}. 

Lemma 2.14.5. tJ is an open connected subset of g which is invariant under 
Ad[G]. If 3 is the center of g, 

(2.14.14) tJ + 3 = tJ. 

Proof For X E g and y E G, the eigenvalues of ad X and ad XY are 
the same, by (2.13.16). So tJ is invariant under Ad. If X E tJ, Z E 3, then 

4 Cf. §3.1. 
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ad(X + Z) = ad X, because ad Z = O. This proves (2.14.14). For X E IJ and 
tE R with O< t < 1, we have tX E o. Thus IJ is connected. Suppose m is 
the set of ali endomorphisms L of g such that 1 Im A.j < 11: for any eigenvalue 
A. of L; then IJ =[X: X E g, ad X E m}. Since m is open (Lemma 2.14.4) 
and ad is continuous, IJ is open. This proves the 1emma. 

The center 3 of g is abe1ian. We denote by Z the analytic subgroup of G 
cooresponding to 3. By Theorem 2.13.2, Zis the component of identity of the 
centralizer of G0 in G, while Coroiiary 2.13.3 implies that exp is a covering 
homomorphism of the additive group of 3 onto Z. Let 

(2.14.15) r =[X: X E 3, exp X= 1}. 

Then r is a discrete additive subgroup of 3. 

Theorem 2.14.6. Let notation be as above. Then exp IJ = U is a connected 
open neighborhood of 1 in G which is invariant under the inner automorphisms 
of G. The exponential map has bijective differential at ali points of IJ, and for 
X, X' E IJ, exp X= exp X' if and only if X- X' E r, where r is defined 
by (2.14.15). In particular, exp is a covering map of IJ onto U, and U is the 
quotient of IJ with respect to exp (as an analytic manifold). Jf Z is simply 
connected, exp is an analytic diffeomorphism of IJ onto U; this is always the 
case if G is a simply connected analytic group. 

Proof U is obviously connected, and (2.13.7) implies that it is invariant 
under the inner automorphisms of G. It is immediate from Theorem 2.14.3 
that (d exp)x is bijective for aii X E IJ. This enables us to conclude that U is 
open in G. Suppose now X, X' E IJ and exp X= exp X'. Then e•d x = e•d x· 
by (2.13.8), and hence ad X= ad X' by Lemma 2.14.5. This proves that 
X- X'= Y E 3. But then exp X= exp(X' + Y) = exp X' exp Y(cf. (2.13.11)) 
= exp X exp Y, so exp Y = 1, proving that X- X' E r. Conversely, if 
X E IJ, Y E r, and X'= X+ Y, then X' E IJ by(2.14.14) and exp X= exp X'. 
This leads to ali the assertions of the theorem except for the last pair. lf Z 
is simply connected, the covering property of expj3 implies that r = [0}. 
So in this case exp is one-to-one on IJ, hence an analytic diffeomorphism of 
IJ onto U. The last assertion follows from a theorem of Mal'cev according 
to which closed normal analytic subgroups of simply connected analytic 
groups are also simply connected (cf. Theorem 3.18.2). 

We shaii conclude this section with an example. Let G = S0(3,R). We 
may then identify its Lie algebra g with the Lie algebra of aii 3 x 3 skew­
symmetric real matrices; the exponential map is then the usua1 matrix expo-
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nential. Let 

Then {X1,X2 ,X3} is a hasis for g, and the commutation rules are 

It follows easily from this that if X= x 1X 1 + x 2X 2 + x 3X 3 (xt. x 2 , x 3 E R), 
then the eigenvalues of ad X are o and ±( -1) 112 (xf +X~ + xD 112 . Theorem 
2.14.3 shows that X= x 1X 1 + x 2X 2 + x 3X 3 is a singular point of the map 
exp if and only if xf + x~ + x~ = 4k 2n 2 for some nonzero integer k. Given 
any y E G, we can tind a continuous homomorphism t f---> y(t) of R into G 
such that y(l) = y; this follows from the well-known fact that any element of 
G is a rotation around some axis. So we can write y = exp Y for some Y E g. 
The exponential map is therefore surjective in this case. 

2.15. The Baker-Campbeii-Hausdorff Formula 

Let G be a Lie group, g its Lie algebra. We have seen that if X, Y E g 
and [X,Y] =O, then exp X exp Y = exp(X + Y). This is in general not 
true if [X,Y] * O, and the question arises naturally whether one can obtain 
an explicit formula for exp X exp Y for arbitrary X, Y E g. Now, the expo­
nential map is an analytic diffeomorphism around O E g, so we can tind an 
open neighborhood a of O and an analytic map A: (X,Y) f---> A(X: Y) of 
a x a into g such that 

exp Xexp Y = exp A(X: Y) (X, Y Ea). 

The problem raised above may then be regarded as that of determining A 
explicitly. It is our aim in this section to obtain an expression for A. The 
formula we obtain is substantially equivalent to what is known as the Baker­
Campbell-Hausdorff formula. 

We begin with an auxiliary lemma. 

Lemma 2.15.1. Let V be a finite-dimensional vector space (over R or C) 
equipped with a norm 1 • 1. Let E be the algebra of al! endomorphisms on V and 
let 1 • 1 denote the standard5 operator norm in E. Let a > O and let F. be the 

Sif T is an endomorphism of V, 

\TI= sup \Tv\. 
vEV,lvl<;t 



Sec. 2.15 The Baker-Campbeli-Hausdorff Formula 115 

algebra of al/ functions of a complex mriable z which are analytic in the disc 
{z: 1 z 1 <a} ;for rp <CC F. we denote by rp(z) = L.;;'~o a"(rp)z" ils power series ex­
pansion around z = O. Then for any L E' E with 1 L 1 < a and any rp E' F., 

rp(L) ··.~ L.; a"(rp)L" 
n~ O 

is absolutely com·ergent in E, and the map rp ~ rp(L) is a homomorphism of F. 
into E. 

Proof Elementary. 

We recall that a series L:n x" of vectors in a Banach space is absolutely 
comwgent if L:n 1 x" 1 < oo; in this case it is also necessarily convergent. It 
follows from the lemma that if rp E: F. does not vanish in {z: 1 z 1 <a}, then 
rp(L) is invertible and rp(Lt 1 = (1/rp)(L). 

Let G bea Lie group and g its Lie algebra. We work in the real case, but 
ali our considerations go over to the complex case with only minor changes. 
We shall equip g with a suitable norm 1 • 1 so that it becomes a Banach space. 
Let A be as defi.ned at the beginning of this section with A(O: O) = O. For 
any f > O let g, .~~ (Z: Z E g, 1 Z 1 < f} and let 11, ( be two numbers with 
O < 11 < ( such that exp is an analytic diffeomorphism on g, and (exp[g~])2 
c;: exp[gd; then A is an analytic map of g~ X g~ into g,. For X, Y E: g, put 

(2.15.1) Z(u: v: X: Y) = A(uX: vY); 

then Z( · : ·: X: Y) is analytic in a neighborhood of (0,0) in R 2 , certainly for 
juX! < 11, jvYj < 11· Then 

(2.15.2) exp uX exp vY = exp Z(u: v: X: Y). 

Let 

(2.15.3) F(t: X: Y) = Z(t: t: X: Y). 

Fis analytic around t ~~ O, certainly if 1 tX 1 < 11, 1 t Y j < 11· If 

(2.15.4) 1 (d" ) cn(X: Y) = 1 d J(t: X: Y) 
n. t r~o 

(n > 0), 

then for ali sufficiently small t 

(2.15.5) F(t: X: Y) = L.; t"cn(X: Y), 
n-0 

the series being absolutely convergent. It follows from (i) of (2.12.10) that 
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l c0(X: Y) =O 

c 1(X: Y) =X+ Y 

c2(X: Y) = f[X,Y]. 

Chap. 2 

We shali now determine the coefficients c •. This wili be done 6 by deriving 
a differential equation for F and obtaining its solution as a power series; the 
coefficients c. wili then be determined by recursion formulae. To this end, let 
g be the entire function on C given by 

(2.15.7) - ~ ( -1 )• n - 1 - e-z 
g(z)-n~(n+I)!z- z · 

Put h = 1/g. Then h is analytic around z =O, and h(O) = 1. A simple calcula­
tion shows that h( -z) = h(z) - z. So if we put 

(2.15.8) f 1 z 1 
( z) = h( z) - 2 z = 1 - e z - 2 z. 

thenfis defined and analytic around z =O, f(O) = 1, andfis even. We write 

(2.15.9) f(z) = f( -z) = 1 + I; K 2Pz 2P. 
p~l 

It is a straightforward verification that the K 2P's are ali rational numbers; we 
leave it to the reader. From Theorem 2.14.3 and Lemma 2.15.1 we see that 
for ali X E !:"k the endomorphism (d exp)x = g(ad X) is invertible and 

(2.15.10) 1 g(adX)- 1 =f(ad~) + ~ adX 

f(ad X) = 1 + I; K2iad X)ZP. 
p=l 

Lemma 2.15.2. Let X, Y E g and F be as in (2.15.3). Let a> O be such 
that a lXI < T/, al Yl <TI· Then Fis a solution to the equation 

(2.15.11) c;:; =f(ad F)(X + Y) + ~[X- Y,F] 

in ( -a,a) with the initial condition 

(2.15.12) F(O: X: Y) =O. 

6The development through Theorem 2.15.4 is an adaptation of a treatment of this 
question by Professor V. Bargmann of Princeton, given in a course many years ago, and is 
closely related to the treatment of Baker [1] and Hausdorff [!). 
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Proof For brevity we denote Z(u: v: X: Y) by Z(u: v) and F(t: X: Y) 
by F(t). We shall also make the usua1 identification of the tangent spaces to 
G and gat each of their points with g. We ha ve 

expuXexpvY = expZ(u: v) (lui< a, lvl <a). 

Equating the differentials of the maps v c--+ exp uX exp vY and v c--+ exp Z(u: v) 
we get, in view of our identification of tangent spaces, 

Y = (dexp)z(u:v)(~~) 

= g(ad z)(~~) 

So by (2.15.10), since Z(u: v) E g,, 

(2.15.13) ~~=f(adZ)(Y)+ ~[Z,Y] Clul<a,lvl<a). 

On the other hand, proceeding with the equation 

exp( -vY) exp( -uX) = exp( -Z(u: v)) 

in an analogous manner but taking differentia1s with respect to u, we obtain 

(-az) -X= (d exp)(-Z(u:v)) au 

(-az) = g(-adZ) au , 

giving for lui< a and lvl <a 

~: = g( -ad z)- 1(X). 

Using (2.15.10) and the fact thatfis an even function, we get 

(2.15.14) az 1 au =f(adZ)(X)- 2 [Z,X] (lui< a, lvl <a). 

Now 

dF _ (az + az) . 
dt - au av u~v~r 

Consequently, we get (2.15.11) from (2.15.13) and (2.15.14). 
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Lemma 2.15.3. Let c.(X: Y) be defined (2.15.4)/or X, Y E: g. Then they 
are uniquely determined by the recursionformula 

(n + 1)c.+ 1(X: Y) = i[X- Y, c.(X: Y)] 

(2.15.15) + I; K 2 p I; [ck,(X:Y),[···[ck,,(X:Y),X+Y]···] 
p21,2p~n k 1, ••• ,k~p>O 

k 1 + ·· · +k2p=n 

(n > 1, X, Y E: g) and by the condition c 1(X: Y) =X+ Y. 

Proof The relations (2.15.15) obviously determine ali the c. uniquely if 
c 1 is known. We now prove (2.15.15). Fix X, Y E: g and write c. for c.(X: Y). 

In what follows, if k is any in te ger > 1, de note by O(tk) any function of the 
form t f--+ ţk g(t), where g is defined and analytic around t = O and takes 
values in an appropriate finite-dimensional real vector space. Fix an integer 
n > 1. Then with the above convention, we have 

dF dt = Ct + 2tc2 + · · · + (n + l)t"c•+t + O(t•+l) 

and 

adF(t) = tadc 1 + t 2 adc 2 + ··· + t•adc. + O(t•+ 1). 

Hence for any integer p > 1 with 2p ~ n, 

On the other hand, ad F(t) = O(t), so 

/(ad F(t)) = 1 + I; K 2/ad F(t)) 2P + O(t•+ 1 ) 
p?3=.1, 2p~n 

If we now substitute these expressions in (2.15.11) and identify the coefficients 
t• on both si des, we obtain (2.15.15) without difficulty. This proves the lemma. 

The c. may be calculated from (2.15.15) in succession; unfortunately, 
the calculations become complicated very rapidly. However, the first few ofthe 
c,. may be calculated without too much difficulty. On doing this, one finds the 
following expressions for c 3 and c 4 : 

(2.15.17) {
c 3(X: Y) = -(z[[X,Y],Y]- -(z[[X,Y],X] 

ciX: Y) = -i&[Y,[X,[X,Y]]]- i&[X,[Y,[X,Y]]] 
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for X, y E g. It is clear from the relations (2. 1 5.15) that for any n > 1' c n is 
a polynomial map of g X g into g whose degree is n. 

Let M > 1 be a constant such that 

(2.15.18) 1 [X,Yll <MI XII Yl (X, y E g), 

and let H be the function of the complex variable z defined by 

(2.15.19) H(z) = 1 + 2:: 1 K 2 P 1 z 2P. 
p2l 

Then H is defined and analytic around z = 0-certainly for 1 z 1 < 2n. Con­
sider the differential equation 

(2.15.20) 1 dy 1 
dz = 2y + H(y) 

y(O) =O. 

From the general theory of differential equations, we know that for some 
constant r5 > O there is a solution y to (2.15.20) which is holomorphic in the 
disc {z: J z J < r5}. Note that r5 > O is a unil'ersal constant. We are now in a 
position to formulate and prove our first main result in this section. Put 

(2.15.21) a = 9o. 2 M = { {X: X E g, 1 X 1 < 2~ } · 

Theorem 2.15.4. Let G be a Lie group, g its Lie algebra. For X, Y E g, 
dejine c 1(X: Y) = X+ Y and c"(X: Y) (n > 1) by the recursion formulae 
(2.15.15). Tlzen for each n > 1, c" is a polynomial map of g x g into g of degree 
n. Moreol'er, ifa is as in (2.15.21), tlze series 

(2.15.22) 2:: Cn(X: Y) = C(X: Y) 
n=.l 

conl'erges absolutely for ali X, Y E a, its sum C dejines an analytic map of 
a X a into g, and 

(2.15.23) exp X exp Y = exp C(X: Y) (X, Y Ea). 

Proof It remains to prove only the last group of assertions. Write 
c" = c"(X: Y) and a= max(JXJ,JYJ), X, Y being fixed ing. From (2.15.15) 
we tind that Jc 1 J < 2a, and for n > 1, 

(2.15.24) (n + I)Jcn+tl < Malcnl 

-+-2a 2:: IKzplM 2 P 2:: Jck,l···lck"l· 
p"'?_l,2p-:::_n k1::'-0, ... ,ku,>·O 

k,+···+kzp"-n 
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Let y be the solution of (2.15.20) which is holomorphic in {z: 1 z 1 < o}, and Jet 

(2.15.25) y(z) = .L: YnZ" (1 z 1 < o). 
n;;::;:l 

Substitution of (2.15.25) in (2.15.20) then yields 

(2.15.26) { (n + l)yn+ 1 = ~Yn + p;>dpsn 1 KP 1 \!~+a,_Ef:;?no Yk, · · 'Yk,. 

Y1 = 1. 

It follows from (2.15.26) that Yn > O for alin. 
We now claim that for n > 1 

(2.15.27) 

Since 1 c1 1 < 2a, this is true for n = 1. Suppose (2.15.27) is true for c" with 
1 < n < m. Then from (2.15.24) we get 

(m + 1) Jcm+ 1 1 < Mma(21X)mym 

+ 2a .L: 1 Kzp 1 M 2P ,L: Mm-ZP(2a)myk, · · · Yk" 
p?.1,2p~m i\~~~:+k~~P,?~ 

in view of (2.15.26). Thus (2.15.27) is true for ali n > 1. Since the series 

(2.15.25) converges absolutely if 1 z 1 < o, we see from (2.15.27) that .L:n::> 1 1 c" 1 

converges if 2Ma < o, i.e., if X and Y are in a. 

For fixed X, y E g, cn(tX: tY) = t"cn(X: Y) for tE R. Hence we con­
clude from (2.15.5) that for fixed X, Y 

C(tX: tY) = A(tX: tY) 

for ali sufficiently smalll t 1. This implies, in view of the analyticity of both C 

and A around (0,0), that C = A in a neighborhood of (0,0) in g X g. In 
particular, 

exp Xexp Y = exp C(X: Y) 

whenever X and Y are sufficiently near O. Once again we use analytic con­

tinuation to conclude the validity of this relation on a X et. This completes 
the proof of the theorem. 

Remarks 1. This theorem shows that the multiplication law in the group 
is determined uniquely and very explicitly by the Lie algebra structure, at 
least in a neighborhood of the identity. We thus obtain an alternative proof 

of the second fundamental theorem of Lie in the following form: if G1 are Lie 
groups with Lie algebras g1 (i = 1, 2,), and if rp is a Lie algebra isomorphism 



Sec. 2.16 Lie's Theory of Transformat ion Groups 121 

of g1 onto g2 , there is a (unique) local analytic isomorphism rp of a neighbor­
hood ofthe identity in G1 onto a neighborhood ofthe identity in G2 such that 
rp(expa, X) = expa, rp(X) for ali X E g1 sufficiently near the origin. We leave 
the details of proving this to the reader. 

2. When we introduced the concept of a Lie group we mentioned the 
problem of showing that any Ck group can be converted into an analytic 
group, the analytic structure being of course compatible with the Ck structure. 
Theorem 2.15.4 can be used to prove this, at least when k is sufficiently large. 
We indicate brief!y how this may be done: Suppose, for instance, that G is a 
c= group; introduce its Lie algebra g and the exponential map as in the 
analytic case, prove the formula (2.14.5) for the differential ofthe exponential 
map (cf. ex. 41), and then, as in this chapter, derive the differential equation 
(2.15.11) together with the initial condition (2.15.12). Let E be such that 
O < E < min((n/3), (o/4M)). Then for X, Y E g., (2. 15.1 1) is valid for 1 t 1 < 2. 
From the general theory of ordinary differential equations we conclude that 
F( · :X: Y) is analytic for 1 t 1 < 2, and hen ce 

F(t: X: Y) = L: t"c.(X: Y) = C(tX: tY) 
1 

for all sufficiently small t. Since both sides are analytic for 1 t 1 < 2, the above 
relation is true for all t with 1 t 1 < 2. Setting t = 1, 

A(X: Y) = C(X: Y) (X, Y E g,). 

In other words, A is analytic around (0,0) E g x g. But this is equivalent to 
saying that in canonica) coordinates of the first kind, multiplication in the 
group near the identity is given by analytic functions of the coordinates. 

3. When one calculates the c.(X: Y) by means of the recursion formulae 
(2.15.15), one finds that each c.(X: Y) is a linear combination of the 
commutators of the form [Z~>[Z2 ,[· • ·[Z.-~>Z.]· · ·]]] with Z; E {X,Y} for 
1 < i < n, the coefficients being universal rational constants. This suggests 
that there is a formal algebraic theory of the exponential series underlying 
the analytical theory. This was already implicit in the work of Baker [1], but 
results explicity emphasizing the formal aspects were first obtained by Haus­
dorff[1].1t was Dynkin [2] who returned to this question in 1947 and obtained 
the decisive results, including an exact formula for c.(X: Y). We refer the 
reader to the exercises at the end of this chapter for these results. 

2.16. Lie's Theory of Transformation Groups 

In this section we give a brieftreatment ofthe theory ofLie transformation 
groups. The local theory was conceived and developed by Sophus Lie himself, 
and it marked the beginning of the entire theory of Lie groups and Lie alge-
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bras. The development of the global aspects of the theory is, however, a 
relatively recent accomplishment. We refer the reader to Palais [2] for a 
detailed treatment of the questions that grew out of Lie's work, and to 

Montgomery-Zippin [!]for the topologica! aspects of the theory of transfor­
mation groups (see also Bourbaki [5]). 

Our main concern is with the infinitesimal description of the action of an 

analytic group G on an analytic manifold M. Let g be the Lie algebra of G. 

Then for any X E' g, the one-parameter group t f--* exp t X acts on G; and 
therefore one can, following Lie, introduce the vector field r(X) on M whose 

integral curves are of the form t f--* exp(- t X)· x(x E' M). The first funda­
mental theorem of Lie asserts that X f--* r(X) is a homomorphism of g into 
the Lie algebra 3.(M) of ali analytic vector fields on M. Now, the action of 

G on M is described by a homomorphism, say IX, of G into the group of ali 

analytic diffeomorphisms of M; so if for heuristic purposes we re gard 3.(M) 
as the "Lie algebra" of the group of ali analytic diffeomorphisms of M, we 

see that ris the "differential" of IX. It is therefore natural to caii any homomor­
phism of g into 3.(M) an infinitesimal G-transformation group on M, and to 

refer to r as the infinitesimal G-transformation group determined by the ac­

tion of G on M. The second fundamental theorem of Lie asserts that given 
an arbitrary infinitesimal G-transformation group r on M, one can construct 

at least a local action of G on M which determines r, such a local action being 
essentially unique. 

While Lie himself did not consider the global problem it is obvious that 
infinitesimal transformation groups do not always generate global transfor­

mation groups. To see this, let r be the infinitesimal G-transformation group 
determined by a global action of G on M; Jet M' be an open submanifold of 

M; and Jet r'(X) = r(X) 1 M' (X E' g). Then unless M' is invariant in M, r' 
will not be determined by a global G-action on M'. The main problem studied 

in this section thus divides itself into two parts. In the first and classical part 
we establish the one-to-one correspondence between local and infinitesimal 

transformation groups; in the second part we investigate the conditions under 
which a local transformation group "extends" to a global transformation 

group. 
We now begin the formal development. Let G be an analytic group with 

Lie algebra g, M an analytic manifold. Let n = dim(G), m = dim(M). We 

treat the real case, leaving the complex case to the reader. By a local action 
of G on M or a local G-transformation group on M we mean a map rp of a 
subset D of G x M into M such that 

(i) D is an open enighborhood of{!} X M, and rp is analytic on D 

(ii) (/1(1 : x) = x (x E' M) 
(iii) if E is the set of ali (g,h,x) E' G x G X M such that (h,x), (gh,x), 

(g,lf!(h: x)) are ali in D and lf!(gh: x) = (/i(g: (/l(h : x)), then E is a neighbor­

hood of{I1 X fi} x M. 
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lf D = G x M in (i) and E = G X G X M in (iii), rp is caiied a global G­
action 011 M or a global G-tra11sformatio11 group on M; M is then a G-space 
(cf. §2.9). By an inftnitesimal G-actio11 on Mor an infinitesimal G-tral1sforma­
tion group 011 M we mean a homomorphism of !1 into the Lie algebra 3a(M) 
of ali analytic vector fields on M. 

Let (5) be the enveloping algebra of G. As usual, for any g <= G, we identify 
T;(G) with 0J. Suppose now that rp is a local G-transformation group on M. 
For any x E M, the map 

(2.16.1) (/J X : g f--> rp(g-l : X) 

is defined and analytic around 1, so we may introduce its complete differential 
(drpx)"j, which is a linear map of (S) into T~~'(M). Put 

(2.16.2) r;(a)x = (drpJ~(a) (a E 0J). 

If we write 

(2.16.3) rp(g: x) = g· x, 

then for any x E M, and a = X 1X 2 • • ·X, (Xi E g for ali i), and any function 
f defined and c= around x, the element r;(a)x of T~~'(M) is determined by 

(2.16.4) r;(a)x(f) = (aa .. · aa f(exp( -t,X,) · · · exp( -t 1X 1) • x)) ; 
f J f r O 

here fis the germ defined by fat x, and the suffix O indicates that the deriva­
tives are taken when t 1 = · · · ,= t, = O. 

Lemma 2.16.1. For a11y a E (5), r;(a)(x f--> r;(a)x) is an a11alytic differ­
el1tial operator 011 M, a11d the map r;(a f--> r;(a)) is a homomorphism of (5) 
i11to the algebra of a11alytic di.ffere11tial operators 011 M. 

Proof The first assertion is immediate from (2.16.4) on using local co­
ordinates. To prove the second it is enough to show that r;(ab) == r;(a)r;(b) 
when a = X 1 ···X, and b = Y 1 • • • Y, (Xi, Yj E g for aii i, j). Let D = 

a;at 1 • • • ajat" E = a;au 1 • • • a;au" and let a suffix O mean that the deriva­
tives are taken when aii the variable are O. Then for any function f defined 
and c= around x, 

(r;(ab )f)(x) 

= (DEf(exp(-uXJ · · · exp(u 1 Y1)exp(-tX,) · · · exp(-tJX1)·x))0 

= (D(r;(b)f)(exp(-t,X,) · · · exp(-t 1X 1)·x))0 

= (r;(a)(r;(b)f))(x). 
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Corollary 2.16.2. Let -r:, = -r:; 1 g. 1:, is a homomorphism of g into the Lie 
algebra ::la(M). 

The infinitesimal G-transformation group -r:, is said to be determined by rp. 
Let 1: (X~ -r:(X)) be any homomorphism of g into ::la{M). For any X E g, 

the assignment 

(2.16.5) 

is an analytic vector field on G X M, and it is obvious that f: X~ -r:(X) 
is a Lie algebra injection of g into ::la{G x M). Let 

(2.16.6) .C(g,x> = {f(X)<g,x> : X E g}; 

it is then immediate that 

(2.16. 7) .C•: (g,x) ~ .C(g.x) 

is an involutive analytic system of tangent spaces on G X M, of rank equal 
to dim(G) = n. The theory of §1.3 is applicable to .c•. For (g,x) E G X M, 
denote by S<g,x> the maxima! integral manifold of .c• passing through (g,x). 

Lemma 2.16.3. Let notation be as above. Then 

(l) if A.h denotes, for any h E G, the analytic diffeomorphism (g,x) ~ 
(hg,x) of G X M onto it self, then 

(2.16.8) 

(2) Suppose rp is a global G-transformation group on M such that 1:, = 1:. 

Then for any x E M, the map 

(2.16.9) 

is an analytic diffeomorphism of G onto So,x>· 
(3) Suppose rp is a local G-transformation group on M such that -r:, = 1:. 

Let x 0 E M. Then there exists an open connected neighborhood V = v- 1 of 
1 (resp. U of x0 ) such thatfor each x E U, the map o:,,x is an analytic diffeo­
morphism of V onto an open submanifold of So,x> that passes through (l,x). 

Proof. The proof of (1) is an immediate consequence of the fact that .c• 
is invariant under the A.h (h E G). Let rp bea global G-transformation group 
on M with -r:" = 1:. Then for any X E g, x E M, 

(do:",xMXg) = (Xg,-r:(X),(g-' :x>) 

= f(X).,.",x(g)• 
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So if we write Ax = a~,x[G] and give to Ax the analytic structure that makes 
a~.x an analytic diffeomorphism, it follows that Ax is a submanifold of 
G X M which is an integral manifold of .C' through ( 1 ,x). Thus Ax is an open 
submanifold of s( I,x)· On the other hand, Ax is closed in G X M, hen ce 
closed in s(i,x)· So Ax= s(1,xl and IX~.x is an analytic diffeomorphism of G 
onto S 1 1.xJ. This proves (2). To prove (3), Jet V (resp. V) be an open connected 
neighborhood of 1 (resp. x 0 ) such that V= v~ 1 and the following condition 
is satisfied: if g, h E V and x E V, then rp(h : x), rp(gh: x), and q;(g: rp(h: x)) 
are ali defined, and q;(gh: x) = q;(g: rp(h: x)). Then, for any X E g, g E V, 
X E V, 

(da~.x)(Xg) = (Xg;r(X)~(g·•: x)) 

= f(X).~.x(g)· 

This shows, as in the previous instance, that a~.x is an analytic diffeomorphism 
of Vonto an open submanifold of S0 ,x1 passing through (l,x). 

Corollary 2.16.4. Let r bea homomorphism ofg into 3"(M). Jjrp 1 andrp2 

are global G-transformation groups on M 1vith '~· = '~· = r, !hen rp 1 = rp 2 • 

Jf rp 1 and rp 2 are local G-transformation groups on M with '~· = '~· = r, then 
rp 1 = rp 2 in a neighborhood of [1} X M. 

Proof First assume that rp 1 and rp 2 are global G-transformation groups 
on M with '~· = '~· = r. Let Pa (resp. PM) be the projection of G X M onto 
G(resp. onto M), and letpa,x = Pa!S(I,x) (x E M). Itfollowsfrom(2)ofthe 
preceding lemma that Pa.x is a bijection of S(l,x) onto G and that rp 1 (g: x) =c 

rp 2 (g: x) = p M o PCi.~(g~ 1 ). Suppose that rp 1 and rp 2 are only local. Fix x 0 E M 
and Jet V, V be as in lemma above such that (3) is satisfied with respect to both 
(/) 1 and (/Jz. Fix x E V and Jet Ax,i = IX~,.xfV] (i = 1, 2). Then Ax, 1 and Ax,z 
are open submanifolds of S 0 ,xJ through (1 ,x). So Ax, 1 n Ax,z is a nonempty 
open submanifold of both Ax, 1 and Ax.z· It follows from this that the set 

Wx = [g: g E V, rp 1(g: x) = rp 2(g: x)} 

is open in V. Sin ce it is nonempty and closed in V, Wx = V. So rp 1 = rp 2 on 
V X V. Since x 0 E M was arbitrary, rp 1 = rp 2 in a neighborhood of [1} X M. 

The above results suggest that given an arbitrary homomorphism r of g 
into 3"(M ), o ne may bea bie to construct the global transformation group rp 
which determines r by detin ing q;(g: x) = p M o PCi.~(g~ 1 ). However, this is not 
always possible, because in generalpa,x is not one-to-one on S(l,xJ> nor does it 
map S 1 I,xJ onto G. On the other hand, such a definition will certainly work 
locally and lead to a local G-transformation group. We now turn to the 
details of this construction. 
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Lemma 2.16.5. Let r bea homomorphism of g into :J.(M), and let 2' be 

de.fined by (2.16.6) and (2.16. 7). Ci ren x 0 E: M, we can jind a connected open 

neighborhood V c~ v-I of 1 (resp. V of X o). and an analytic map lfl of V X V 
into M such that 

(i) lf/(1: x) = xfor al! x E: V 
(ii) (g,x) c-> (g,ljl(g- 1 : x)) is an analytic diffeomorphism of V X V onto 

an open neighborhood W of(1,x0 ) 

(iii) for each x t= V, the map 

g H (g,ljl(g-l : X)) 

is an analytic diffeomorphism of V onto a connected open submanifo!d of SCI.x> 

that contains (1 ,x). 

Proof Select an open neighborhood V, (resp. V,) of 1 (resp. x 0 ) and 

functions z" ... ,z. on V,, x 1, ••• ,xn+m on V, X V 1 such that the follow­

ing conditions are satisfied: (i) (z 1, ••• ,z.) form a system of coordinates 

on V, and (x 1 , ••• ,xn+m) on V, X V 1 , and (ii) for ali (g,x) E: V, X V 1 , 

ca; ax 1 )(g,xlo o o o ,(a;ax.)(g,x) span oC(g,x) or, equivalently oC(g,x) is precisely the 

interection of the null spaces of (dx.+ 1)rg,xl• ... ,(dxn+m)<g,x>· For (g,x) E: 

V1 X V 1 put 

i;(g,x) C .. C z;(g), wig,x) = wix) = Xn+i1,x) 

(1 < i < n, 1 ~j ~ m). 

Now observe that oC(1,x,1 does not contain any tangent vector of the form 

(O,Y) where Y is a nonzero element in Tx,(M). It follows from this that the 

functions i 1, ••• ,i.,x.+ 1, ••• ,xn+m form a system of coordinates around 

(l,x0 ) and, furthermore, that the functions w1 , ••• ,wm form a system of 

coordinates around x 0 . Consequently the functions i" ... ,i.,w 1, ••• ,wm 

form a system of coordinates around (1 ,x0 ). We can therefore select open 

neighborhoods V-= v-', U, W (S V1 x V1) of 1, x 0 , and (l,x0) respectively, 

and an analytic diffeomorphism a of V X V onto W such that 

(2.16.10) i, = i, o a ( 1 ~ i < n) 

The first set of the relations (2.16.1 O) shows that for any (g,x) r= V x V, 

the first member of a(g,x) is g. Hen ce there exists an analytic map 1f1 of V X V 

into M such that 

a(g,x) = (g,ljl(g- 1 :x)) ((g,x E: V X V). 

The second set of the re1ations (2.16.10) may obvious1y be rewritten as 

(2.16.11) 
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The equations (2.16. 1 1) show that for fixed x E U, the image VX of V X fx} 
under a is a connected n-dimensional regular submanifold of W passing 
through (1 ,x), on which the functions xn+ 1 , ••• ,xn+m are constant. So vx is 
an integral manifold of "CT through (1 ,x), proving that it is an open connected 
submanifold of S(! .x>· The proof of the lemma is complete. 

We are now in a position to state and prove the basic theorem of Lie. 

Theorem 2.16.6. Let r (X f---> r(X)) be an infinitesimal G-transformation 
group on M. Then given any x 0 E M, we can jind an open neighborhood U of 
x 0 and a local G-transformation group ţp on U such that for any X E g, 
riX) = r(X) 1 U. 

Proof. Fix x 0 E M and select V, U and IJI as in the preceding lemma. 
Let D be the set of ali (g,x) E V x U such that IJI(g: x) E U. Obviously, D 
is an open neighborhood of [1} X U in G X U. Let ţp = IJII D. We wish to 
prove that ţp is a local G-transformation group on U with riX) = r(X) 1 U 
for ali X E g. 

Fix x E U. Sin ce the map g f---> (g,ţp(g- 1 : x)) is analytic from V into Sr 1,x>• 
it follows that for any X E g, (dţpx)t(X1 ) = r(X)x, fPx being defined by (2.16.1). 
Now select connected open neighborhoods Vj = Vj 1 of 1 (resp. Uj of x) 
(j = 1, 2) such that Vis; V1 , V} s; V, IJI[V2 X U2) s; U1, 1Jf[V1 X Ud s; U. 
Clearly, for (g,h,y) E V2 X V2 X Uz, ţp(h: y), ţp(gh: y), ţp(g: ţp(h: y)) are ali 
defined. We shall prove that ţp(gh: y) = ţp(g: ţp(h: y)) for ali (g,h,y) E 

Vz X Vz X Uz or, what is the same thing, that IJI(h- 1 g- 1 : y) = IJI(h- 1 : IJI(g- 1 : y)) 
for ali (g,h,y) E V 2 X Vz X Uz. Fix g E V2 , y E Uz, write z = IJI(g- 1 : y), 
and define 

fi(h) = (gh,IJI(h- 1 : z)) (h E Vz). 

It follows from the previous lemma that rx (resp. fi) is an analytic diffeomor­
phism of V2 onto an open submanifold A (resp. B) of Sn,y> (resp. Srg,z;). 
A and Bare thus integral manifolds of ..C<, and as (g,z) E A n B, A n B is a 
nonempty open submanifold of both A and B. The fact that A n B is open 
in A implies that W = [h: h E Vz, rx(h) = fi(h)} is open in Vz. Since W is 
closed in V2 , W= Vz. So rx=P, proving that IJI(h- 1g- 1 :y)=IJI(h- 1 :z). 
Since x E U was arbitrary, this completes the proof that ţp is a local G-trans­
formation group on U with r~(X) = r(X) 1 U (X E g). 

The above theorem is local in both the group and space variables. It is 
natural to rai se the question to what extent the global version of this theorem 
remains true. This was studied in considerable detail by Palais [2]. We confine 
ourselves to proving two important results (Theorem 2. 16.8 and 2. 16.13). We 
consider first the question of globalization with respect to M. We need a 
lemma. 
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Lemma 2.16.7. Let {U1 : i E /} be a locally finite open co1·ering of M. 
For each (i,j) E 1 X 1 and any x E U1 n U1, let U11x be a neighborhood of x 
contained in U1 n U1. Then for each x E M we can selecta neighbor/wod Ux 
of x such that 

(i) if X E U1 n U1, then Ux <;; Uijx 
(ii) if Ux n Uy :::F- 0, there is an i E 1 such that Ux u Uy s; U1• 

Proof Let {W1 : i E /} be a localiy finite open covering of M with 
Cl(V1) <;; U1 (i E /). For x E M, denote by U~ the intersection of ali the 
U;, vi> upqx that contain X. Since there are only finitely many of these, u~ 
is a neighborhood of x. So U~ meets Cl(V;) for only finitely many i, from 
which it follows that 

Ux = U~ n n (M\Cl(V;)) 
iEI: x$CI(V1) 

is a neighborhood of x. With this choice of Ux, (i) is obvious. Suppose 
Ux n Uy * 0. Then x E U, for some i E /, so Ux <;; V1• Then Uy n Cl(V,) 
:::F- 0, which means that y E Cl(V;). So y E U,, implying Uy <;; U1• Thus 
Ux u Uy s; U1• 

Theorem 2.16.8. Let 't' be an infinitesimal G-transformation group on M. 
Then there is a local G-transformation group rp on M such that -r~ = 't'. 

Proof By Theorem 2.16.6 we can select a localiy finite open covering 
{U1 : i E 1} of M and local G-transformation groups rp1 on U1 (i E /), such 
that -r"',(X) = -r(X) 1 U, (X E g, i E /). For each (i,j) E 1 X 1 and each 
x E U1 n U1, select a neighborhood U11k of x such that Uuk s; U, n U1, and 
rp1 and rp1 are defined and equal on a neighborhood of {1} X Uux· By the lemma 
above we can find for each x E M an open neighborhood Ux of x satisfying 
the conditions (i) and (ii) therein. For each x E M Jet /(x) = {i: i E /, x E U;}, 
and Jet Wx be the set of aii (g,y) E G x Ux such that ali the rp 1 (i E J(x)) are 
defined and take the same value at (g,y). Since J(x) is finite, Wx is a neigh­
borhood of {1} X Ux. Let 'Px = rp1 1 Wx, i E I(x). Suppose x, y E M and 
Wx n Wy :::F- 0. Then Ux n Uy :::F- 0, so for some i E /, Ux u Uy s; U1• This 
means that i E /(x) n l(y), so 'Px 1 Wx n Wy = rpyl Wx n Wy = rp; 1 Wx n W, .. 
Define rp on Ux Wx by setting rp 1 Wx = 'Px 1 Wx; rp is well defined It is now 
clear that rp is a local G-transformation group on M with -r"' = -r. In fact, 
Ux Wx is a neighborhood of {1} X M, while for each x E M we can find 
an open neighborhood V~ x U~ of (1 ,x) in G x Ux such that rp = rp1 on 
V~ x U~ (i E J(x)); this leads to our assertion. 

We now consider the more interesting but more difficult prob1em of 
globalization in the group variable. First we have the following elementary 
consequence of Theorem 2.16.8. 
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Theorem 2.16.9. Let M be compact and G simply connected. Thenfor any 
infinitesimal G-transformation group -r on M there is a unique global G-trans­

formation group rp on M such that -r~ = -r. 

Proof The proof depends on the foiiowing elementary result whose 
verification is left to the re ader: if Z is any Hausdorff space, z E Z, and A is 
a neighborhood of {z} x M, there is an open neighborhood B of z such that 
B x M s A. This said, let lfl be a local G-transformation group on M with 
Tw = -r. By the observation made just now we can find open neighborhoods 
Vj = Vj 1 of 1 in G (j = 1, 2) such that (i) 1f1 is defined on V 1 x M, and (ii) 
n S V 1 , and for (g,h,x) E V2 X V2 X M, lţl(gh: x) = lţl(g: 1ţ1(h: x)). For 
h E V2 let th(x) = 1ţ1(h: x) (x E M). Then th is an analytic map of M into 
itself, 11 = identity and thh' = th o th' (h, h' E V2). In particular, th o th~' = 
th-• o th = identity for h E V2 , so each th (h E V2 ) is an analytic diffeomor­
phism of M. Since G is simply connected, we can find a homomorphism 
() (h ---> ()h) of G into the group of aii analytic diffeomorphisms of M such 
that th = ()h for aii h in a neighborhood of 1 in V2 • Write rp(h: x) = ()h(x) 
(h E G, x E M). It is easily verified that rp is analytic. Hence rp is a global G­
transformation group on M with -r., = -r. We ha ve already proved the unique­
ness of rp. 

If M is not compact, it is not always possible to construct global G­
transformation groups corresponding to arbitrary infinitesimal transforma­
tion groups, even when G is simply connected. For instance, let us consider 
the case G = R. Then g is spanned by d/dt (t being the usual coordinate on 
R); and if Z is any analytic vector field on M, o ne knows from classical 
analysis that it is not always possible to find a global R-transformation group 
1f1 on M such that -rw(d/dt) = Z. lf we can do this, we caii Z global; in this case 

(2.16.12) Zx = (dd lţl( -1: x)) (x E M). 
f r~o 

If ((t) is the map x ~ lţl(t: x) of M, ((t) is an analytic diffeomorphism of M, 
and ( (t ~ ((t)) is a homomorphism of R into the group of analytic diffeo­
morphisms of M. We refer to (as the one-parameter group of analytic diffeo­
morphisms generated by Z, and to Z as the infinitesimal generator of(. Coming 
back to the case of arbitrary G, suppose rp is a global G-transformation group 
on M. Then -r.,(X) is global for each X E g, because (t,x) ~ rp(exp tX: x) is 
an R-transformation group on M and 

-r(X)x = (dd rp(exp( -tX): x)) . 
t r~o 

Our main result in this context is Theorem 2.16.13 be1ow, which asserts that 
if -r is an infinitesimal G-transformation group on M such that -r(X) is global 
for ali X E g, then -r = -r., for some global G-transformation group on M, 
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provided G is simply connected. This is a special case of a more general result 
of Palais [2] (see Exercise 47). In what follows we fix an infinitesimal G­
transformation group -r on M and follow the treatment of Palais [2]. 

Lemma 2o16o10o Let C be an one-parameter group of analytic diffeomor­
phisms of M, and Z the infinitesimal generator of C. Jf X E g, then -r(X) = Z 
and only if for each x E M, (exp(tX), C( -t o x)) E So,xJor ali tE R. 

Proof Write f(t) = (exp(tX), C( -t) o x) (t E R), x E M being fixed. 
Suppose f(t) E s(l,x) for ali /. Then fis an analytic map of R into s(l,xl• so 
(d/dt f(t)),=o E oC( 1,x)· Since (d/dt f(t)),=o = (X1,Zx), we have Zx = -r(X)x. 
Suppose conversely that -r(X) = Z. Then Z: (g,y) ~ (Xg,Zy) is an analytic 
vector field on s(l,x)· Suppose ta E Ris such that f(to) E s(l,x)• We can tind 
f > O and an analytic map j: t ~ j{t) of ( -f,f) into So.xl such that j(O) = 

f(t 0 ) and d/dt j(t) = Z1 <rl (1 t 1 < f). By the uniqueness of integral curvcs 
of vector field, j(t) = f(t + t 0 ), 1 t 1 < f. So {t: tE R,f(t) E So,xl} is a 
nonempty open subset of R. Since this set is obviously closed, it must be R. 

Lemma 2o16ollo Suppose X 1 , ••• ,XP E g are such that -r(X1) is global for 
ali i = 1, ... ,p. L!t C be the one-parameter group of analytic diffeomorphisms 
of M generated by 't"(XJ (1 < i < p). Define wl .... ,tp) = CtCtl) o .•• o C(tp) 
((t 1 , ••• ,t p) E RP). Then 

is an analytic map of RP X M into G X M such that, for each x E M, 
<l>(t~o ... ,fp,x) E s(l,x)for ali (tl, ... ,tp) E RP. 

Proof The analyticity of <1> is obvious. We prove the second assertion by 
induction on p. The case p = 1 is precisely the preceding lemma. Suppose 
p > 1, and assume the result when the number of elements considered from 
g is p - 1. Then 

for ali x E M, (t 1 , ••• ,tp) E RP. By (2.16.8), 

for ali (t ~o ... ,t p) E RP, x E M. But sin ce (exp uX, exp( -uX) o x) !ies in 
So,xl for u E R, 

s(expuX,exp(-uX)•x) = So,xl (x E M, u E R). 

This proves what we want. 
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Lemma 2.16.12. Let -r be as abo1•e and let us suppose that -r(X) is global 
for al/ X E g. Let Pa be the canonica! projection of G X M onto G and let 
Pa,x = Pa 1 s(l,x) (x E M). Then for eaclz X E M, Pa,x is a COI'ering map of 
ScJ,x> onto G. 

Proof Let {X1 , ••• ,X.} bea hasis for g. Then the map 

(ti, ... ,t.) ~ exp(t 1X1)· • ·exp(t.X.) 

is an analytic diffeomorphism of a neighborhood of the origin in R• onto a 
neighborhood of 1 inG. Combining this observation with the previous Jemma, 
we establish the existence of a connected open neighborhood V= v- 1 of 1 
in G and an analytic map rp of V x M into M with the following properties: 
(i) rp(l : x) = x for ali x E M, and (ii) (g,rp(g- 1 : x)) E S 0 ,x> for ali (g,x) E 

V x M. For x E M Jet 

1Xx(g) = (g,rp(g- 1 : X)) (g E V) 

vx = ax[V]. 

It is then easily seen that vx is a connected open submanifold of So,x> con­
taining (l,x) and that 1Xx is an analytic diffeomorphism of V onto vx. In par­
ticular, ax is a homeomorphism of V onto vx, from which it follows that vx 
is closed in Pa.!( V). This shows that vx is the connected component of Pă,!(V) 
that contains (1 ,x) and that Pa,x is a homeomorphism of vx onto V. 

We now claim that Pa.ASo,x>l = G for ali x E M. Since V generates G, 
it is enough to prove that for each integer k > 1 and each y E M, Pa,y[So,y>] 
contains Vk. We do this by induction on k. This has been shown for k = 1 
in the previous paragraph. Assume this has been proved for some k, and let 
g E P+ 1 • Then g = g'h, where g' E V, h E Vk. Fix x E M and select y E M 
such that (g',y) E s(l,x)• Then s(g',y) = s(l,x)· On the other hand, by the 
induction hypothesis, we can tind z E M such that (h,z) E So,y>· So (g,z) = 
(g'h,z) E S<g',y> = So,x> (cf. (2.16.8)). 

In order to prove that the Pa,x are covering maps it is enough to show that 
for any g E G and x E G and x E M, Pa,x maps each connect component 
of Pă.!(gV) homeomorphically onto gV. Fix g E G and a connected compo­
nent C of PG".!(gV); let (g,y) be some element of C. Then So,x> = Scg,y> = 
A.11[S0 ,y>l· It follows from this that A.11 is a homeomorphism of Pâ.~(V) onto 
Pă,!(gV) and that the following diagram commutes: 

Pa,x 
gV Pă.!(gV) 

111 1 1 A.g 

V Pa.~( V) 
Pa,y 
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On the other hand, we have seen above that VY is the connected component 
containing (1 ,y) of Pa.~( V) and that Pa.y is a homeomorphism of VY onto V. 
So C = .A.[P], and Pa.x is a homeomorphism of C onto gV. This completes 
the proof of the lemma. 

Theorem 2.16.13. Let r be an infinitesimal G-transformation group on M. 
Suppose that G is simply con11ected and that r( X) is a global l'ector fie/d 011 
M for ali X E g. Then there is a unique global G-transformation group rp 011 
M such that •~ = r. 

Proof By the preceding lemma and the simple connectedness of G, we 
obtain the result that Pa.x is a homeomorphism of S(l,x> onto G for each 
x E M. For (g,x) E G X M, define rp(g- 1: x) as the unique element of M 
such that (g,rp(g- 1 : x)) E s(l,x)• We prove that rp is a global G-transforma­
tion group on M with r~ = r. 

Clearly, rp(l: x) = x for al! x E M. Suppose g, h E G, x E M. Let y = 

rp(g- 1: x). Then (g,y) E s(l,x)• so s(l,x) = s(g.y) = .A.(s(l,y)]. Consequently, 
since (gh,rp(h- 1g- 1 : x)) E s(l,x)• (h,rp(h- 1g- 1 : x)) E s(l,y)• In other words, 
rp(Jz-1 g-1: x) = rp(/z- 1 : rp(g- 1: x)) or, what is the same thing, 

(2.16.13) rp(gh: x) = rp(g: rp(h: x)) ((g,h,x) E G X G X M). 

It only remains to verify the analyticity of rp and the equation r~ = r. 
Suppose V and lfl are as in the proof of the preced ing lemma. It is then clear 
that rp(g: x) = !fl(g: x) for (g,x) E V X M. So rp is analytic on V X M. An 
easy induction based on (2.16.13) establishes that rp is analytic on Vk X M for 
ali k > 1. Since V generates G, we get the analyticity of rp on G X M. Let 
x E M, X E g, and Jet Y = (drpxL{X1), where rpx is the map g >--> rp(g- 1 : x). 
Since o:x (g >--> (g,rp(g- 1 : x))) is an analytic map of G into Sci,x>• (do:xMX1) E 

oC( 1,xl· Hence (X1,Y) E oC( 1,xl• proving that Y = r(X)x. This completes the 
proof of the theorem. 

Remark. It turns out that it is not necessary to require that r(X) be global 
for ali X E g. Let us say that a subset A of g generates g if g is the smallest 
subalgebra containing A. It can then be shown that the above theorem re­
mains true provided we assume that G is simply connected and that r(X) is 
global for ali X belonging to a subset of g which generates g. This is the 
theorem of Palais referred to earlier. For a proof the reader is referred to 
Exercise 47. 
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EXERCISES 

1. Determine the Lie algebras of ali the matrix Lie groups which have been con­
sidered in this chapter. 

2. Let k be a field of characteristic zero and g a Lie algebra of dimension 2 over 
k. Prove that either g is abelian or there is a basis (X, Y] for g with [X, Y] = X. 

3. (a) For any Lie algebra g over a field k of characteristic O, we write :Dg for 
[g,g]. Prove that :Dg is an ideal in g and that g/:Dg is abelian. 

(b) Let g be the subalgebra of g((n,k) consisting of ali n X n matrices (aij) 
with aij = O for 1 < j s i s n. Determine :Dg, :D(:Dg) = :D2g, :D(:D2 g) = 
:D 3g, etc. 

4. Let k be a field of characteristic zero and g a Lie algebra of dimension 3 over 
k. The following exercises lead to the classification of ali such Lie algebras 
up to isomorphism (cf. Jacobson [1], pp. 11-14). 
(a) If dim :Dg = 1 and :Dg ,;; center g, there is a basis (X, Y,Z] for g with 

[X, Y] = [X,Z] = O, [ Y,Z] = X. 
(b) Jf dim :Dg = 1 but :Dg $ center g, there is a basis (X, Y,Z] for g with 

[X, Y] = X, [X,Z] = [ Y,Z] = O. 
(c) If dim :Dg = 2, then :Dg is abelian, and there is a basis (X, Y,Z} for g 

with [X, Y] =O, [X,Z] = aX+ b Y, [ Y,Z] = cX + dY where (~ ~) E 

GL(2,k). Prove further that the isomorphism classes of such g are in one­
to-one correspondence with the conjugacy classes in PGL(2,k) = 

GL(2,k)/kx·l. Examine the case when k is algebraically closed. 
(d) If dim :Dg = 3, prove that g is simple and that there is a basis (X, Y,Z} 

for g such that [X, Y] = Z, [ Y,Z] = aX, [Z, X] = b Y where a, b E kx. 
lf k = R, prove that such g form the two isomorphism classes obtained by 
taking a = b = 1 and -a = b = 1 in the above. 

(e) If k is algebraically closed, prove that 13((2,k) is the only simple Lie algebra 
of dimension 3 over k (up to isomorphism). 

5. Let !Jc be a Lie algebra over C. By a real form of !Jc is meant a Lie algebra g 
over R such that (i) g is a subalgebra of the real Lie algebra underlying !Jc, 
and (ii) dima g = dimc \Jc· 
(a) Determine ali real forms of \Jc = !.l((n,C). 
(b) Let \Jc be the Lie algebra of dimension 3 over C with a basis (X, Y,Z} for 

which [X, Y] = O, [X,Z] = X, and [ Y,Z] = a Y, a being a nonzero complex 
number. Prove that !Jc has a real form if and only if either a is real or 1 a 1 

= 1. (Hint: If g is a real form of Oc, then :Dg is a real form of i>Oc = 
C· X+ C· Y, so there is a basis {X', Y',Z'} for \Jc with real structure con­
stants such that X', Y' span :Dgc and Z' = pZ mod :Dgc for some p * O. 
The condition for this is the existence of M E GL(2,C) such that 

pM(b ~)M- 1 E GL(2,R). This is so if and only if either aER or 

lai= 1). 
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6. Let k be an algebraically closed field of characteristic O. Prove that the classical 
Lie algebras i3((n,k) (n 2 2), o(n,k) (n 2 5), and i3ţ:J(n,k) (n 2 1, even) are simple, 
i.e., do not possess proper nonzero ideals. Prove also that i3((2,k) and o(3,k) 
are isomorphic and that o(4,k) is the direct sum of two ideals each of which 
is isomorphic to o(3,k). 

7. Give an example of a closed subgroup of GL(2,R) which is not algebraic. 

8. Let G = SL(n,C). Let Cf' be the algebra of ali polynomials in the matrix entries 
a il ( l :S:: i, j :S:: n), and f1 the ideal of those which vanish on G. Let f be the 
polynomial function (au)~ det(a11) -- 1. Prove that f1 = fc?. 

9. (a) Let k be a field of characteristic zero and V a finite-dimensional vector 
space over k. Let V* be the dual of Vand Cf'v the algebra of ali polynomial 
functions on V. For any endomorphism L of V, write L' for the endomor­
phism of V* given by (L'f)(v) c.~ f(Lv) (v E V, f E V*). Prove that corre­
sponding to any endomorphism L of V there is a unique derivation 
J(L) of Cf'v such that J(L)f = - L'f for ali f E V*. Prove also that 
L ~ J(L) is a representation of g(( V) in Cf'v. 

(b) Take k = R or C in (a), and Jet G c:; GL(V) be an algebraic group. Let E 
be the algebra of endomorphisms of V and Cf' the algebra of polynomial 
functions on the vector space E. Write f1 for the ideal of ali those elements 
of Cf' which vanish on G. For each X E g(( V) Jet Rx be the endomorphism 
A~ AX of E and Jet d(X) = J(Rx). Prove that the subalgebra g of gl(V) 
corresponding to G consists of precisely ali those X E gl(V) such that 
derivation d(X) of Cf' maps the ideal f1 into itself. 

10. Let H be the division algebra of quaternions. We write the elements of H in 
the form q =a+ bi + cj + dk, where a, b, c, dE R, and i,j, k satisfy the 
following relations: i 2 = j2 = k 2 = -1, ij = -ji = k, jk = -kj = i, ki = 
--ik = j. For q as above, define q 1 =a - bi- cj- dk. 
(a) Show that q ~ q 1 is an involutive antiautomorphism of H, that qq1 is real 

and 2 O for ali q E H, and that q ~ lq 1 = (qq 1) 112 is a multiplicative norm 
on H. 

(b) ldentify C with (q: q E H, q =a + bi}, and for q =a + bi + cj + dk E 

H write z 1(q) =a + bi, z 2(q) = c - di. Prove that q ~ (z 1(q),zz(q)) is a 
C-isomorphism of H with C 2 , H being considered as a right vector space 
over C. 

(c) For q E H Jet l•q' = qq' (q' E H), and Jet a. be the endomorphism of C 2 

that corresponds to 1. with respect to the isomorphism considered in (b). 
Let H 1 be the multiplicative group of quaternions of norm l. Prove that 
H 1 is a real analytic group, and that q ~a. is an isomorphism of it with 
SU(2,C). 

(d) For q~,q2 E H Jet 7:(q~,q 2) be the R-linear endomorphism q'~qtq'q2 1 

of H. Prove that 7:: (q~,q 2) ~ 7:(q~,q 2) is an isomorphism of Ht x Ht 
with S0(4,R). Verify that the kernel of7: is (±(1,1)}. Deduce that S0(4,R) 
and S0(3,R) x S0(3,R) are locally isomorphic. 

(e) Let H• be considered in the obvious way as a right vector space over 
H. For q = (q 1, ••• ,q.), q' = (q\, ... ,q~) in H•, detine <q,q') = 
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Ll,o;r,;nq,(q~)t, llqll = (LI:o;r";.q,q:) 112• Let G. denote the group of al! 
automorphisms L of the additive group of H• such that L(qq') = L(q)q' 
(q E H",q' E H) and IIL(q)ll = llqll (q E H"). Prove that G. acts tran­
sitively on the unit sphere in H• with respect to the norm 11· 11 and that 
the srability subgroup of the point (0, ... ,0,1) is canonically isomorphic 
to Gn-l· 

(f) For g E G. Jet a(g) denote the element of GL(2n,C) that corresponds to 
g under the C-isomorphism 

of H• with C2•, the former being considered as a right vector space over C. 
Prove thatg ~a(g) is an isomorphism of G. with Sp(n) (as analytic groups) 
(see Chevalley [1]). 

11. (a) Let G be a real Lie group, Ha closed Lie subgroup. If Hand G/H are 
connected, prove that G is connected. If G is connected and G/ H is simply 
connected, prove that His connected and that n 1(G) is a quotient group of 
n 1(H). 

(b) Prove that SO(n,R), SU(n,C) and Sp(n) act transitively on the respective 
unit spheres of R•, C•, and C2". Deduce the homeomorphisms 
SO(n,R)/SO(n- I,R)""" s·- 1, SU(n,C)/SU(n- I,C)""" S 2•- 1, and 
Sp(n)/Sp(n - 1) """ S 4 •- 1 (Sk is the k-dimensional sphere). 

(c) Prove that SO(n,R) (n 2 2), SU(n,C) (n 2 1), and Sp(n) (n 2 1) are 
connected while SU(n,C) (n 2 2) and Sp(n) (n 2 1) are simply connected. 
Prove also that n 1(SO(n,R)) = Z 2 for n 2 3, and = Z for n = 2. 

(d) Prove that U(n,C) is connected for alin 2 1, and n 1(U(n,C)) = Z. 
(e) Show that SU(2,C) and Sp(I) are isomorphic. 

12. (a) Let V be a vector space over R or C, and let X E gl( V). Prove that the 
eigenvalues of ad X are of the form A - ţt, where A and ţt are eigenvalues 
of X. Prove also that if X is semisimple, so is ad X. 

(b) Let G0 (resp g0 ) denote the real Lie group (resp. real Lie algebra) underly­
ing GL(n,C) (resp. underlying gl(n,C)). Write U = U(n,C), and let u be 
the subalgebra of Oo defined by U. Prove that u is the Lie algebra of ali 
skew Hermitian elements of g0 • If ţJ 0 is the R-linear subspace of ali Her­
mitian elements in g0, prove that g0 is the direct sum u + ţJ 0 and that 

[U,ţlo] S ţlo, (ţJo,ţlo] S Il, [u,u] s u. 

(c) Prove that the map 

1{1 : (k,X) ~ k exp X (k E U, X E ţJ 0 ) 

is a homeomorphism of U x ţJ 0 onto G0. Deduce that G0 is connected 
and that nl(Go) = Z. 

(d) Calculate (dlf/)(k,XJ using (2.14.5) and deduce that 1f1 is an analytic diffeo­
morphism. (Hint: use (a)). 
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13. Let Co and g0 be as in Exercise 12, and Jet C bea closed Lie subgroup of C 0 , 

with g as the corresponding subalgebra of g0 . For X E Oo Jet X 1 denote the 
matrix adjoint to X. Let C 0 be the component of 1 in C. 
(a) Prove that C 0 = (C0 )t if and only if g = g1. 

(b) Let \) = \}1 and Jet r = lt n g, p = Po n \). Prove that G IS the direct 
sum t + p and that 

[f,p] c:; p, [p,p] c:; f, [f,f] c:; f. 

(c) Let K 0 be the analytic subgroup of C corresponding to the subalgebra f. 
Prove that K 0 is compact and that the map 

lfl: (k,X) c--+ k exp X (k E K 0 , X E p) 

is an analytic diffeomorphism of K 0 x p onto C0 • Deduce that n 1 ( C 0 ) 

= n 1(K 0 ) and that global analytic sections exist on C0 /K 0 • (Hint: Use 
Exercise 12 to prove that (dljl),k,x> is bijective. Observe now that K 0 exp[p] 
is both open and closed in C 0 .) 

(d) Prove that K 0 is a maxima! compact subgroup of C 0 and deduce that 
K 0 =un C0 • 

(e) Suppose now that C = Ct and that C is an algebraic subset of the real 
vector space of ali complex 11 x n matrices. If p = exp X, where X E }1 0 , 

show that p 2 E C if and only if X E p. Deduce that in this case, exp tX 
E C for ali t E R. (Hint: For some u E U, uptc 1 = diag(ex', ... ,ex") 

(x; E R). Observe now that if F is a polynomial in 11 variables and 
F(e 2 kx,, . .. ,e 2 kx") = O for k -~ 1, 2, ... , then F(e'x', . .. ,e'x") =O for 
ali tE R). 

(f) Let K = C n U. Then prove that 

IJI : (k,X) H k exp X 

is an analytic diffeomorphism of K x p onto C. Deduce that K is a 
maxima! compact subgroup of C. 

(g) Prove that SL(11,C) (11 :::C: 2) and Sp(n,C) (n :::C: 1) are connected and simply 
connected and that SO(n,C) (11 :::C: 3) is connected with fundamental group 
Zz. 

14. Let M be a real or complex analytic manifold. Suppose C is a topologica! 
group act ing transitively and continuously on M with compact stability groups, 
and Jet D be a discrete subgroup of C such that (i) each element of D induces 
an analytic diffeomorphism of M, and (ii) Cx n D = [1} for ali x E M. 
Then prove that M/ D admits an analytic structure with respect to which the 
natural map of M onto M/ D is a submersion. 

15. (a) Let Ce be a simply connected complex analytic group with Lie algebra 
nco Jet n be a real form of ne, and Jet C be the analytic subgroup of the 
underlying real analytic group of Ce defined by n (when G is considered as 
a subalgebra of the real Lie algebra underlying ne). Let V bea finite-dimen­
sional vector space over R and p a homomorphism of n into nf( V). Prove 
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that there is a. (unique) analytic homomorphism nof C into CL(V) such 
that dn = p. (Hint: If Pc, Ve is the complexification of p, V and ne the 
corresponding homomorphism of Ce into CL(Vc), take n = ne 1 G). 

(b) Taking C = SL(n,R), Ce = SL(n,C) (n ;:o: 2), show that any Lie group 
which is a nontrivial covering group of C = SL(n,R) cannot be isomorphic 
to a matrix Lie group. 

16. Prove that if C is a simply connected analytic group, then any normal analytic 
subgroup of C is necessarily closed in G. (Hint: We may work over R. This 
depends on the fact that given any Lie algebra over R there is a real analytic 
group whose Lie algebra is isomorphic to the given o ne. Let g be the Lie algebra 
of G, H the normal analytic subgroup, and (J s:: g the corresponding ideal. 
If B is an analytic group whose Lie algebra is isomorphic to g/l), prove that 
there is a continuous homomorphism of C onto B, the component of identity 
of whose kernel is H). 

17. Let G; be a real Lie group, V; a finite-dimensional real vector space, and n; 
an analytic homomorphism of G; into CL( V;) (i = 1, 2). Write H = C 1 X Cz, 
V= V1 (2) Vz, and Jet 1t(x1,x2) ~' ni(xJ)@nz(x2), (x~,xz) E H. Prove that 
d1t = dnl X dnz. If el = Cz = c and n(x) = nl(x) (X) nz(x), X E G, prove 
that dn = dn 1 (gl dn z. 

18. Prove that the exponential map is surjective when C = SO(n,R), SU(n,C), 
or CL(n,C). 

19. Let C = CL(n,C), g = gl(n,C). Prove that there is an open set U containing 
1 in C with the foliowing properties: (i) for each x E U, the series log x = 

~;."'~ 1 (-l)'- 1 ·(x- 1)'/r converges absolutely to an element of g, (ii) the 
map x ,..__. log x is an analytic diffeomorphism of U onto an open neighborhood 
Il of O in g, and (iii) x = e1o& x, X= log ex for x E U, X E 11. 

20. (a) Let C be the group of ali n x n real matrices (a;j} with aij = b;1 for 
i ;:o: j. Let g be the subalgebra of gl(n,R) defined by C. We identify g with 
the Lie algebra of C. Prove that for any X E g, ad X is a nilpotent endomor­
phism of g. Deduce that exp is an analytic diffeomorphism of g onto C, 
with inverse log given by logx = ~:~ 1 (-l)'- 1(x- 1)'/r (x E G). 

(b) Prove that ali analytic subgroups of C are closed and simply connected. 
(c) For X, Y E g, Jet A(X: Y) be the unique element of g such that 

exp X exp Y = exp A(X: Y). Prove that A is a polynomial map of g x g 
into n. 

(d) Denote by r the subgroup of ali matrices in C whose entries are integers. 
Prove that c;r is compact. 

21. Let A bea finite-dimensional algebra over R. We assume that the multiplica­
tion is bilinear but not necessarily associative. 
(a) Prove that if Lis an endomorphism of A, Lis a derivation if and only if 

e'L is an automorphism of A for ali t E R. 
(b) Show that the group Aut(A) of the automorphisms of A is an algebraic 

subgroup of GL(A) and that its corresponding subalgebra in nl(A) is the 
Lie algebra of ali derivations of A. 
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(c) Take A to be the Lie algebra 5l(n,R), and prove that the derivations ad X 

(X E' A) are precisely ali the derivations of A. Deduce that (Aut(A)) 0 

is the image under the adjoint representation Ad of SL(n,R). 
(d) Show that if n > 2, the map X>--> -X' (X E' A) is an automorphism of A 

which does not lie in (Aut(A)) 0 • 

22. Let G -= SL(2,C) act on itself by inner automorphisms. Determine ali the 
orbits. 

23. Let G be an analytic group, o its Lie algebra. Let 9JI be the vector space of ali 
left-invariant 1-forms on G. 
(a) Prove that if rp is an analytic diffeomorphism of G onto itself such that 

each member of 1))( is invariant under rp, there is an element a E' G such 
that rp == la; i.e., rp(x) = ax for x E' G. 

(b) Suppose !here is an analytic diffeomorphism ljl of g onto G. Let 1))("' be 
the set of 1-forms on g that correspond to the members of 1))( under ljl. 

For a E' G, Jet A.. be the analytic diffeomorphism of o onto itself defined 
by Aa = ljl- 1 o la o ljl. Deduce from (a) that the map a >--> Aa is an isomor­
phism of G onto the group of ali analytic diffeomorphisms of g onto 
itself that leave the members of 1))("' invariant. 

24. Let G be an analytic group, g the Lie algebra of G, and (X~. ... ,Xm} a basis 
for g. Let k = R or C according as G is real or complex, and Jet 1f1 be the map 
(t~. ... ,tm) >--> exp t 1 X 1 • • • exp tmXm of km into G. Let w~. ... ,Wm be the 
left-invariant 1-forms on G such that cv,(Xj) = J,h 1 :S: i, j :S: m. We identify 
the tangent space to Gat any of its points with g. 
(a) Prove that (dlf/)(t,. ... ,lm)(a;at,) = x;expt,"X,.,···exptmXm)·l for 1:;:; s:;:; m 

(when s = m, the exponent of X, is regarded as 1). 
(b) Let w j be the 1-form on km that corresponds to w j under 1f1, 1 :S: j :S: m. 

Let a,ix) denote ijth entry ofthe matrix of Ad(x) relative to (X~, ... ,Xm1 
(x E' G). Then deduce from (a) that 

W,= 2: a"((expt,+lXs+l'''exptmXm)- 1)dt, (I:S:r:S:m). 
l<s<m 

25. Lct G bc a Lic group with Lie algebra g. An analytic 1-form on G which is 
invariant under ali left translations is callcd a Maurer-Cartan form. Lct m 
denote the vector space of ali such forms (cf. Chevalley [1]. 
(a) Lct g* be the dual of g. Prove that for any w E' g* thcre is a unique w E' m 

such that w 1(X1) = cv(X) for ali X<= g and that thc map w >--> w is a 
linear isomorphism of g* onto 111. 

(b) Let (X1 , ••• ,Xm1 bea basis for g, {cv 1, ••. ,Wm} the dual basis ofg*; for 
any w E' g*, Jet w E' m be defined by (a) and Jet w* bc thc analytic 1-form 
on g which corresponds to w under exp. Put tît = { w*: w E' g*}. If 
x 1 , • •• ,xm arc the linear coordinates on !) corresponding to the basis 
{X~. ... ,Xm}, prove that there are analytic functions aij of x,, ... ,xm 
such that 

W,* = 2: aij(XJ. . .. ,Xm) dXj (1 :S: i :S: m). 
ISJ:::; .. m 
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(c) Let A denote the m x m matrix whose ijth entry is the function 
a;i(Xt. ... ,xm). Detine the structure constants c,ik by [XnXi] = 

:E1:<:k:<:m CrikXk. Then prove that 

(d) Obtain the differential equations 

whereL(Xt. ... ,xm) is the m X m matrix whose ijth entry is ::E1:<:r:<:m CrjiXn 
while lm is the m x m unit matrix. Hence show that 

_= (-1)• n 

A- .~o (n + 1)!L. 

(Hint: For fixed (x~o ... ,xm), the map t ~---+ exp t(x1X1 + · · · + XmXm) 

is the composition of (Yt. ... ,Ym) ~---+ exp(y 1 Y 1 + · · · + Ym Ym) followed 
by t ~---+ (tx~o ... ,txm). Deduce from this the relation 

Let ro'~o ... ,ro;" be the 1-forms on R•+ 1 that correspond to ruf, ... ,ro! 
respectively under the map (t,x~o ... ,xm) ~---+ (tx~. . .. ,txm). Deduce from 
the previous relation the formula 

Use the relations 

to obtain the required differential equations.) 
(e) Prove that for any ro E g*, (ill*)x( Y) = w((d exp)x( Y)) (X, Y E g), and 

hence obtain the above expression for A as a consequence of (2.14.5). 
Conversely, deduce (2.14.5) from the expression for A. 

26. (a) Let G be a real Lie group of dimension m, and Jet q be the real vector 
space of ali analytic m-forms on G which are invariant under ali Ieft 
translations. Prove that dim q = 1 and that for any ro E q, the corre­
sponding Borel measure on G is a left Haar measure. 

(b) Let ţt bea left Haar measure for G and ~ the modular function; i.e., ~ 
is the continuous homomorphism of G into the positive reals such 

that ~(y) J 0 /(xy) dţt(x) = J J(x) dţt(x) for ali f E Cc{G). Prove that 

~(y) = det Ad(y)- 1 for ali y E G. Hence prove that G is unimodular 
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(i.e., left Haar measures are also right-invariant) if and only if tr ad X = O 
for aii X E g. Deduce that the classical algebras are unimodular. Give 
an example of a group which is not unimodular. 

(c) Let Vbe a real vector space of dimension m, G = GL( V). Let A. bea Lebes­
gue measure on the vector space g(( V). Prove that the measure J.l on G 
defined by dp(X) = (det X)-mdA.(X) is a left Haar measure on G. Obtain 
the corresponding formula when V is a complex vector space. 

(d) Let G bea Lie group, g its Lie algebra. Let \:J be as in Theorem 2.14.6. 
Assume that exp is one-to-one on \:J. Denote by dx a left Haar measure 
on G and by dX a Lebesgue measure on g. Prove that there is a constant 

c > O such that J f(exp X) 1 det (d exp)x 1 dX = c J f(x) dx for ali 
b expb 

f E Cc(exp \:J). 

27. (a) Let V be a real vector space of finite dimension n. If D is a discrete sub­
group of V, prove that D is isomorphic to zm for some m and that 
dim (R· D) = m. 

(b) Let G be a connected abelian Lie group. Prove the existence of closed 
analytic subgroups K, H such that (i) K is compact and contains every 
compact subgroup of G, (ii) H is isomorphic to Rq and K is isomorphic to 
Tq for some p, q ~ O, and (iii) G = KH, K n H = { 1 }. Prove further that 
K is uniquely determined by (1), while H is determined up to an automor­
phism ofG. 

28. (a) Let D bea discrete subgroup of C•. If Dis of rank 2n, i.e., D is isomorphic 
to Z 2", prove that C•fD is compact. 

(b) Let G bea compact complex analytic group of dimension n. Prove that G 
is abelian and is isomorphic to C•fD, where Dis a discrete subgroup of 
C• of rank 2n. [Observe that the adjoint representation of G is trivial.] 

(c) Let G = C•f D where D is a discrete subgroup of C• of rank 2n. Prove 
that any holomorphic exterior differential form on G is invariant under 
translations. 

(d) Let G1 = C•fD1 and G2 = C•fD2 , where D 1 and D 2 are discrete sub­
groups of c• of rank 2n. If y: G1 --> G2 is a holomorphic isomorphism 
of the underlying complex manifolds that takes the identity of G1 to that 
of G2 , prove that there is a linear automorphism of C• that maps D 1 onto 
D 2 and induces y. (Hint: Let 77.1 be the canonica! map c• --> Gt. Prove, 
using covering space arguments, that there is a complex analytic diffeo­
morphism rp: C•--> C• such that n 2 o rp = y o n1• Use (c) to prove that 
the space of Maurer-Cartan forms of C• is stable under rp*, and deduce 
from Exercise 23 that rp is an affine map.) 

In Exercises 29-34, G is an analytic group with Lie algebra g; Mis ac= mani­
fold; (x,y) f--+ x · y (x E G, y E M) a smooth action of G on M; dim(M) = m, 
dim(G) = n. AII functions, forms, etc., considered by us are real. Ct(M) (resp. 
Cl(G)) is the algebra of exterior differential forms on M (resp. G). For ro E Ct(M), 
x E G, Jet rox =ro'·-·, where fx is the diffeomorphism y f--+ x · y of M. ro E Cl(M) 
is said tobe closed if dro =O; it is said to be exact if ro E d(Ct(M)). G(M) is the 
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algebra of ali closed forms, S(M) the ideal of ali exact forms, H(M) = e(M)/S(M) 
(the De Rham cohomology algebra) the quotient algebra. If :D(M) is a subspace 
of G.(M), then :Dp(M) = :D(M) n G.p{M). HP(M) = ep(M)/Sp(M). ă(M) = 
{co·: (.() E G.(M), Wx =(.()for ali X E G}; e(M) = e(M) n ă(M), S(M) = d(ă(M)). 
ă(G) is the algebra of left-invariant elements of G.(G). A(g) is, as usual, the algebra 
of multii inear forms on g; Ap(g) its subspace of p-forms. 

29. Let 1 ::;: p::;: m, W E G.p(M). 
(a) Prove that Wx is smooth in x E G (cf. Exercise 14, Chapter 1). 
(b) Suppose c.o is closed. Prove that Wx - c.o is exact for ali x E G. 
(Use Exercise 14, Chapter 1.) 
(c) Let w be closed, z E G. Prove the existence of an open neighborhood U 

of z and, for each u E U, of a (p - 1)-form tlu on M such that (i) tlu is 
smooth in u, and (ii) dtt. = w. - c.o (u E U). (Hint: We may assume that 
z = 1. For X E g Jet X E :J(M) be defined by Xx = ((d/dt)(exp tX · x)),=o 

(x E M). For X E g Jet tlexp X = p s: (Wexp sxh ds. By Exercise 14 of 

Chapter 1, dttexp X = Wexp X - (.(). Verify that tlexp X is smooth in X.) 
(d) Let c.o be as above, dx a Ieft Haar measure on G. Prove that for any 

g E C~(G), L g(x)Wx dx - (L g(x) dx) · c.o is exact. (Use (c) and a 

partition of unity argument.) 

30. Let G be compact, 1 ::;: p ::;: m. 

(a) Let w E ep{M) and w = Ja Wx dx. Prove that w- w is exact. 

(b) Suppose w E Sp(M) n ă(M). Prove that w E Sp{M). (If w = dq, where 

t7 E G.p_ 1(M), then W = dij, where ii= L tlx dx.) 

(c) Prove that the natural map of e(M)/S(M) (resp. ep(M)/Sp(M)) into 
H(M) (resp. HP(M)) is an algebra (resp. linear) isomorphism. 

31. Let G be arbitrary. 
(a) Prove that d leaves ă(G) invariant 
(b) For(.() E ăp(G) and XI> o o o .xp E g,let w(Xl> o o o ,Xp) = c.o(Xl> o o o ,Xp). 

Prove that the maps w ~ w extend to an algebra isomorphism of ă(G) 
with A(g). 

(c) Let d be the endomorphism of A(g) defined as follows: d1 =O, and for 
tt E Ap(g) (p ~ 1), xl> ...• xp+l E g, (p + t)(dtt)(Xl> ... • xp+l) = 
:2:t<::t<hp+t (-1)1+Jtt([X;,XJ, ... ,X;, ... ,X1, ••• ,Xp+ 1). Prove that 
dw = (dc.o) for w E ă(G). Deduce that (i) d 2 = O, and (ii) d(c.o 1\ c.o') = 
dw 1\ w' + f(co)co 1\ dc.o' (c.o, c.o' E A(g), f as in (e) of Exercise 11, 
Chapter 1). 

(d) For X E g, Jet Lx be the endomorphism of A(g) such that Lxi =O and, 
for p ~ 1 and c.o E Ap(g), (LxW)(XI> ... ,Xp) = :2; 1 <::t<::p ( -l)ico([X,X;], 
... ,X;, ... ,XP)(Xt> ... ,XP E g). Prove that each Lx is a derivation of 
A(g) and that X~ Lx is a representation of g in A(g). 

(e) Prove that d commutes with ali Lx. 
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(f) Prove that 

2(p + l)(dc:o)(X~> ... ,Xp+ 1) 

= ::E ( -1)1-l(Lx,C:O)(X~> ... ,X;, ... ,Xp+ 1) (X1 E g, C:O E Ap(g)). 
1 '5.i:$.p+ 1 

32. Let G be transitive on M. Fix Yo E M; Jet H be the stabilizer of y 0 in G, {J 
the subalgebra of g defined by H, and )' the map x f-> x· y 0 of G onto M. For 
h E H, u(h) (resp. p(h)) is the linear transformation of g/fJ (resp. the tangent 
space Ty,(M) to Mat y 0 ) induced by Ad(h) (resp. h). u and p are representa­
tions of H. 
(a) Prove that the differential (d)l) 1 induces an isomorphism of g/{J with 

Ty,(M) that intertwines the actions of u and p. Let l' be the induced isomor-
phism of A(g/{J) with A(Ty,(M)). -

(b) Let e<rp f-Jo erp) be the injection of A(g/{J) into A(g) induced by the natural 
map of g onto g/f). Let A(g/lJ)" be the algebra of ali elements of A(g/{J) 
invariant under ali u(h) (h E H). For any c:o E ă(M) Jet rp., be the element 
of A(g/{J) that corresponds to C:Oy, via l'· Prove that rp., E A(g/{J) .. and 
that c:o f-Jo rp., is a degree-preserving algebra isomorphism of ă(M) with 
A(g/lJ)u. Prove also that (1) E e(M) (resp. &(M)) if and only if d(,rp.,) = o 
(resp. erp., E d(,(A(g/{J)"))). (For c:o E ă(M), y*c:o E ă(G), and (cf. 
Exercise 31) y*c:o = erp.,, so ef/Jdw = d(,rp.,).) 

33. Let G, M be compact, and G be transitive on M. Let notation be as in Exercise 
32. Following E. Cart an, we caii (G, M) a symmetric pair if there is an involu­
tive automorphism O of G such that, if G9 is the subgroup of fixed points of O 
and GS is the connected component of G9 containing 1, then GS s H s G9• 

We write O again for the induced involution of g. We assume that (G,M) 
is a symmetric pair and that O has the above significance. 
(a) Let 1) ={X: X E g, OX = -X}. Prove that g = {J + 0 is a direct sum 

and that {J ={X: X E g, OX =X}. 
(b) Prove that [fJ,{J] s {), that [fJ,G] s G, that [G,I)] s {), and that Ad(h) leaves 

1) invariant for ali h E H. 
(c) Let d be the endomorphism of A(g) defined in Exercise 31, and e as in 

Exercise 32. Prove that d(,rp) = O for ali rp E A(g/{J). (Hint: d(ec:o.,) = 
'"'dw for (1) E ă(M), so d(,(A(g/l))u)) s eCA(g/IJ)u); since [6,6] s lj, it is 
immediate that d(,rp)(X~> ... ,Xp+ 1) =O whenever X1 E 1) for ali i and 
rp E Ap{g/l)).) 

(d) Prove that ali members of ă(M)are closed and that &(M) = ă(M) n S(M) 
= {0}. Deduce that e(M) is the direct sum of S(M) and ă(M). 

(e) Let S be the isomorphi~m of A(n/{J) with A(G) induc~d by the natural 
map of 1) onto g/1). Let A(6) = s(A(g/{J).,.). Prove that A(G) is the algebra 
of ali elements of A(6) invariant under the action of Ad(h) for ali 
h E H. 

(f) For c:o E ă(M) Jet [c:o] be the corresponding class in H(M). Prove that 
[c:o] f-> j<Yl = S(ffJ.,) is a degree-preserving algebra isomorphism of H(M) 
onto A(6). Deduce that dim HP(M) ~ dim Ap(G) < co (O s;.p-::;_ m). 
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34. Let G be compact. Let d(G) be the algebra of ali two-sided invariant exterior 
differential forms on G. Let A(g) be the subalgebra of ali elements of A(g) 
invariant under the adjoint representation of G. 
(a) Prove that the map ro~ ro induces an algebra isomorphism of d(G) 

with A(g). 
(b) Let G x G act on G by ((a,b),x) ~ axb- 1• Prove that (G x G,G) is a 

symmetric pair. 
(c) Use (b) ora direct argument to prove that G(G) is the direct sum of &(G) 

and d(G) and that [ro]~ ro (ro E d(G)) is a degree-preserving isomor­
phism of H(G) onto A(g). 

(d) Deduce that H(Gd and H(G2) are canonically isomorphic if G 1 and 
G2 are Iocally isomorphic compact analytic groups. 

(For Exercises. 29-34 cf. E. Cartan [3]; for the theory of symmetric pairs see 
the papers of E. Cartan and also Helgason [i]; for an account of the topologica! 
properties of Lie groups, see Samelson [1]; see also Borel [1].) 

35. (a) Let V= R•, H = SO(n), and Jet H act on V in the usual way. Let rp1 be 
the linear function (x 1, ••• ,x.) ~X;, and let 11 = (/1 1 A · · · A rp •. If 
1 ::;: p ::;: n and ro E Ap( V) is H-invariant, prove that ro = O for p < n, 
and ro E R · 11 if p = n. 

(b) Let M be the unit sphere in R•+ 1, G = SO(n + 1 ). Take y 0 = (0, ... , O, l) 
in the notation of Exercise 32 and verify that (G,M) is a symmetric pair. 

(c) Prove that HP(M) = O for 1 ::;: p < n and that dim H•(M) = 1. 
(d) Let M be the space obtained by identifying x with -x for ali x E M 

(projective real n-space). Prove that if n is even, HP(M) =O, 1 ::;: p::;: n. 

36. Let G = T•, the n-torus. Prove that dim HP(G) = (;).O::;: p::;: n. 

37. Let G = S0(3). Write bP = dim HP(G). Prove that b 1 = b 2 =O, b 3 = 1. 

38. Let M be the set of ali k-dimensional linear subspaces of C•+ 1 (1 ::;: k ::;: n). 
(a) Prove that the natural actions of both. G = GL(n + l,C) and U = 

U(n + I,C) on Mare transitive. 
(b) Let Yo be the element of M defined by the equations xk+l =O, ... ,x.+ 1 

= O (x1 are the usual coordinates on C•+ 1 ). Determine the stabilizers of 
Yo inG and U. 

(c) Use (b) to show that M can be equipped with a natural complex structure 
under which it is compact and of (complex) dimension k(n + 1 - k), 
and on which the action of G is complex analytic. 

(d) Verify that (U,M) is a symmetric pair. 

39. Let G bea real Lie group. Prove that it does not have small subgroups; i.e., 
prove the existence of an open neighborhood U of 1 such that [ 1] is the only 
subgroup of G that is entirely contained in U. 

40. (a) Let G be a real analytic group, g its Lie algebra. Suppose g can be given 
the structure of a complex vector space such that g becomes a complex 
Lie algebra, denoted by g. Prove that there exists exactly one complex 
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structure on G under which G becomes a complex Lie group, say G, having 
the following two properties: (i) G is the real analytic group underlying 
G, and (ii) g is the Lie algebra of G. 

(b) Prove that exp0 = expa. 
(c) Let G bea complex analytic group. If G is compact, prove that ali its finite­

dimensional (holomorphic) representations are trivial. Deduce that G 
is commutative. 

41. Let G be a real c= group, n its Lie algebra, and @ its enveloping algebra. As 
in the analytic case we identify Tx(G) and T~oo>(G) with n and @ respectively 
(x E G). Detine D by (2.14.1). 
(a) Let A (t f--> A(t)) be a c~' map of some open interval .1 of R into n and Jet 

w(s, t) = exp(sA(t)) (s E R, t E â). Calculate the image of aztasat in 
Gl under (dw)~:;:l> in two different ways and deduce the following equation 
(here A denotes dA/dt): 

. . a . . 
A + sD(sA: A)A =as (sD(sA: A)+ sAD(sA: A). 

(b) Let X, Y E g. Take A(t) = X+ t Y in (a) and obtain the following differ­
ential equation for the function E. (s f--> sD(sX: Y)) (sER): 

.!!__ E. = -[X E.] + y 
ds ' 

(c) Deduce from (b) the formula (2.14.5) for D. 

42. Let 3 be an associative algebra with unit 1 over a field k of characteristic O. 
3< 0> = 3,3(1 > ,3m, ... are k-linear subspaces of 3 such that 3<m> 2 3<n> if 
O:::;; m:::;; n and 3<m>3<n> c::; 3<m+n> if m, n::?: O. We also write 3+ = 3(1 >. 
Assume that 1 E 3<0>, 1 rţ_ 3<m> for m > O, and nn:o-0 3<n) = (0}. Clearly, 
each 3<m> (m;;:::: 1) is a two-sided ideal in 3. 
(a) For any x E 3let ord (x) be the supremum of ali integers m::?: O for which 

X E 3<m>, and Jet 1 X 1 = 2-ord(x). Prove the following properties for the 
function 1·1: (i) O:::;; 1 x 1 = 1 cx 1 :::;; 1 Y x E 3, c E kx; 1 x 1 = O if and 
only if x =O, and 111 = 1; (ii) lx + Yl:::;; max(lxi,IYI) Y x, y E 3; (iii) 
1 xy 1 :::;; 1 x 11 y J Y x, y E 3. We shall say that 3 is complete if it is a complete 
metric space for the distance function d(x,y) = 1 x - y 1 (x, y E 3). From 
now on we assume that 3 is complete. 

(b) Let [x;.: A. E A} be an indexed family in 3. We say that it is summable if 
there exists x E 3 such that for each e > O one can tind a finite subset 
F, c::; A for which 1 x - ~!.EF x;.\ < e whenever F is a finite set 2 F,. 
In this case we write x = ~J.EA X;.. x is, of course, uniquely determined. 
Prove the following criterion for summability: [x;.: A. EA} is summable 
if and only if 1 X;.\ __, O in the sense that given any f > O, we can tind a 
finite subset F, c::; A such that \X;.\ < f whenever A. rf'- F,. 

(c) If x E 3+, show that {x"/n! : n;;:::: O} and (( -l)"- 1x"/n: n ::?: 1} are sum­
mable. Write expx = ~n;o:o(x"fn!), logy = ~n<-I (-1)"- 1(y- l)"/n 
(x E 3+, y E 1 + 3+). 
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(d) Prove that exp is a homeomorphism of 3+ onto 1 + 3+ and that log is its 
inverse. 

(e) If x, y E 3+, prove that {xmy•fm!n!: m, n:;:::: O} is summable and that 
~m,n?o xmy•fm!n! = exp x exp y. Prove that if xy = yx, then exp(x + y) 
= exp x · exp y = exp y • exp x. Deduce that exp x is invertible and 
exp( -x) = (exp x)- 1 • 

(f) For any x E 3 Jet O(x)(y) = xy - yx = [x,y] (y E 3). Prove that O(x) 
is a continuous derivation of 3. If x E 3+ and Dis a continuous derivation 
of 3, prove that 

( -1)• 
exp( -x)D(exp x) =.~o (n + l)!O(x)•(D(x)). 

[Hint: Use Lemmas 2.14.1 and 2.14.2.] 
(g) Let T be an indeterminate and k[[T]] the algebra over k of ali formal power 

series '11 = ~.;eo a. T" (a. E k) in T with coefficients from k. If L is any 
endomorphism such that L[3(m>] <;.:; 3(m+ 1 > for aii m:;:::: O, prove that L 
is continuous, that 'f/(L): y >--c> ~.;eo a.L"(y) (y E 3) is a well-defined con­
tinuous endomorphism of 3, and that 'fi >--c> 'fi(L) is a homomorphism of 
k[[ T]]. 

(h) Let x, y E 3+ and Jet exp x exp y = exp z where z = z(x,y) E 3+ is 
uniquely determined by x and y. Let D 1 (resp. D2) be a continuous 
derivation of 3 such that D 1(y) =O and [x,D 1(x)] =O (resp. D 2(x) =O 
and [y,D 2(y)] = 0). Let K 2P (p:;:::: 1) be the rational constants defined in 
§2.15. Prove that 

1 
DJz) = - 2 [z,D 1(x)] + D 1(x) + ~ K2 p0(z)2 P(D 1(x)) 

P".1 

1 
D 2(z) = 2[z,Dz(y)] + Dz(y) + P"Jt1 K 2p0(z)2P(D 2(y)). 

[Hint: Imitate proof of Lemma 2.15.2.] 

43. Let k be a field of characteristic O, E a set having two elements U and V. W 
is the set consisting of ali words in E; treat 1 as a word of zero length. 3 is the 
set of ali formal infinite sums x = ~wEW c..,(x)w, where c..,(x) E k for aii 
w E W. We refer to elements of 3 as formal power series in two non-commuting 
indeterminates U and V; the cJx) are called the coefficients of x. Equality, 
addition, and multiplication by elements of k are coefficient-wise; multiplica­
tion is Cauchy. Thus, if x, y E 3, then 

c..,(xy) = ~ c..,{x)c..,"(y). 
w',w'EW 
w=w'w" 

For integers r, s:;:::: O, detine W,,, as the set of ali words with r letters U and 
s letters V and put 3,,, = ~ ... Ew,, k · w; for any integer n:;:::: O, write 3. = 

~r+s~n 3,," and detine 3(•> tobe the set of aii x such that c..,(x) = O whenever 
length of w is < n. For any x E 3, write x,,, = ~wEWr,s c..,(x)w, x. = 
~r+.<~n x,,,. It is easy to see that {3(m>: m:;:::: O} satisfies the conditions described 
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in Exercise 42. We may thus detine 1·1 on ::l and regard ::l as a topologica! ring. 
(a) Prove that ::l is complete. Prove also that for any x E ::l, x = ~r.s>o x,,, 

::::::! ~n?:O Xn• 

(b) Prove that there exists a unique continuous endomorphism a(V) (resp. 
a( V)) of::l such that a(U)x = rx if X E ::l,,, (resp. a(V)x = sx if x E ::l,,,). 
Prove also that a( V) and a( V) are derivations of ::l. 

(c) Let C = C(U: V) be the unique element of :J+ such that exp V exp V= 
exp C. Prove that 

a(V)(C) = - i [C,U] +V+ P~ 1 K 2p{}(C)2P(U) 

a(V)(C) = i [C, V]+ V+ P~ 1 Kzp{}(C)2P(V). 

From these equations deduce recursion formulae for the C,,, and C". 
Prove that the C" satisfy the recursion relations (2.15.15) with C 1 = 

V+ V. 

44. Let notation be as in Exercise 43. For x, y E ::l put [x,y] = xy - yx. ::l, 
equipped with [ ·, · ], is a Lie algebra over k. Denote by 5' the Lie subalgebra 
of::l generated by (V ,V}. Let 5' ,,, = 5' n ::l,," 5'" = 5' n ::l". Let '1' be the unique 
continuous endomorphism of ::l such that 1/f(l) =O, 1/f(U) = V, 1/f(V) = V, 

and for any word w = Z 1 • • • Z" of length 2 2 (i.e., n 2 2 and Z; E (V, V} 
for ali i), 1/f(w) = [Z1,[Z2,[· · · [Zn_,,Zn]]] · · ·]. 
(a) Prove that 5' is spanned by the 1/f(w) (w E W) and that 5',,, (resp. 5'") is 

spanned by the 1/f(w) with w E W,,, (resp. w E W"). Deduce that 5' is the 
algebraic direct sum offf,,, and that ffn = ~r+s=n 5',,,. 

(b) Prove that 1/f(w) = nw for w E 5' n· [Hint: This needs the theory of free 
Lie algebras. See Chapter 3.] 

(c) Let C = C(U: V) be as in Exercise 42. Prove that C,,, E 5',,, for aii r, 
s 2 O. [Hint: Use Exercise 43 (c)] 

(d) Prove that if r + s > O, then 

(r + s)C = ~ (-J)m-I 
r,s m2:_1 m ~ 

Pt +qt>-l,. ·. ,Pm+qm?:. 1 
Pl + · ·· + Pm= r,qt + · · · +qm= s 

1/f(UP• Vq, ... ljPmVqm) 

Pt!q,! "'Pmlqm! 

(Hint: C = log(l + u), where u = ~p+q;c: 1 V P Vq(p !q!. So C,,, can be 
determined by expanding the log. Observe, by (c), that 1/f(C,,,) = 
(r + s)C,,,. This formula is due to Dynkin [2]). 

45. Use the notat ion of Exercises 43 and 44. Assume now that k = R or C. Let g 
bea Lie algebra over k. Suppose that 11·11 is a norm over g and that there is a 
constant M > O such that Il [Z,Z'] Il::;;: M \IZIII\Z' Il for ali Z, Z' E g. For 
X, Y E g, c1(X: Y) =X+ Y, and Cn+ 1(X: Y) (n 2 1) is determined by the 
recursion relations (2.15.15). Let (J., be such that Il XII < (J.,, Il Y\\ < (J.,, 

(a) Let X, Y E g. Prove the existence of a unique homomorphism nx,Y of 
the Lie algebra 5' into g such that nx,y(U) =X, nx,y(V) = Y. 

{b) Prove that nx,y(C.(U: V))= c"(X: Y). 
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(c) Prove that the series :L:::o llcnCX: Y)ll converges whenever 11 XII< 
1/2Miog2 and IIYII < I/2Miog2. (Hint: Use (b) and Exercise 44 (d) 
to obtain the majorant llnc"(X: Y)ll ~ M"- 11X"Pm where Pn is the coeffi­
cient of z" in the expansion of -log(! - (e'e' - 1)) in powers of z. 
Observe that this function of z is analytic if 1 z 1 < t log 2). 

(d) Prove that if!} is finite-dimensional, c(X: Y) = L:n:::o cn(X: Y) is well 
defined for (X, Y) E u x u, where u = (Z: Z E !}, 11 Zll < 1/2M log 2}, 
and that c: (X, Y) ~---> c(X: Y) is an analytic map of u x u into !}. 

46. Let k = R or C and Jet A be a finite-dimensional associative algebra over k 
with unit 1. Let 1·1 be some norm over A. For x, y E A Jet lx(Y) = xy, [x,y] = 
xy - yx. Write !} for the Lie algebra thus obtained whose underlying vector 
space is that of A. Let G be the Lie group of ali invertible elements of A. 
We identify !} canonically with the Lie algebra of G. 
(a) For x EA, Jet llxll = sup1ylslllx(y)l. Prove that 11·11 is an equivalent 

norm on A and llxyll ~ llxiiiiYII for ali x,y EA. 
(b) Prove that the exponential map of!} into G is given by exp x = L:n::-o x"/n! 

(x E A). 
(c) For any f >O, Jet G(f) = (y: y EA, IIY- 111 < f} and !}(f) = 

(x: x E A, 11 x 11 < f}. For y E G(l), Jet L:n::: 1 ( -1)"- 1(y - 1)"/n. Prove 
that G(l) c;: G and that y ~--->log y is a well-defined analytic map of G(l) 
into !}. 

(d) Prove that exp(log y) = y for y E G(l); prove further that if 11 x 11 < 
log 2, then exp x E G(l) and log(exp x) = x. 

(e) Show that log[G(l)] =Il is an open neighborhood of O in A, that log is 
an analytic diffeomorphism of G(l) onto u with exp as its inverse, and that 
Il is the connected component containing O of the open set exp- 1(G( 1)). 

(f) For x, y E !}, define cn(x: y) (n 2: 1) by the recursion formulae (2.15.15). 
Prove that the series L:n::: 1 c"(x: y) converges absolutely for (x,y) E c = 

G(t log 2) X n<t log 2); if c(x,y) is its sum, prove further that c is analytic 
on c and that exp x exp y = exp c(x: y) for ali (x,y) E c. 

47. Let G be an analytic group with Lie algebra n. M an analytic manifold, and 
T (X~---> T(X)) an infinitesimal G-transformation group on M. Let A be the set 
of ali X E l1 for which T(X) is global. 
(a) Prove that if X E A and t E R, then t X E A. 
(b) Let X, Y E A and Jet ~ (resp.17) be the one-parameter group of diffeomor­

phisms of M that is generated by T(X) (resp. T( Y)). If s E R and ((t) = 

17(s) o 17(t) o ~( -s) (t E R), prove that the one-parameter group ( is gener­
ated by T( yexp sX). Deduce that yexp X E A. (Hint: Use Lemmas 2.16.10 
and 2.16.11.) 

(c) Let LJ be the linear subspace of l1 spanned by A. Prove that LJ is a subalgebra. 
(Hint: If X, Y E A, [X, Y] = ((d/ds) yexp sX),~o E LJ.) 

(d) Suppose that A generates ll· Prove that there exists a global G-transforma­
tion group rp on M such that T~ = T. (Hint: By (c), we can choose a basis 
( X 1 , ••• ,XnJ for l1 such that X; E A for ali i. From this point the proofs 
of Lemma 2.16.12 and Theorem 2.16.13 need no change.) 

(e) Suppose that Z 1, .•• ,Zk are analytic vector fields on M. If each Z; is global 
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and ifthe Zi generate a finite-dimensional subalgebra n of:J.(M), show that 
each vector field in n is global. 

(f) Let M = R2 with the usual coordinates x and y. Write 

Show that Z 1 and Z 2 are global but that neither Z 1 + Z 2 nor [Z~>Z2] is 
global. 

48. (a) Let G be an n-dimensional analytic group, H a discrete subgroup, and 
M = G/H. Prove the existence of analytic vector fields X1, ••• ,X. on M 
such that (i) the Xi are linearly independent at each point of M, and (ii) 
there are constants cijk such that [Xi>XJ = :2:k cijkXk for ali i,j. 

(b) Suppose M is a compact n-dimensional connected analytic manifold on 
which there exist analytic vector fields XI> ... ,X. having properties (i) 
and (ii) of (a). Prove that M is analyticaJiy diffeomorphic to a quotient 
manifold ofthe form G/H, where G is an n-dimensional analytic group and 
H is a discrete subgroup of it. (Hint: Use the global form of the third 
fundamental theorem of Lie to construct an analytic Lie group G and a 
hasis XI> ... ,Xm of its Lie algebra g such that [XioXj] = :2:k cijkXk for 
ali i, j. Let 't' be the infinitesimal G-transformation group on M for which 
-r(Xi) = Xi for all i. Now use Theorem 2.16.9.) 

(c) Suppose M is a compact, connected, complex analytic manifold of dimen­
sion n admitting n holomorphic vector fields that are linearly independent 
at each point. Prove that M is holomorphicaJiy diffeomorphic to a quotient 
manifold of the form G/ D, where G is a complex analytic group of dimen­
sion n and D is a discrete subgroup of it. 

49. (a) Let G bea Lie group and Ha closed Lie subgroup. Let g be the Lie algebra 
of G, and Jet [J be the subalgebra of g defined by H. Let n be a linear sub­
space of g complementary to lJ. Prove the existence of an open neighbor­
hood u of O in n such that (i) U = exp[u] is a regular submanifold of G 
and exp is an analytic diffeomorphism of u onto U, and (ii) U meets each 
left H-coset at most once. Use this to obtain an alternative proof of Theo­
rem 2.9.4. 

(b) Assume that H is connected; prove that for H to be an isolated fixed 
point for the action of H on G/H it is necessary and sufficient that [J be its 
own normalizer ing, i.e., that IJ =[X: X E g, [X,IJ] s lJ}. (Hint: Let N 
be the normalizer of H. Prove that H is open in N.) 

50. Let G be an analytic group over k ( = R or C), g, the Lie algebra of G. Identify 
T8 (G) and Tx(IJ) with g for any g E G, X E g in the usual manner. Suppose 
11 is an open neighborhood of O in g and rp is a c= map .of 11 into G such that 
(i) rp(O) = 1 and (drp)o(X) = X y X E g, and (ii) if X E g and t, t' E k are 
such that t X, t' X, and (t + t')X E u, then rp((t + t')X) = rp(t X)rp(t' X). Then 
prove that rp coincides with the exponential map in a neighborhood of O. 



CHAPTER 3 

STRUCTURE THEORY 

This chapter will be devoted to the development of the general structure 
theory of Lie algebras and its group-theoretic consequences. Among other 
things, we shall prove the theorems of Levi-Mal'cev, Weyl, and Ado, as well 
as the global version of the third fundamental theorem of Lie, namely, that 
there is an analytic group corresponding to every real or complex Lie algebra. 
In addition, we shall develop the theory of the universal enveloping algebra 
in a systematic fashion; this will be of great use in our subsequent discussion 
of the theory of semisimple Lie groups and their representations. 

3.1. Review of Linear Algebra 

The aim of this section is to give a brief review of certain concepts and 
results [rom linear algebra which will be needed !ater. The reader who is 
interested in detailed proofs is referred to standard texts (Jacobson [1], 
Bourbaki [ l, 2], Chevalley [2]). 

Throughout this section, k will denote a field of characteristic zero. We 
recall that if k' is either an algebraically closed extension or a Galois exten­
sion 1 of k and r the corresponding Galois group, then k = { c : c E k', c' = c 
for ali s E r}. Let V be a vector space of finite dimension over k, k' an ex­
tension of k; then we write Vk' for the canonica! extension of V to a vector 
space over k'. We always identify Vwith a subset of Vk'. If k" is an extension 
of k with k s; k" s; k', we may re gard Vk' as the canonica! extension of P" 
to a vector space over k'. For any subspace V (resp. endomorphism L) of 
V, we write Vk' (resp. U') for the subspace of Vk' spanned by V (resp. endo-

1 k' is not necessarily a finite extension of k. So k' Galois over k means: (i) k' is algebraic 
over k, and (ii) if k is an algebraic closure of k' with k' c::: k, then any k-isomorphism of 
k' into k is a k-automorphism of k". If Vis a vector space over k and s(c r--> c') is an auto­
morphism of k, then by an s-linear automorphism of Vis meant an automorphism L of the 
additive group of V such that L(cv) '= c' Lv for v E V, c E k. 

149 
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morphism of Vk' extending L). Such subspaces and endomorphisms of Vk' 

are said to be dejined ol'er k. lf k' is either an algebraically closed extension 

or a Galois extension of k and r is the Galois group of k' over k, then for 

any S E r there is a unique (s-Jinear) automorphism S of the additive group 

of Vk' such that s · v = v for aii v E V. If U' is any subspace of Vk' (resp. L' 

is any endomorphism of Vk'), then U' (resp. L') is defined over k if and only 

if S• U' = U' (resp. s·L' ·S- 1 = L') for ali s E r; in this case, U' = Uk', 

where U = U' n V (resp. L' = U', where L = L' / V). 
Let V be of finite dimension m over k. An endomorphism L of Vis called 

nilpotentifforeachv E Vthereisanintegern = n(v) > Osuch thatL"v =O. 

In this case there is an integer r > O such that L' = O. If L is nilpotent, the 

subspace V1 of vectors v such that Lv = O is nonzero, and L induces a nil­

patent endomorphism on V/ V1 • It follows that we can find subspace V0 = O, 

V1 , ••• ,V,= V (1 < s < m) such that (i) V0 ~ V1 ~ • • • ~ V" dim V1 < 
dim vi+l (O< i < s- 1), and (ii) VI+! = {v: V E V, Lv E VJ(O < i < s-
1). In particular, Lm = O, and there is a basis for V with respect to which the 

matrix of L has zeros on and below the main diagonal. lf k' is an extension 

of k, an endomorphism Lis nilpotent if and only if U' is. If Lis nilpotent, 

ad L: M ~ [L,M] is·a nilpotent endomorphism of g1(V) (cf. (2. 14.4)). 

Let T be an indeterminate and k[T] the algebra of ali polynomials in T 

with coefficients from k. If L is any endomorphism of V and p = a0TN + 
a 1TN-t +···+aN E k[T], write p(L) = a0 LN + a 1LN-t +···+aNI. The 

action (p,v) ~ p·v = p(L)v(p E k[T], v E V) then converts Vinto a module 

over the principal ideal domain k[T]. The theory of modules over such rings 

leads quickly to the main theorems concerning L and its action on V. 
The first theorem is the so-called decomposition into primary compo­

nents. For any q E k[T]Iet V(q) be the subspace {v: v E V, q(L)v = 0}, and 

Jet v. denote the subspace Un2-t V(q"). 

Theorem 3.1.1. Let J be the ideal in k[T] of al! q such that q(L) = O, and 

let p be the monic2 polynomial which generates J. Write p = q';' · · · q';'', 

where mr. ... ,m, are integers >0 and q 1 , ••• ,q, are distinct, monic, ir­

reducible polynomials in T. Then V= .L; 1 :-;1-c;, V(q!'"), the sum being direct, and 
v., = V(q1m'), 1 < i < r. Moreover, there are elements p1 E k[T] such that 

p;(L) is the projection of V on v., corresponding to the abol'e direct sum. 

This theorem takes a simpler form when k is algebraically closed. Let us 

assume this and write a(L) for the set of eigenvalues of L. For A. E a(L) let 

VL,.< = Vr-.<• i.e., 

(3.l.l) VL,A = {v: v E V, (L- A.·I)'v =O for some integer s > 0}. 

2This means that the highest power of Tin p has coefficient 1. p is called the minimal 

polynomial of the endomorphism L. 
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Then the following theorem follows at once from Theorem 3.1.1. 

Theorem 3.1.2. Let k be a/gebraically c/osed. Then Vis the direct sum of 
VL,!. (Â E' a(L)), and tlzere are p. E' k[T] such that p~.(L) is the projection of V 
onto VL,;. corresponding to the direct sum. The dimension of VL,!. is equal to the 
multiplicity of Â as a root of the characteristic polynomial of L. The restriction 
of L- Â·1 to VL,!. is ni/patent. 

The. second main result is the construction of the so-called invariant 
factors. For any v E' V, Jet J. = {p: p E' k[T], p(L)v =O} and [v] = {p(L)v 
: p E: k[T]}. 

Theorem 3.1.3. There are ideals J 1 , ••• ,Jn of k[T] such that (i) O -=F J 1 s;; 
J 2 • • • s;; Jn -=F k[T], and (ii) for sui table l'ectors V 1, ••• ,vn of V, V is the direct 
sum of the subspaces [vt], ... ,[vn], and J., = J1 for 1 < i < n. If 11 , ••• ,!, 
are ideals in k[T] satisfying (i) and (ii) (for suitable l'eCtors w1 , • •• ,w,), then 
r = n and J, =!,for 1 < s < n. 

It is obvious that 1 < n < m. Let p 1 (1 < i < n) be monic polynomials 
generating the idealJ1• Then P~> ... ,pn forma complete set of invariants for 
the action of L on V. 

Let k be an algebraic closure of k, with k s;; k. An endomorphism L of 
Vis said tobe semisimple if v~< is the direct sum of eigensubspaces of L~<, or 
equivalently, if there is a basis of v~< with respect to which Li< has a diagonal 
matrix. It is known that if the characteristic equation of L has m = dim(V) 
distinct roots in k, then L is semisimple. Moreover, we have the following 
very useful theorem. 

Theorem 3.1.4. Let L be an endomorphism of V. Then L = S + N, where 
(i) S is semisimple and N is ni/patent, and (ii) S and N commute. S and N are 
uniquely determined by tlzese requirements, and we can jind elements p, q of 
k[T] whose constant terms are zero, such that S = p(L), N = q(L). In particular, 
L is semisimple if and only if given any subspace of V im•ariant under L, o ne can 
jind a complementary subspace that is also inrariant under L. 

We remark that if k is algebraically closed and the P~. are the projections 
V----> VL,•• then S = L•Ea(L>.lP., and N = L- S. It is obvious that a(L) = 

a(S). For arbitrary k, the decomposition L = S + N is known as the Jordan 
decomposition of L,and S and N are known respectively as the semisimple and 
ni/patent parts of L. 

If k is not algebraically closed, the decomposition of Theorem 3.1.2 is 
available for L.r< in v~<, k 2 k being an algebraic closure of k. Moreover, for 
L itself the following theorem (the so-called Fitting decomposition) gives a 
partial substitute. 
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Theorem 3.1.5. Let k be arbitrary. For any endomorphism M of V, let 

R(M) be the range of M, and N(M) the nul! space of M. Let L be an endomor­
phism of V and let 

N+ = U N(L") 
(3.1.2) n::::-.1 

R- = n R(L"). 
n ~::.::_ 1 

Then Vis the direct sum of N+ and R-, both of which are invariant subspaces 

for any endomorphism M with the property that (ad L)s(M) =O for some 

integer s > O. If Lis semisimple, N+ = N(L) and R- = R(L). 

We conci ude this review of the theory of a single endomorphism with two 
results. The first of these follows simply from Theorem 3. 1.2; the second 
comes out of Theorem 3. 1.3. 

Theorem 3.1.6. Let k be algebraically closed, L an endomorphism of V. 

In order that an endomorphism Af leave the subspaces VL,A (A. E a(L)) invari­

ant, it is necessary and sufficient tlzat there exist an integer s > O with (ad L)' 
(M) =O. 

Theorem 3.1.7. Let k be arbitrary, L an endomorphism of V. Denote by 

A the algebra of ali endomorphisms of V of the form p(L), p E k[T], Then an 

endomorphism M of V belongs ta A if and only if it satisjies the following con­

dition: M commutes with el'ery endomorphism of V that commutes with L. 

Some of the above concepts admit far-reaching generalizations to sets of 
(possibly noncommuting) endomorphisms of V. We now turn to a description 
of a few results of this type. It is convenient to formulate these in the context 
representation of associative algebras. 

Let ~( be an associative algebra 3 over k. By a representation p of~( we 
mean a homomorphism of~( into the associative algebra of endomorphisms 
of a vector space W over k with p(l) = 1; p is said to act an W. Unless we 
state otherwise, we shall be concerned only with finite-dimensional repre­
sentations, i.e., those that act on finite-dimensional vector spaces. Let p be a 
representation of~( acting on W and k' an extension field of k. Denoting by 
W' the extension of~( to an algebra over k', it is obvious that there is a unique 
representation p' of ~(k' act ing on Wk' such that p'(a) = p(a)k' for ali a E ~(; 

p' is said tobe the extension of p ta k' and is denoted by pk'. If p and p' are 
representations of~( acting on W and W' respectively, we say that p and p' 
are equiralent if there is a linear isomorphism ~ of W onto W' such that 

JWe assume that 2( has a unit, denoted by 1. Any subalgebra of 2( contains 1 by defini­
tion. This convention is in force throughout this chapter. lf B c 2(, the subalgebra 58 
generated by B is the smallest subalgebra of 2( containing B; B is said to generate 2( if 
j8 = 2(. 
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l;p(a) = p'(a)l; for al! a E ~{; 1; is then said to intertwine p and p'. For any 
representation p of~, define the character of p tobe the linear function xp: a 
~ tr p(a) (a E ~) on ~ with values in k. It is obvious that XP(ab) = XP(ba) 
for ali a, b E ~{ and that equivalent representations have the same characters. 

Given a representationpof~ on W, a subspace W' of Wis said tobe invariant 
(under p) if p(a)[W'] s=::: W' for ali a E ~L Let W' be an invariant subspace, 
and Jet us write Pw,(a) (resp. Pw;w~(a)) for the endomorphism induced by p(a) 
on W' (resp. W/W'), for any a E ~(. Then Pw': a~ Pw~(a) (resp. Pw;w': a~ 
Pw;w~(a)) is a representation of ~ in W' (resp. Wj W'); it is called the 
subrepresentation (resp. quotient representation) defined by W'. A representa­
tion p on W is said to be irreducible if O and W are the only subspaces of W 
that are invariant under p; p is called semisimple if given any subspace of W 
invariant under p, one can find a subspace complementary to it and invariant 
under p. 

Suppose p is a representation of \!( in W. Then there exist subspaces 
Wo =O, W 1 , ••• ,Ws = Wsuch that (i) Wi s:::: Wi+l and dim Wi < dim Wi+l 
(O< i < s- 1), and (ii) each ~ is p-invariant and the representations 
Pi = Pw .. t!w, are irreducible (O< i < s- 1). The intcger sis the same for ali 
such chains. lf {pJ and { aJ are the irreducible representations associated with 
two chains, there is a permutation i ~ i' of fi, ... ,s} such that pi and ai' 
are equivalent for al! i. lf p is semisimple we can write W as the direct sum of 
subspaces W 1 , ••• , W., where the Wi are invariant under p and the repre­
sentations Pw, are irreducible, 1 < i < s. In this case, for any equivalence 
class tJ of irreducible representations of~{, the number of i's such that Pw, E 

tJ is called the multiplicity of tJ in p and is denoted by (p : tJ ). Even though the 
~are in general not unique, for any equivalence class tJ of irreducible repre­
sentations, the number (p: tl) and the subspace Wo = ~.:>Pw•E" Wi are unique­
ly determined once p is given. 

Let p be an irreducible representation of\!( on W. Denote by )8 the algebra 
of ali endomorphisms B of W such that p(a)B = Bp(a) for ali a E )8. It is 
easily seen that if B E )8 and B =/::.O, B is invertible and s- 1 E )8. )8 is thus a 
division algebra over k. If k is algebraically closed, the eigenspaces of elements 
of )8 are invariant under p, leading to the conclusion that )8 = k ·1. These 
results constituie what is known as Schur's lemma. For arbitrary k, the action 
(B,v) ~ Bv (B E )8, v E W) converts W into a Ieft vector space over )8. 
Let w:a denote this left vector space. Then for any a E W, p(a) is an endo­
morphism of w:a. 

Theorem 3.1.8. Let notat ion be as abOl'e. Then p[~t] is the set of al! endo­
morphisms of w:a. In particular, if k is algebraically closed, then w:a = W and 
p[W] is the set of ali endomorphisms of W. 

There is a generalization of this theorem to the case when p is assumed 



154 Structure Theory Chap. 3 

only to be semisimple. In order to formulate it we need some notation. Let 
D be a set of endomorphisms of a vector space W. Denote by D' the set of ali 
endomorphisms B of W such that AB = BA for ali A E D. We write D" = 
(D')'. D' and D" are both algebras over k, and D c;: D". We then have the 
following theorem. 

Theorem 3.1.9. Let p be a semisimple representation of 2( acting an W. 
Then p[~] = p[~]". In particular, Jet IJ be an equivalence c!ass of irreducible 
representations of~. and let Wv be the linear span of al! invariant subspaces 
W' of W such that Pw· E IJ; then Wv admits exactly one complementary 
subspace invariant under p, and there is an element Z0 E 2( such that p(zv) is the 
projection of W onto W" para/le! ta this complementary subspace. 

We remark that if pisa representation of 2( in W, and k' is an extension 
field of k, then p is semisimple if and only if pk' is semisimple. However, it 
might happen that p is irreducible without pk' being so. If p is irreducible, 
then in order that pk' remain irreducible for aii extension fields k' of k, it is 
necessary and sufficient that p[2(]' = k · 1. 

In the sequel we shall on occasion deal with infinite-dimensional repre­
sentations of~. For such representations, the concepts of irreducibility and 
equivalence are defined as in the finite-dimensional case. However, care must 
be exercised in handling them. 

Let p be a representation of 2( in a vector space V, not necessarily of 
finite dimension. Let v E V bea nonzero cyclic vector for p, i.e., V= p[2!]v. 
lf 

W(v =[a: a E W, p(a)v = 0}, 

it is clear that 9)(" is a left ideal of 2(. Let ill" = 2(/W(v be the quotient vector 
space and let a f--> ă be the canonica) map of 2( onto ~(; for a,a' E W, Jet 
pu(a) ·ă' = aa'. Then Pv(a) is an endomorphism of illv, and a f--> Pv(a) is a 
representation of 2(. It is obvious that the map 

~: ă f--> p(a)v (a E 2() 

is a well-defined linear isomorphism of ill" onto V that intertwines the repre­
sentations Pv and p; i.e., 

~o Pv(a) o ~-r = p(a) (a E 2(). 

lf W is any subspace *- V of V invariant under p, then the set 

9J(W = [a: a E 2(, p(a)v E W} 

is a left ideal of 2( containing 9)("' and the correspondence W f--> 9JCW is a 
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bijection of the set of ali p-invariant subspaces ;t:. V of V with the set of ali 
left ideals of 9( containing ffi'Cv; obviously, if wl <;; Wz, then wcw, <;; ffi'CW'. 
In particular, p is irreducible if and only if ffi'Cv is a maximaJJeft ideal. In this 
case, every vector of Vis cycJic, and 

n ffi(w = kernel(p ). 
wEV 

Conversely, Jet ffi1 be a Jeft ideal of 9( (1 rf: ffie); let ill = 9{/ffi'C and let a~ ă 
be the canonica! map of 2( onto ill, for a, b E W, Jet p(a) · b =~ ab. Then a~ 
p(a) is a representation of 9( in ill, and I is cyclic for p. p is cal led the natural 
representation of 2( in ill. p is irreducible if and only if ffi1 is maxima!. CJearJy, 
ffi1 = WC1 in the earJier notation. 

We now give a brief account of Chevalley's theory of replica~ of endo­
morphisms. This plays an important role in Chevalley's theory of aJgebraic 
groups over fieJds of characteristic zero (cf. Chevalley [2,5] Lazard [J]). 

Let V be a vector space over k of finite dimension m, V* its dual. For 
integers r, s > O with r + s > O, Jet V,,, be given by 

(3.1.3) V, , = V@ · · · @ V@ V* @ · · · @ V*. 
' ..________,__._ 

r times s times 

Given any x E GL(V), Jet x 0 be the element of GL(V*) defined by 

(3.1.4) (x 0v*)(v) = v*(x- 1v) (v E V, v* E V*). 

Then it is obvious that x ~ x 0 is an isomorphism of GL(V) onto GL(V*). For 
r, s as above and x E GL(V), let 

(3.1.5) 
r times s times 

Obviously, x ~ x<r,s) is a homomorphism of GL(V) into GL(V,,J. lf k = R 
or C, then x ,__. x<r, s) is a representation of GL( V) acting in V,," and as such 
admits a differential, which is a representation of g((V) in V,, s· A simple 
calcuJation reveaJs that the resuJting representation of gl( V) makes sense in 
an arbitrary field of characteristic zero. We now detine it directly. For any 
L E g((V), let L be the element of g((V*) given by 

(3.1.6) (iv*)(v) = -v*(Lv) (v E V, v* E V*). 

Then it is easily seen that L ~Lis an isomorphism of gl(V) onto gl(V*). 
For any integers r, s, both >0, and any endomorphism L of V, Jet 

(3.1.7) 
L,, 0 = L@ 1@ 1@ .. ·@ 1 

+ 1 @ L @ 1 @ · · · @ 1 + · · · + 1 @ 1 @ · · · @ 1 @ L, 
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where each tensor product bas r factors, and Jet 

(3.1.8) Lo,s = (i),,o• 

Then L ~ L,, 0 and L ~ L 0,, are representation of gl( V) in V,, 0 and V0." re­
spectively (cf. §2.2). Detine, for integers r, s > O with r + s > O, 

(3.1.9) L,,, = L,,o@ 1 + 1@ Lo,s (L E gl(V)). 

Write V0 , 0 = k·I, and detine L 0, 0 =O for ali L E g((V), x<o,o> = 1 for ali 
x E GL(V). We lea ve it to the reader to verify that L ~ L,,, is a representa­
tion of gl(V) in V,," and that if k = R or C, this representation is the differ­
ential ofthe representation x~ x<r,s> ofGL(V) in V,,,. 

Note tinally that if k' is an extension tield of k, (V,,,)k' is canonically 
isomorphic to (Vk'),,, for ali r, s >O. If Lis an endomorphism of V, then the 
endomorphisms (L,,,)k' and (U'),,, correspond under this isomorphism. We 
shall generally identify (V,,,y· (resp. (L,,,))k' with (Vk'),,, (resp. (U'),,,) with­
out comment. 

The spaces V1, 1 and V1, 2 have useful and interesting interpretations. 
Given v E V, v* E V*, Jet us detine z(v,v*) to be the endomorphism of V 
given by 

(3.1.10) z(v,v*)(w) = v*(w)v (w E V). 

From the properties of tensor products it follows that there is a linear map ( 
of V® V* into gl(V) such that 

(3.1.11) ((v ® v*) = z(v,v*) (v E V, v* E V*). 

If [e~> ... ,em} is a basis for Vand [ef, ... ,e!} the dual basis in V*, it follows 
from (3.1.11) that ((e1 ® e;) is the endomorphism of V whose matrix relative 
to [e 1, •• • , em} is (~11~pJ 1 ,;,;,js;m· This shows that ( is a linear isomorphism of 
V1, 1 with the underlying vector space of gl( V). In an analogous manner, Jet 
v E V, vf, v~ E V*, and Jet y(v,vf ,vT) be the bilinear map of V x V into V 
defined by 

(3.1.12) 

We write f/ for the linear map of V1, 2 into the vector space B of bilinear maps 
of V X V into V such that 

(3.1.13) fi( V@ vf@ vT) = y(v,vf,vt) (v E V, vf,v~ E V). 

A simple calculation, analogous to the one performed earlier, shows that f/ 
is a linear isomorphism of V1, 2 onto B. We now have the following lemma. 
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Lemma 3.1.10. Let notation be as abOl'e. Then for any endomorphism 
L of V,' intertwines the actions of L 1, 1 and ad L; i.e., 

(3.1.14) 

Further, Jet p E B, and Jet Vp be the algebra whose underlying vector space is 
V and whose multiplication law is gil'en by x· y = P(x,y), x, y E V. Then an 
endomorphism L is a derimtion of Vp if and only if 

(3.1.15) 

Proof Let v, w E V, v* E V*. Then [L,,(v ® v*)](w) = v*(w)Lv­
v*(Lw)v, so (ad L)(,(v ® v*)) =('o L 1, 1 o ,- 1 )(,(v ® v*)). From this we get 
(3.1.14). For the second assertion it is enough to prove that if tE V1• 2 and 
p = 1J(t), then for any endomorphism L of V, the element 1J(L 1, 2(t)) of B is 
given by 

(3.l.l6) 1J(LI,2(t))(x,y) = LP(x,y)- P(Lx,y)- P(x,Ly) 

for ali x, y E V. A trivial calculation shows that this is true for ali t = 
v ® vf ® vf, with v E V, vf ,vf E V*. By Iinearity, the validity of (3.1.16) for 
ali v E V1, 2 follows at once. 

Let L be any endomorphism of V. Following Chevalley, we say that an 
endomorphism M of Vis a replica of L if for al! integers r, s > O 

(3.1.17) u E V,." L,,,u =O => M,,,u =O. 

W e then define 

(3.1.18) g(L) = {M: M E gl(V), M is a replica of L}. 

We begin with two elementary properties of replicas of endomorphisms. 

Lemma 3.1.11. Let L be semisimple (resp. ni/patent). Then L,,, is semisim­
ple (resp. ni/patent) for ali r, s > O. In particular, ad L is semisimple (resp. 
ni/patent). 

Proof If M 1 , M 2 are nilpotent endomorphisms on a vector space of 
dimension n, and [Mt.M2 ] =O, then (M1 + M 2 )2" =O. In particular, if Ni 
are nilpotent endomorphism of a vector space Wi, i = 1, 2, then N 1 ® 1 + l 
® N 2 is also nilpotent. We conci ude easily from this that L,,, is nilpotent if L 
is, for r, s > O. We now consider the semisimple case. By replacing k with an 
extension field we may assume that k is algebraically closed. Since Lis semi­
simple, we can selecta basis {v 1 , ••• ,vm} for V such that Lv1 = c1v1, i <j < 
m, for suitable c1 E k. If {vT, ... ,v!} is the dual basis for V*, then L*v1 = 
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-c1v'[, 1 < i < m. If r, s >O and r-+ s >O, the tensors 

vh ® · · · ® v1, ® v~ ®···®V;~= t}l, ... ,1,; 11 ,. •• ,t, 

1 <j1 , ••• ,j"i1 , ••• ,i,<m 

forma hasis for V,,,. Since we have 

Chap. 3 

the semisimplicity of L,,, follows at once. The second assertion is immediate 
from (3.l.l4). 

Corollary 3.1.12. Let L = S-+ N be the Jordan decomposition of L, and 
let r, s >O. Then L,,, = S,,,-+ N,,, is the Jordan decomposition of L,,,. 

Proof By the lemma, S,,, is semisimple and N,,, is nilpotent. Since 
[S,N] =O, we have [S,,"N,,,] =O. Hence, L,,, = S,,, + N,,, is the Jordan 
decomposition of L,, ,. 

Theorem 3.1.13. Let notation be as above. Then: 

(i) For any L E g(( V), g(L) is an abelian Lie algebra whose elements are 
of the form p(L) for p E k[T] with zero constant term. 

(ii) Let k' be an extensionfield of k. Then 

g(U') = k' ·{Mk': M E g(L)}, 

g(L) = {M E gi(V): Mk' E g(U')}. 

(iii) Let M E g(L) and V a subspace of V invariant under L. Then V is 
invariant under M. Let L and M (resp. b. and M) be the endomorphisms induced 
on V (resp. VJV) by L and M respectively. Then M E g(L) (resp. M E g(f::)). 

(iv) Jf M E g(L), N E g(M), then N E g(L). 
(v) Jf M E g(L), then M,,, E g(L,,,) for al! r, s >O. In particular, 

ad M is a replica of ad L. 
(vi) Let L, M be endomorphisms of V. Then M E g(L) if and only if for 

each r, s > O one can jind P,,, E k[T] with zero constant term such that 
M,,, = p,"(L,,,). 

(vii) Let L, L' be endomorphisms of V, L = S + N, L' = S' + N' their 
Jordan decompositions. Then S and N are replicas of L, and L' E g(L) if and only 
if S' E g(S) and N' E g(N). 

Proof Since [M,N],,, = [M,,"N,,,], it is clear that g(L) is a Lie sub­
algebra ofg{(V). Fix M E g(L). By (3.1.14), M E {L}", so by Theorem 3.1.7, 
M = p(L) for some p E k[T] with constant term a. If Lv = O for some non­
zero v E V, Mv = av =O, so a= O. If Lis invertible, ML- 1 E {L}", so 
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ML- 1 =p 1(L)forsomep 1 E k[T]; thenM=q(L),whereq(T)=p 1(T)Thas 
zero constant term. Since aii endomorphisms of the form p(L) (p E k[T]) 
mutually commute, we have (i). 

Let W,,, (resp. W~") be the null space of L,,, (L~). Obviously, W~., = 

k'. w,," so w~.s is a subspace of (Vk')r,s defined over k. For M' E gl(Vk'), 
M' E g(U') if and only if M~., 1 W~., = O. It follows easily from this that 
g(U'), as a subspace of gl(Vk') ::::::: gl(V)k', is defined over k. Furthermore, if 
M E gl(V), then Mk' E g(U') if and only if M~.', 1 W~.s =·'O for aii r, s, 
i.e., if and only if M,,, 1 W,,, = O for ali r, s, i.e., M E g(L). These two ob­
servations lead to (ii). 

To prove (iii), we may assume that V =1= O, V =1= V. Since M is a polyno­
mial in L, M leaves V invariant. Hence M is well-defined. Let p be the restric­
tion map which maps V* linearly onto V*. Fix integers r, s >O. We prove 
that if u E v,,, and i,,,u = O, then M,,,u = O. Write Vrr,sJ = v,,o ® Vo,s· 
For any endomorphism Nof V which leaves V invariant, Jet N = NI V and 
N1,,,1 =' N,, 0 @ 1 + 1 @ N0 ,,. It is then obvious that N1,,,1 leaves V,,, invari­
ant, and Nrr,sJ 1 V,,, = N,,,. So it is enough to prove that if u E V1,,,1 and 
L1,,,1u = O, then Mr,,,1u = O. Let Pr,s be the unique linear map of V,, .• onto 
v[r,sJ such that 

(3.Ll9) 
p,jvl@ · · · @V,@ vf@ · · ·@ vn 

= vl ® ... @v,@P(vf)@ ... ®PCvn 

for v1, ••• ,v, E Vand vf, ... ,v: E V*. It is then clear that for any endo­
morphism N that leaves V invariant, p,,, intertwines the actions of N,,, on 
V,,, and Nr,,,1 on Vrr,sJ· It is therefore enough to prove the following: if 
w E V,,, and if L,,,w belongs to the kernel of p,," then M,,,w also belongs 
to the kernel of p,,,. Since M1,,,1P,,, = p,,,M,," it is clear that M,,, leaves 
the kernel of p,,, invariant. On the other hand, it is a consequence of the 
assertion (vi) to be proved presently, that M,,, = p,,,(L,") for some p,,, E 

k[T] whose constant term is zero. From these two observations we can deduce 
the assertion. 

Let V 0 be the annihilator of V in V*. Then both L and M leave V 0 in­
variant. It foiiows from the above result that M 1 V0 is a replica of L 1 V0 • Now 
V 0 is canonically isomorphic to (VjV)*, and this canonica! isomorphism in­
tertwines L 1 V 0 and f: (resp. M 1 V* and M). So M is a replica of!::_. This proves 
that M E g(b). (iii) is completely proved. 

(iv) is trivial. 
We now prove (v). Let L, M be endomorphisms of V with M E g(L). 

Fix integers r, s >O with r + s >O. Suppose r', s' are integers >O. It is 
then easy to see that there is a natural isomorphism C of (V,,J,.,,. onto 
Vrr'+ss',rs'+sr'• and that for any endomorphism Nof V, 
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Taking N = L, M we get the first assertion in (v). The second follows at once 
from (3.1.14). 

We now come to (vi). Suppose M re= g(L). Then M,,, re= g(L,,,) by (v) 
for integers r, s > O, so by (i), we can find po1ynomia1s p,,, re= k[T] with zero 
constant terms such that M,,, ~c p,"(L,,,), r, s?:: O. Suppose conversely that 
M,,, = p,"(L,") for such polynomials p,,,. Then for any u re= V,,, such that 
L,,,u =O, L~., =O for i = 1,2, ... , so M,,,u =O. From our definition of 
g(L), we can conclude that M re= g(L). This proves (vi). 

To prove (vii), let L = S + N be the Jordan decomposition of L. Then 
L,,, = S,,, + N,,, is the Jordan decomposition of L,,, for r, s > O (Corollary 
3.1.12), and there are P,," q,,, re= k[T] with zero constant terms such that 
S,,, = p,"(L,,,), N,,, == q,,,(L,") (Theorem 3.1.4). So by (vi) above, S and N 
are replicas of L. Let L' be another endomorphism and L' = S' + N' its 
Jordan decomposition. If S' re= g(S) and N' re= g(N), then in view of(iii) above 
and the inclusions S, N re= g(L), we have S', N' re= g(L). So L' re= g(L). We 
now prove the converse. Let L' re= g(L). Since S' and N' belong to g(L'), we 
have S', N' E g(L). So for any r, s > O, there is p,,, E k[T] with zero con­
stant term, such that S~., = P,,,(S,,, + N,,,). Fix r, s >O. It is then obvious 
that p,"(S,,, + N,,,) = p,"(S,) + N,,,R, where R is an endomorphism 
which is a polynomial inS,,, and N,," and hence commutes with both. Now 
p,"(S,,,) is semisimp1e, N,,,R is nilpotent, and the two endomorphisms corn­
mute with each othcr. As their sum is the semisimple endomorphism S~." 
we must have S~,, = p,"(S,,,). Since r, s > O are arbitrary, we see that 
S' re= g(S). We now take up the proof that N' re= g(N). Clearly, we may as­
sume that k is algebraically closed. We claim that if v re= V and Nv = O, 
then N'v = O. Write V as the direct sum ofthe VL./A re= a(L)). Then Su = Au 
for u re= VL,'-' so for u re= VL,'-• Nu = O if and only if Lu = AU. So if v re= V 
and Nv = O, we can write v = L:'-Ea(Liv,, where v, re= VL,;. and LV;. = AV~o. 

But since N' re= g(L), there is a p re= k[T] such that N' = p(L). Consequently, 
N'v;. = p(A)v,, A re= a(L). Since the eigenvalues of N' are aii zero, we must 
have N'v;. = O, A re= a(L). Hence N'v = O. If r, s > O, N~., re= g(L,,,), so by 
thc same argument as above, we can conci ude that N~,,v = O for any v re= V,,, 
for which N,,,v = O. Thus N' is a replica of N. This completes the proof of 
(vii). The theorem is proved. 

We now have the following simple corollary. 

Corollary 3.1.14. Let A be an algebra over k. Assume that dimA < oo. If 
Lis a derivation of A, then any replica of Lis also a derivation of A.ln particu­
lar, the semisimple and ni/patent parts of A are also derivations of A. 

Proof Let L = S + N be the J ordan decomposition of L. By (vii) above, 
S and N are replicas of L. The present corollary is then an immediate con­
sequence of Lemma 3.1.10 (cf. especially (3.1.15)). 
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Our aim now is the dctermination of g(L) for arbitrary L. In view of (vi) 
of the preceding theorem it is enough to do this when L is either semisimple 
or nilpotent. Moreover, in the semisimple case it is sufficient to confine 
ourselves to the case when k is algebraically closed, or more generally, when 
L is diagonalizable in k itself. 

Theorem 3.1.15. Let N be a nilpotent endomorphism of V. Then 

(3.1.20) g(N) = [cN: c E k}. 

Let [v" ... ,vm} bea basis for V. For any l = (A." ... ,Am) E km, write 
S(l)for the endomorphismfor which S(l)v1 = A.1v1, 1 <j < m, and (l)for 
the subset of km of ali p = (P.t> ... ,J.lm) satisfying the following condition: if 
el> ••. ,cm are rational integers and C1A1 + · · · + CmAm =O, then C 1 ţl 1 + 
... + CmP.m = o. Then,for any l E km, 

(3.1.21) g(S(l)) = {S(p): p. E (l)}. 

Proof We prove that g(N) = k · N by induction on dim V. For dim V= 
1, N =O, so g(N) =O. Let dim V> 2. Let s(l < s < dim V) be the integer 
such that r• is the minimal polynomial of N. We may assume that s > 1. 
Fix N' E g(N). Then by (iii) of Theorem 3.1.13, N' Ieaves the range R(N) of 
N invariant, and N' 1 R(N) is a replica of NI R(N). Since dim R(N) < dim V, 
there is, by the induction hypothesis, a constant c E k such that N' = cN on 
R(N), i.e., N'N = cN2 • Now there are unique constants c 1, ••• ,c,_ 1 such 
that N' = c 1N + · · · + c,_ 1N'- 1 ; the relation N'N= cN2 then gives N' 
= cN when s = 2 and N' = cN + c,_ 1N'- 1 when s > 2. Suppose s > 2 and 
c,_ 1 =1= O. Then N•-l E g(N). We shall show that this lcads to a contra­
diction. There is a p E k[T] with zero constant term such that (N'- 1)z, 0 = 
p(N2 , 0); i.e., Ns-t@ 1 + 1@ N•-l = p(N@ 1 + 1@ N) in V@ V. Now 
N• = O, and hence (N ® 1 + 1 ® N)' = O for r > 2s - 1. So there are 
constants d, E k (1 < r < 2s - 2) such that 

We now expand the powers in the right side. Remembering that NP =O for 
d . . d (P + q) p > s an wntmg cp,q = p+q q , we get 

(3.1.22) 

Since the endomorphisms 1,N,N2 , ••• ,N•- 1 are linearly independent, soare 
the endomorphisms NP ® Nq, O< p, q < s- 1. We may therefore conclude 
from (3.1.22) that cp,q =O unless (p,q) = (O,s- 1) or (s- 1,0); in particular, 
d, = O if r =1= s - 1. But since s > 2, we can find p, q > O with r = p + q = 
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s - 1. So we have d, = O, 1 < r < 2s - 2. This implies that Ns-1 ® 1 -+- 1 
® N•-I =O, a contradiction. 

We now take up the proof of (3.1.21). Let [vf, . .. ,v!} be the dual basis 

of V*. Fix J.. E km and write S = S(Î..). We have Svj = -A1vj, 1 ~j < m. 
Suppose S' = S(p) for some p E (Â). Let r, s be integers ::?:0 with r + s >O. 
Then the null space of S,,, is spanned by the tensors v,, ® · · · ® v,, ® vj, ® 
· · · ® vJ., with A1, + · · · + A;, - Alt - · · · - A1, = O. So, in order to 
prove that S' E g(S), it is sufficient to show that for any such i 1, ••• ,i" 

.i1, ... ,j., ţi;,+ · · · + /1;, --- f.1Jt- · • • - /1;, =~O. This is, however, an 
obvious implication of the assumption p E (Â). Conversely, Jet S' E g(S). 

As S' = p(S) for some p E k[T], we have S' = S(p), where f.lJ = p(A;) for 

1 <j < m. In particular, A;= A1 implies ţi,= ţi 1 . For integers r, s::?: O 
with r + s > O, we use the reasoning given above to deduce that for any 

i~> ... ,in.i~> ... ,j, (1 < i",jv ~ m) such that A,,+ · · · +A;,-· Alt- · · · 

- A1, =O, we must have ţi;, ·+ · · · + /1;,- f.11t - • • • - ţi 1 , =O. These 
relations taken for ali r, s > O with r + s > O imply that p E (Â). This 

proves (3.1.21). The proof of the theorem is complete. 

Remarks 1. For a given Î.. E km, the set (Â) can be given an alternative 

description. We regard k as a vector space over Q, the prime subfield of 

rational numbers. Let C be the Q-subspace of k generated by A1, ••• .Am· We 

lea ve it to the reader to verify that (J..) is the set of aii p = (ţi~> ... ,f.lm) E km 
with the following property: there is a Q-Iinear map lfl of C into k such that 

ţi 1 = lf/(A;), 1 <j < m. 
2. The relation (3.1.21) determines g(S) very explicitly for arbitrary 

semisimple S when k is algebraically closed. Moreover, if Sis semisimple but 

k is not algebraically closed, one can pass to the algebraic closure k in which 

Sli is diagonalizable and determine g(S) from (3.1.21) and the relation 

(3.1.23) g(S) = [L: L E gf(V), Lli E: g(Sii)}. 

If Lis an arbitrary endomorphism of V, and L = S + N is its Jordan decom­

position, it follows from the above theorems that 

(3.1.24) g(L) = [S' + cN: S' E g(S), c E k}. 

We shall now establish the criterion (due to Chevalley) for the nilpotency 

of an endomorphism. If L is an endomorphism of V, it is easy to show that 
Lis nilpotent if and only if tr(U) = O for s = 1 ,2, .... The following result 

improves this significantly. 

Theorem 3.1.16. Let L be an endomorplzism of V. Then L is ni/patent if 

and only if 

(3.1.25) tr(LL') = O \f L' E g(L). 
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Proof. If L is nilpotent, then (3.1.25) is obvious. Conversely, Jet L be 
arbitrary but satisfying (3.1.25). Let L = S + N be the Jordan decomposition 
of L. We must prove that S === O. We may (and shall) assume that k is alge­
braically closed. Since (l(S) ~ G(L), tr(LS') =O for ali S' E G(S). On the 
other hand, the elements of o(S) commute with N, so S'N is nilpotent for ali 
S' E I)(S). Hence tr(SS') = O for ali S' E G(S). Now selecta basis [v~> ... ,vm} 
for V such that Svj = ).jvj, 1 < j < 111, for suitable numbers ).j E k. Then it 
follows from Thcorem 3.1.15 that L:t~j~m f.l)j =O for ali J1 = (f.1~> ... ,f.lm) 
E (/...). Lct C denote the Q-subspace of k spanned by A1, ••• .Am· We may 
then conci ude from the remark foliowing the preced ing theorem that L: 1 "Ym 

!f!{Aj)).j ~=O for ali Q-linear maps 1f1 of C into k. 
Suppose now that C ci:- O. It is then obvious that there are nonzero Q­

linear maps of C into Q itself. Let 1f1 be any one such map. Then applying 1f1 
to the relation L:t:e;j:::m !f!(A.JA.j =-=O, we get L:hj~m (lf/(A.J)2 =O. Since ali 
the !f!(A.J are in Q, ali of them must vanish. Hence 1f1 = O, a contradiction. 

C must therefore be zero. But this implies at once that S = O. The proof 
of the theorem is complete. 

Corollary 3.1.17. Let Abea finite-dimensional algebra O\W k, and let L 
be a derivat ion of A. Then L is nilpotcnt if and only if tr(LL') = O for al! L' t= 
k[L] that arc derivations of A. 

For by Corollary 3.1.14, any replica of Lis a derivation of A and belongs 
to k[L]. 

We shall conci ude this section with a discussion of tensor algebras. Let 
V bea vector space over k, not necessarily of finite dimension. We denote by 
3, the tensor product V@ · · · @ V (r terms), r being > 1, we put 30 = k ·1. 
Elements of 3, are calied tcnsors of degree r. Let 3 be the direct sum of ali 3, 
(r > 0). Then there is a unique bilinear map (u,v) ~ u@ v of 3 x 3 into 3 
such that (i) el @ v = cv = v @ el for c E k and v E 3, and (ii) if r, s 
are integers :;:::: 1, Xt. ... ,x, and Yt. ... ,Ys E V, then (x 1 @ · · · @ x,)@ 
(Yt@ · · · @ys) = Xt@ · · ·@ x, ®Yt@ · · · ®Ys· 3, under @, becomes 
an associative algebra with 1 as its unit. It is calied the tensor algebra over V. 
V may identified with a subspace of 3. 

3 is generated by V and possesses the following universal property: if ~( 
is an associative algebra, and y a linear map of V into W, there is a unique 
homomorphism of 3 into ~( that extends y. This, in fact, characterizes 3. 
In other words let 3' be an associative algebra, re a linear map of V into 3' 
such that (i) 3' is generated by re[ V], and (ii) in( is an associative algebra and 
)' a linear map of V into 9f, there is a (unique) homomorphism y' of 3' into 
~( with y = y' o re; then re is an injection and there is a unique isomorphism ~ 
of the algebra 3 onto the algebra 3' such that ~v = rcv for ali v E V. We 
follow the usual practice and caii a tensor t homogeneous if t belongs to 3, 
for somer> O. Obviously, 3,@ 3s ~ 3r+s (r, s > 0). 
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Let X 1 (i E J) be indeterminates. By a free associatil•e algebra over k 
generated by the X1 we mean an associative algebra n over k containing the 
x; such that (i) the x; (i E J) generate 9(, and (ii) if <B is an associative algebra 
over k and x 1 (i E J) are elements of <B, there is a ( unique) homomorphism ,; 
of 2( into <B such that ,;(X1) = x 1 for ali i E J. If 9( and 9(' are free associative 
algebras over k generated by the x;, a standard argument based on the above 
universal property proves the existence of an algebra isomorphism ( of 9( 

onto 2(' such that ((X1) = X1 for ali i E J. To prove the existence of the free 
associative algebra generated by the X,, we proceed as follows. Let V be a 
vector space over k for which the X, form a hasis and let 3 be the tensor 
algebra over V. It is then obvious that 3 is a free associative algebra over k 
generated by x; (i E J). The elements X,, · · · X,. (i1 , ••• ,i. E J) form a 
hasis for 3. for n > O. 

We now return to the earlier context of a vector space V and its tensor 
algebra 3. If x is a linear bijection of V, there is a unique automorphism x 
(resp. antiautomorphism .X) of 3 that extends x; if v1, ••• ,v, E V, x (v 1 ® · · · 
® v,) = x(v 1) ® · · · ® x(v,) (resp. x (v 1 ® · · · ® v,) = x(v,) ® · · · ® 
x(v 1)). We write x®' = .X \3,. If x and y are two linear bijections of V, then 

"-..v xy = xji and x- 1 = x- 1 • Let L be a linear map of V into 3. Then there is a 
unique derivation L of 3 such that Lv = Lv for ali v E V; in fact, if { v1 : i E J} 
is a hasis for V and if one defines L as the unique endomorphism of 3 such 
that L(l) = O and 

(3.1.26) 
L(v,, ® · · · @v,) = Lv1, @v1,@ · · · @v1, 

+ V;.@ Lv1, @ · · · @ v1, + · · · + V1, @ · · · @ V1,_, @ Lv,, 

(r > 1, i~> ... ,i, E J), then it is an easy verification that Lis a derivation of 
3 extending L, and that it is the only derivation of 3 with this property. An 
important and extremely useful special case arises when we take L to be an 
endomorphism of V. Then it is obvious that L Ieaves each 3, invariant and 
that 

(3.1.27) L \3, = L @ 1 @ · · · @ 1 + 1 @ L ® 1 @ · · · @ 1 

+ .. ·+1@ .. ·@1@L. 

The map L f-4 Lis a homomorphism of the Lie algebra of ali endomorphisms 
of V into the Lie algebra of ali derivations of 3. 

For any r > 1 Jet 11, be the group of ali permutations of {1, ... ,r}. Let 
E be defined by 

(3.1.28) E(s) = { 
+ 1 if s E 11, is an even permutation 

-1 if s E 11, is an odd permutation. 
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Given s E II" there is a unique linear automorphism s<'> of 3, such that 

for ali v 1 , ••• ,v, E V. The correspondence s ~ s<r> is a representation of 
II, in 3,. An element t E 3, is called a symmetric (resp. skew-symmetric) 
tensor ofrank r if s<'>(t) = t for ali s E II, (resp. s<r>(t) = E"(s)t for ali s e:: II,). 
An element t E 3 is called symmetric (resp. skew-symmetric) ifits component 
in 3, is symmetric (resp. skew-symmetric) for ali r > l. Suppose dim V= m 
< oo. Then if r > m, O is the only skew-symmetric tensor of degree r; for 
l s r < m, the vector space of skew-symmetric tensors of degree r has 

dimension (~1 ). For any r > l, the vector space of ali symmetric tensors of 

d h d . . (m + r- l) egree r as 1menswn r . 

A two sided ideal a of 3 is said to be homogeneous if 

(3.1.29) a = L; (a n 3,). 
r;?.O 

If J is a set of homogeneous tensors of degree > p where p is an integer > 2, 
then the two-sided ideal a generated by J is homogeneous, and a n 3, = O for 
r = O, ... ,p - 1. In particular, 

(3.1.30) Ct n 3, = O (r = O, 1). 

Let A be the algebra 3/et. Let n be the natural map of 3 onto A. If we put 

(3.1.31) A,= n[3,] (r =O, 1, ... ), 

then A is the direct sum of the A" and we have A,A, s; A,+, (r, s > 0). In 
view of (3.1.30) it is clear that n is one-to-one on V, so it is natural to identify 
V with its image in A under n. Obviously, V generates A. Suppose Lis an 
endomorphism (resp. x is an automorphism) of V such that L (resp. x) maps 
J into a. Then the derivation L (resp. automorphism .X) of 3 maps a into a 
and so induces a derivation of A (resp. automorphism of A). Denoting this 
derivation by LA (resp. automorphism by .X A), it is clearthat [L,M]; =LAMA­
MALA (resp. (xy); = XAYA) for any two endomorphisms (resp. automor­
phisms) L, M (resp. x, y) of V. As important examples we mention (i) J = 
[x®y-y@x:x,yE V},and(ii)J=[x@y+y@x:x,yE V}.lnex­
ample (i) A is the symmetric algebra over V; in example (ii) A is the exterior 
algebra over V. 

The symmetric algebra over Vis generally denoted by S(V). It is com­
mutative, graded, and its subspace of homogeneous elements of degree n is 
denoted by S.(V) (n = 0,1,2, ... ). We customarily identify Vwith its image 
in S(V). lf Xi (i E J) form a hasis for V, the monomials ITiEl Xim, (mi> O 
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integers, m, = O for ali but finitely many i) forma basis for S( V). If 9( is any 

commutative associative algebra and rp is a linear map of V into 9(, rp extends 

to a unique homomorphism of S(V) into W. If dim (V) = 111 < oo, dim 

s.(V) = (m + ~1- 1). 
Let dim( V) be finite. Denote by V* the dual of V. We then ha ve a natural 

isomorphism e of V with V**. Let P( V*) be the algebra of polynomial func­

tions on V*, i.e., the algebra of functions on V* with values in k generated by 

the linear functions on V*. The map e then extends to an algebra isomor­

phism of S( V) onto P( V*). The image of S.( V) under this isomorphism is the 

subspace of P(V*) consisting of homogeneous polynomials of degree n. 

The exterior algebra over Vis generally denoted by E( V). Let dim( V) = 
m < oo. We identify V with its image in E( V), and denote the product opera­

tion in E( V) by !\. If v, w E V, then v !\ v ,= O and v !\ w + w !\ v = O. If 

[v 1, •• • ,vm} is a basis for V, then for any r with 1 < r < 111, the elements 

v,, !\ v,, !\ · · · !\ v,, (1 < i 1 < i2 < · · · < i, < n) are linearly independent 

and span E,(V), the subspace of E(V) consisting of homogeneous elements of 

degree r. In particular, dim(E,(V)) =(;).Of course, E 0 (V) = k ·1. 

3.2. The Universal Enveloping Algebra of a Lie Algebra 

In this and in the next section, k will denote a field of characteristic O, g 
a Lie algebra over k. Our aim is to introduce the universal enveloping algebra 

of g and describe some of its properties. If k = R or C and g is the Lie algebra 

of a Lie group G, we shall see in §3.4 that there is a canonica! isomorphism of 

the universal enveloping algebra of g with what we have earlier called the 

enveloping algebra of G, namely the algebra of ali analytic left-invariant 

differential operators on G. The main results are the existence and unique­

ness ofthe universal enveloping algebra and the Poincare-Birkhoff-Witt the­

orem. In proving these, the restriction to finite-dimensional Lie algebras 

is rather artificial; we therefore work with a Lie algebra g of arbitrary 

dimension. 
Let :::1 be the tensor algebra over the underlying vector space of g. We 

denote multiplication in ::J by @. ::1 0 = k· 1, and for any integer 111 > 1, ::Jm 

is the subspace of ::J of ali homogeneous tensors of degree 111. For X, Y E g, 
Jet 

(3.2.1) Ux,Y =X@ Y- Y@X- [X,Y]. 

We denote by ..C the subspace of ::J spanned by ali elements of the form 

t@ Ux,Y@ t' (t, t' E ::J, X, Y E g): 

(3.2.2) ..C = L; :J@ux,Y@:J. 
X,YE9 
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Since Ux,Y E ::1 1 + ::12 for ali X, Y E 9, it is clear that .C ~ :Eme:l::lm . .C is 
thus a proper two-sided ideal in ::l. We many thus introduce the quotient 
algebra ::l/.c. Let 

~ = ::l/.C, 

and Jet y be the natural homomorphism of ::l onto ()$. Since 9 generates ::l, 
y[9] generates @. We denote the unit of@ by 1, and for a, b E @, write ab 
for their product. 

A pair {e,n), where e is an associative algebra3 over k and nisa linear 
mapping of 9 into e, is calied a unhwsal enl'eloping algebra of 9 if the follow­
ing conditions are satisfied: (i) n[9] generates e, (ii) n([X, Y]) = n(X)n( Y) ~ 
n( Y)n(X) for ali X, Y E 9, and (iii) if ~( is any associative algebra and ~ is 
any linear map of g into ~( such that ~([X, Y]) = ~(X)~( Y) ~ ~( Y)~(X) for 
ali X, Y E 9, there is a homomorphism e' (necessarily unique in view of (i)) 
of e into ~( such that ~(X) =~ ~'(n(X)) for ali X E 9. We now ha ve 

Theorem 3.2.1. I.et 9, @, and y be as defined abo1•e. Then (®, y) is a 
uni1•ersa/ eJll'eloping algebra of 9. lf (@, y') is another unilwsal enl'eloping 
algebra of g, there exists a unique isomorphism ( of~ onto @' such that 
((y(X)) = y'(X)for al/ X E 9· 

Proof. We ha ve already observed that y[9] generates @. Sincey(ux,Y) =O, 
we have 

y[X,Y]) = y(X)y(Y) ~ y(Y)y(X) 

for aii X, Y E 9· Suppose ~( is an associative algebra and ~ is a linear map of 
9 into 2( such that e<[X, Y]) = ~(X)~( Y) ~ ~( Y)~(X) for ali X, Y E 9. Let ţ 
be the homomorphism of ::l into ~( such that ţ(X) = ~(X) for ali X E 9· 
Since ecux,Y) =o for ali X, y E 9. ţ =o on .C. Passing to the quotient alge­
bra ~. we may obtain a homomorphism ~' of@ into ~( such that ţ = f o y. 
We ha ve thus proved that (~,y) is a universal enveloping algebra of 9. 

Suppose (CW,y) is another universal enveloping algebra of 9. By the ex­
tension property there is a homomorphism (of~ into CW such that C(y(X)) = 

y'(X) for ali X E g; since y'[g] generates ~', C is surjective. Interchanging the 
ro les of (@,y) and (~' ,y'), we obtain a homomorphism C' of~, onto (S) such 
that ('(y'(X)) = y(X) for aii X E g. Thus CoC' and (' o ( are the respective 
identities on y'[g] and y[g]. Hence C o C' = (' o ( = 1. In other words, C is an 
isomorphism of~ onto @' and C(y(X)) = y'(X) for ali X E g. 

Let J bea linearly ordered set, and {X1 : i E J} a basis for g. Then it is ob­
vious that ~ is spanned by 1 and the products y(X1,) • • • y(X1.) (i~> ... ,i, E J, 
s > 1). Since 

it is almost obvious that ~ is spanned by 1 and the products y(X1.) • • • y(X1.) 
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with i 1 < i2 < · · · < i., s > 1; the Poincare-Birkhoff-Witt theorem asserts 
that these elements actually constitute a basis for (1) (Theorem 3.2.2). We 
begin the proof of this theorem with some preparation. 

Fix the linearly ordered set J and consider a basis {X,: i E J} of g. By a 
monomial (in :J) we mean any tensor which is either 1 or is of the form 
X;,@ · · · @ X1, (p > 1, i~> .. . ,iP E J). A standard monomial is a tensor 
which is either 1 or is of the form X1,@ · · · @X.. (p > 1, i 1 < · · · < ip). 
For any p > O, Jet :J~ be the linear span of the standard monomials of degree 
p. Obviously, :Jg = ::!0, :J~ = ::! 1. We write 

More generally, if p > 2 and t = X,,@ · · · @X,,, detine the index ind(t) 
of t to be the number of pairs (r,s), 1 < r, s < p, for which r < s but i, > i,; 
ind(t) = O if and only if t is standard. We write :J~ for the linear span of ali 
monomials of degree p and index d. Obviously, :JP = L:d?o :J~, the sum being 
direct. 

Theorem 3.2.2. Let g be a Lie algebra o1•er k, J a linearly ordered set, 
{X1 : i E J} a hasis for g, and (C53,y) the unil'ersal em•eloping algebra defined 
above. Then the elements 1 and y(X1.) • • • y(X,.) (s > 1, i 1 < · · · < i,) form a 
hasis for ®. In particular, y is an injection on g. 

Proof The theorem is equivalent to proving that 0J is the direct sum of 
J3 and ::! 0 • We must therefore prove that J3 + ::! 0 = :J and J3 n ::! 0 =O. 

To prove that J3 + ::! 0 = :J, it is clearly more than sufficient to prove that 
for any r >O 

(3.2.4) :J, <::;; J3 + L: :Jg. 
O~qs;;r 

This is clear for r = O, 1. We prove (3.2.4) for r :2: 2 by induction on r. Fix 
p > 2 and assume (3.2.4) for O < r < p - 1. Since :JP = L:d:o:o :J~, it is enough 
to prove that :J~ <::;; J3 + L:o$q:O:p :Jg for ali d > O. We shall do this by induc­
tion on d. For d = O this is obvious. Let d > 1, and assume that :J~ <::;; J3 + 
Z:o:o:q:o;p :Jg for O < e < d - 1. Let t = X;, @ · · · @ X.. E :J~. Sin ce d > 1, 
it is clear that we can choose an integer r with 1 < r < p - 1 such that 
i, > i,+ 1 • Detine t' as the tensor Xh @ · · · @ Xjp, where j 1 = i1 for 1 o:F r, 
oF r + 1, .ir+l = i"j' = ir+l· Then t' E :J~- 1 S J3 + ::! 0 • But since X,,@ 
X1,,, - X1,.,@ X,,= [X1,,X1,..] modulo J3, it is easily seen that t - t' E J3 
+ :JP_ 1 s J3 + Z:o:o:qsp-l :Jg, by the induction hypothesis. Hen ce t E .C + 
Z:o:o:q:o;p :Jg. This proves that :J~ <::;; .,C + L:osqsp :Jg, and carries the induction 
forward. 

The proof that J3 n ::! 0 = O is more complicated. We shall achieve this 
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by constructing an endomorphism L of 3 such that 

(3.2.5) l (i) L(t) = t for aii standard monomials t 
(ii) if p > 2, 1 < s < p - 1, and i, > i,+ 1 , then 

L(X1, (?_() • • • (><) X 1,@ X.·,., @ · · · @ X 1,) 

= L( · · ·@X1,., @X1,@· · ·) + L( · · ·@[X;,,X1,..]@· · · ). 

Indeed, suppose that such an endomorphism L of 3 has been constructed. It 
foiiows easily from (ii) above that L(t1 @ Ux,,x,@ ! 2 ) =O for aii 11 , 12 E 3, 
i, j E J and, consequently, that L is zero on ..C. On the other hand, Lis the 
identity on 3°. So ..C n 3° has to be O. 

Detine L tobe the identity on 30 + 31 • Suppose that p > 2 and that Lis 
an endomorphism of L:o""qo::p-t 3q satisfying (3.2.5) for ali monomials of de­
gree < p - 1. We wish to extend L to an endomorphism of L:oo::q.;p 3q which 
will satisfy (3.2.5) for ali monomials of degree · < p. It is clearly enough to 
detine L(t) for aii t = x;, @ · · · @ x;, in such a way that (i) and (ii) of 
(3.2.5) are satistied. We do this by induction on d = ind(t). For d = O, we 
put L(t) = t. Suppose that d > 1 and that L has been detined so as to satisfy 
(3.2.5) for aii monomials of degree p and index < d- 1. Let t = X1, @ · · · 
@ x;, E 3~. Select an integer r, 1 < r < p - 1, such that i, > ir+ 1 , and 
detine L(t) by the right side of part (ii) of (3.2.5), with r replacing s. It is not 
immediately obvious that L(t) is well detined, since the integer ris in general 
not unique. However, if we can ensure that L(t) is well detined, (i) and (ii) 
of (3.2.5) would follow at once, and we would have an endomorphism of 
L:o-;;q-;;p-t 3q + L:o->e<;d 3~ such that (3.2.5) is satistied for aii monomials of 
degree < p - 1 and of degree p but of index <d. The inductions on d and 
p then lead to the existence of L. To show that L(t) is well detined, Jet 1 be 
another integer, 1 < l < p - 1, with it > it+ 1 • Let u and v denote the re­
spective expressions obtained by replacing s with r and with 1 in the right side 
of (ii) in (3.2.5). We must show, using the induction hypothesis, that u = v. 
In the following, for brevity we write Y, for x;,, 1 < t < p. Two cases arise. 

Case 1. 1 r - /l > 2. We may assume without losing generality that 
r > l + 2. Then p > 4. Sin ce both u and v are in L:o-;;qo:;p-t 3q + L:o->•->d-t 3~, 
we can use the induction hypothesis to simplify them both. A simple calcula­
tion then shows that both u and v are equal to 

L(··· @YI+t®Yt® ··· @Y,+t@Y,@ ···) 

+L(··· Q9[Yt,YI+t]@ ··· ®Yr+t®Y,@ ···) 

+ L(- · ·@ Yl+t@ Yt Q9 · · ·@ [Y"Y,+tl@ · · ·) 

+ L( · · · ® [Yt.Yt+tl@ · · · ® [Y"Y,+tl@ · · · ). 

Case 2. lr -/1 = 1. We may assume that r == 1 + 1. Then it> il+ 1 > 
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i1+2, and p > 3. Using the induction hypothesis we obtain, after a simple 
calculation, 

u = L( · · · @ Yt+2 ® Yt+l ® Y1@ · · ·) + L(- · · ® Y,@ [YI+l,Yt+21@ · · ·) 

+ L(· · · @[Y,, Yr+2]@Yr+I@ · · ·) + L(· · · ®Yt+2@[Yr,Yt+ 1]@ · · ·) 

V= L(· · · @Yt+2®Yr+I@ Y1@ · ··) + L(· ·· @[Yt+I,Yt+2]@YI@ ·· ·) 

+ L(· · ·@ Y/+ 1 @[Yr.Y1+J® · · ·) + L(· · · @[Y1,Y1+1]@Y1+2@ · · ·). 

On the other hand, it follows from the induction hypothesis that for any 
X, Y E g, t 1 E 3., t 2 E 3b with a> O, b >O and a+ b = p- 3, we have 

'-
L(tl @X@ Y@ Iz)- L(t 1 @ Y@X@ t 2) = L(t 1 @ [X,Y]@ t 2 ). 

lf we use this in the expression for u and compare the result with the expres­
sion for v, we see that the relation u = v would follow provided we show that 
L annihilates the element 

· · ·@ [Yr. [Yr+I,Y/+2]]@ · · · + · · ·@ [Yr+I,[YI+z,YrJ]@ · · · 

+ · · ·@ [YJ+z,[YI,Yt+l]] @· · · 

of 3p_ 2 . This is, however, an immediate consequence of the Jacobi identity 
for g. 

We have thus proved that u = vin both cases. L(t) is thus well defined. 
As obse;.-ved earlier, this proves the entire theorem. 

Remarks 1. The Poincare-Birkhoff-Witt theorem proved above is one 
of the most fundamental results in the theory of Lie algebras. Together with 
the theorem on the existence and uniqueness of the universal enveloping 
algebra, it constitutes the principal device for converting Lie algebra prob­
lems into associative algebra problems. As such it occupies a central place 
in the theory. 

2. Since y is injective on g, it is possible to identify g with its image in (SJ 

under y. With this identification, ® will be called the universal em·eloping 
algebra of g. g ~ ®, g generates <SJ, and 

(3.2.6) [X,Y] = XY- YX (X, Y E g). 

We shall henceforth make this identification without explicit comment. lf 
dim(g) < oo and [X~o . .. ,Xm} is a basis for g, then the elements X~· · · · X:;.rn 
(r 1 , ••• ,rm nonnegative integers), which we caii the standard monomials of 
the hasis [X~o ... ,Xm}, constitute a basis for (SJ by Theorem 3.2.2. 

3. Let dim(g) < oo, and let [X~o ... ,Xm} bea basis for g; Jet c,i, be the 
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corresponding structure constants. Then (\) is generated by the X, with the 
relations 

(3.2.7) X,Xj ~ xjxi = L: C;j,X, (1 < i,j .c_:::: m). 
t:..:;:r:;_m 

The relations (3.2.7) actually give a presentation of(\); in fact, if \l{ is any 
associative algebra generated by elements x 1 ••• ,xm satisfying the relations 

x .. xj ~ xjx1 = L; c1j,x, (1 < i,j < m), 
1 ' m 

then Theorem 3.2.1 leads at once to the existence of a unique homomorphism 
( of (i) onto \l( such that ((X,) = x 1 for 1 < i < m. 

Theorem 3.2.3. Let g be a Lie algebra k, (\) its unil'crsal enrcloping 
algebra. 

(i) Suppose that Vis a rector space anei n is a representation of g in V. 
Then there exists a representation n' of the associative algebra(\) in V such that 
n(X) = n'(X)for al! X E g; n' is uniquely determined by n. In other words, n 
"extends" uniquely ta a representation of(\) in V. 

(ii) Suppose IX is an automorphism (resp. antiautomorphism) of g. Then 
there is a unique automorphism (resp. antiautomorphism) &., of(',j that extends IX, 

ami &..- 1 = IX- 1 • If IX, fJ are two automorphisms (resp. antiautomorphisms), 
r-1 -

then IX/J = afJ. 
(iii) If D is a deril'ation of g, there is a unique deril'ation D of (',j that 

extends D; if Dt. D 2 are two such, then [D 1,D 2] = [D 1,D 2]. In particular, for 
any X E g, ad X is the deril'ation a e--+ Xa ~aX ofC\). 

Proof (i) If in the definition of the universal enveloping algebra we 
take \l( to be the associative algebra of endomorphisms of V and <!as the map 
X e--+ n:(X), we get (i). To prove (ii), let IX be an automorphism (resp. antiau­
tomorphism) of g. Then IX is a linear bijection of the underlying vector space 
of g and so can be extended to an automorphism (resp. antiautomorphism) ii of 
3. Since &..(ux,Y) = Ua!x),a!Yl (resp. ii(ux,Y) = Ua!Yl,a!x>) for X, Y E g, we have 
ii[J3] c;: J3. On the other hand, if fJ is another automorphism (resp. antiau­
tomorphism) of g, IX/J = ap. In particular, ((?!) = (ii)- 1 , and hence IX- 1 

leaves J3 invariant. So ii induces an automorphism (resp. antiautomorphism) 
of (',j, say a. Since g generates liJ, the uniqueness of a is clear. The relation 
- - ('-...) -
IX/J = iifJ implies that IX/J = afJ and (IX- 1 ) = (a)- 1 • This proves (ii). Suppose 
Dis a derivation of g. Then there is a derivation i5 of 3 that extends D. Sin ce 
D(ux,Y) = uDx,Y + ux,DY (X, Y E g), i5 1eaves J3 invariant. Hence D induces 
a derivation D of OJ. If D 1 and D 2 are derivations of g, [D 1 ,D2 ] = [D 1,Dz]. 

~ - - -
This implies that [Dt.D 2] = [Dt.Dz1. The uniqueness of D follows, as before, 



172 Structure Theory Chap. 3 

from the fact that g generates Oi. If D = adX(X E g), then a~ X a -- aX is 
a derivation of Oi that coincides with D on g. Hence by the uniquencss of 
D, Da = Xa - aX, a E 0J. 

Corollary 3.2.4. There is a unique antiautomorphism a~ a' of(\) SU(h that 

(3.2.8) X'= -X (X E g), 

and this antiautomorphism is inrolutive. 

Proof Since X~ -X is an antiautomorphism of g, the first assertion 
follows from the theorem above. Since a ~ (a')' is an automorphism of Oi 
which is the identity on g, (a')' = a for ali a E ili. 

For any a E (\),a' is called itsformal transpose. If Y1 , .•• , Y, E g, then 

(3.2.9) (Y 1 ···Y,)' = (-1)'Y,Y,_ 1 ···Y 1 (s:?: 1). 

For X E g and a E ®, write 

(3.2.10) (ad X)(a) =X a- aX. 

It is usual to refer to the representation X~ ad X of g in Oi as the adjoint 
representation of g in rn. 

Theorem 3.2.5. Let g be a Lie algebra over k, Oi its universal enveloping 
algebra. Jf a is a subalgebra of g and ~( the subalgebra of@ generated by a, 
then ~(, together with the identity map of a into it, is the unil'ersal enveloping 
algebra of a. !fa is an ideal ofg and ® =®a@, then ® is a proper (two-sided) 
ideal of Oi, and Oi/®, taken with the natural map of gja into it, is a universal 
enveloping algebra of gja. Let gi (1 < i < s) be Lie algebras over k,Oii the 
universal enreloping algebra of gi; g =c g1 X · · · X g"' and ® the unil'ersal 
enveloping algebra of g. Then the map 

(3.2.11) 
(XI, ... ,X,)~ XI c>9 1 c>9 ... c>9 1 

+ 1 (>9 X 2 (>9 1 (>9 .. · (>9 1 + · · · + 1 (>9 1 (>9 · · · (>9 1 @X, 

extends uniquely to an isomorphism of® onto the tensor produc! ())1 c>9 ... ® rn, 
of the algebras @i. 

Proof Let ~[' be the universal enveloping algebra of the suba1gebra a 
of g. We denote the product operation in~' by ·. Then there is a homomor­
phism c; of~(' into ® such that c;(X) = X for X E a. Since a generates ~[' 
as well as ~{, it is clear that c; maps ~(' onto ~- Lct { Xj: j E J} be an ordered 
basis of a. Sin ce this can be en1arged to an ordered hasis of g, the monomials 
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X,, · · · X,, (r 1 < · · · < r,) are linearly independent, so they forma basisfor ~L 
On the other hand, the monomials X,,· X,,··· ··X,, (r 1 < r2 < · · · < r,) 
forma basis for~(', and we ha ve ~(X,,· X"····· X,,. So ~ is an isomorphism. 
This prove the first assertion. 

Let a be an ideal, u = gfa the quotient Lie algebra, and y the natural 
map of g onto o. Suppose e is an associative algebra and re is a linear map of 
o into e such that re([ X', Y']) = re(X')re( Y')- re( Y')re(X') for ali X', Y' E o. 
It is then obvious that there is a homomorphism y' of ill into e such that 
y'(X) = n(y(X)) for ali X E g. If a, b E 03 and Y E a, y'(a Yb) = y'(a) 
re(y( Y))y'(b) =O; hence y' =O on (5\. So 6 is proper, and y' induces a homo­
morphism n' of C'S)j6 into e. Let Yf be the natural map of 03 onto Ol/6. Sin ce 
Yf = O on a, we ha ve a unique linear map ii ofb into 03/6 such that ii(y(X)) = 
YJ(X), X E g. It is then trivial to verify that ii([X', Y']) = ii(X')ii(Y')­
ii( Y')ii(X') for ali X', Y' E o and that n'(ii(X')) = re( X') for ali X' E o. This 
proves that (($)/6,ii) is a universal enveloping algebra of o. 

For the last assertion, we identify the \J; with subspaces of g, so that 
[g;,gj] = O, i-::;~= j and g = g1 + · · · + g,. Let 15 denote the map (3.2. 1 1). 
Then 15([X, Y]) = 15(X)I5( Y) - 15( Y)I5(X) for X, Y E g, so 15 extends to a 
homomorphism J of(Sl into 03 1 ® · · · ® (S3,. We prove that J is a bijection. 
Let 1; be an ordered set, and Jet { Yj :j E 1;} bea basis for g; (1 < i < s). Let 
1 = {(i,j): 1 < i < s,j E 1;}, and order 1 by the following rule: (i,j) < 
(i',j') if either (a) i < i', or (b) i =~ i' andj < j' in 1;. Write Yj = X;,hj E 1;. 
Then {X;,j: (i,j) E 1} is a basis for g. If j;, E 1; (1 < r < t;) and j; 1 < · · · < 
j;,,, an easy calculation shows that 

(3.2.12) 
J(X.···X. ···X····X.) 1,}11 1 ,)111 S,)sl S,}slş 

= (Xu" · · · x1.hJ ® · · · ® (X,,j,, · · · x,,j,,). 

(3.2.12) shows that J is a linear isomorphism of (5\ onto (5) 1 ® · · · ® ill,. 

Corollary 3.2.6. Let g be a Lie algebra over k, (53 ils universal enveloping 
algebra. Then (S)g(S) = (S)g = g(S) (= ()\+, say); and (5\ is the direct sum of k· 1 
and ())+. 

Proof Let @+ = CS3g®. Then 03+ is a proper two-sided ideal in ill and 
(5JjfYJ+ is the universal enveloping algebra of g/g = O. So dim(CSJj($)+) = 1, 
proving that (5) is the direct sum of k · 1 and OJ+. On the other hand, if 1 is 
an ordered set and { Xj : j E 1} is a ba sis for g, any standard monomial other 
than 1 lies in both Olg and gOl. Hence, by the Poincare-Birkhoff-Witt theorem 
G>l = k ·1 + (5)g = k · 1 + g(Sl. Sin ce 0\g and gOJ are both contained in (s.l+, 
the corollary follows at once. 

Corollary 3.2.7. Let a and & be subalgebras of g such that g is their 
l'ectorial direct sum. Let ~( (resp. ~) be the subalgebra of 0.1 generated by a 
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(resp. o). Then the left (resp. right) ideal ®a (resp. aili) is proper, and ili is the 
vectorial direct sum of~ and @a (resp. a®). 

Proof Considering an ordered hasis for g which consists of an ordered 
hasis for o followed by an ordered hasis for a, and using the Poincare­
Birkhoff-Witt theorem, we conci ude that the map (b,a) ~ ba of~ x ~( into 
ili extends to a linear isomorphism c; of~ @ ~( onto ®. Let ~(+ = ~(a. Since 
we can canonically identify ~( with the universal enveloping algebra of a, 
we deduce from the previous corollary that ~ is the direct sum of ~(+ and 
k·I. So ili is the direct sum of~~+ = c!"[~ ® ~(+] and ~ = c!"[~ ® k·l]. But 
~~+ = ~~a = ma, so @a is proper, and @ = @a + ~ is a direct sum. The 

argument for the right ideal is similar. 

Remarks 1. Let g be any finite-dimensional vector space over k. We 
may then regard g as an abelian Lie algebra by defining [X, Y] = O for ali 
X, Y E g. For X, Y E g, Ux,Y = X® Y- Y ®X. 'JjJ:- is thus the sym­
metric algebra S(g) over g. 

2. Let k' be an extension field of k, g a Lie algebra over k, and gk' its 
extension to k'. Let@ be the universal enveloping algebra of g and @k' its 
extension to k'. Then there is a natural isomorphism of @k' with the envelop­
ing algebra of gk'. 

One of the most interesting applications of the preceding development is 
to the theory offree Lie algebras. Let X; (i E /) be arbitrary distinct elements. 
By afree Lie algebra over k generated by the X1 we mean a Lie algebra g over 
k such that (i) X1 E g for ali i E /, and the X1 generate g (i.e., the smallest 
subalgebra of g containing ali the X1 is g itself, and (ii) if f) is a Lie algebra 
over k and x; (i E /) are elements of f), then there is a Lie algebra homomor­
phism 1t of g into f) (necessarily unique) such that n(X1) = x; for ali i E /. 

If g and g' are free Lie algebras generated by the X~> it is immediate. from the 
definition that there is a (unique) isomorphism 1t of g onto g' such that 
n(X;) = X; (i E /). To establish the existence of a free Lie algebra generated 
by X; (i E /), we proceed as foliows. Let @ be the free associative algebra 
over k generated by X; (i E /). For u, v E 03, Jet [u,v] = uv- vu. Then ® 
equipped with [ ·, ·] becomes a Lie algebra; we denote it by ili L· Let g be the 
smallest SUbaJgebra Of OJL containing ali the Xi (i E /). 

Theorem 3.2.8. g is afree Lie algebra generated by X1 (i E /). Moreol'er 
®, together ~rith the identity map of g into it, is the unil'ersal enveloping algebra 
ofg. 

Proof Let t) be a Lie algebra over k, .P 2 tJ the universal enveloping 
algebra oftJ. Suppose x; (i E /)are elements off). We denote by c; the homo­
morphism of® into .p such that c!"(X1) = x; for ali i E /. Let n = c; 1 g, and 
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Jet g' = [u: u E ~, e(u) E {J}. Clearly, g' is a Lie subalgebra of @L, so since 
X, E g' for aii i E /, g S: g'. So n maps g into t), hence is a homomorphism 
of g into LJ. This proves that g is a free Lie algebra generated by the x;. Sup­
pose now that 9( is an associative algebra over k and n is a linear map of g 
into 9( such that n([X, Y]) = n(X)n( Y) - n( Y)n(X) for X, Y E g. Denote by 
e the homomorphism of ~ into 9{ such that ecx;) = n(X;), i E /. If WL 
denotes the Lie algebra whose underlying vector space is that of 9{ and for 
which [u,vj = UV - VU (u, V E 9{), then e 1 g and 71: are both homomorphisms 
of g into WL coinciding on the set [X,: i E /}. Sin ce this set generates g, 
e 1 g = n. This proves that@ is the universal enveloping algebra of g. 

Consider the adjoint representation of g in~. By (i) of Theorem 3.2.3, we 
may extend this to a representation (} of (2) in ~. We ha ve 

(3.2.13) 
(}(uv) = O(u){}(v) (u, v E Ol) 

O(u)(v) = (ad u)(v) = [u,v] (u E g, v E ~). 

The representation (} is closely related to the endomorphism 1f1 of (5; defined by 

lf/(1) = 0, lfi(X,) =X, (i E 1) 

(3.2.14) lf/(X,, · · · X,J =O( X,) · · · O(X,,.J(X,J 

=~ [X,,,[X," ... ,[X,"_,,X,J .. . ] (n;?:: 2, i 1 , ••• , i. E /). 

It follows easily from this that 

(3.2. 1 5) lfl(uv) = O(u)lfl(v)) (u, v E 0:1). 

Theorem 3.2.9. (i) For any integer n > O Jet (1). be the subspace of 
homogeneous elementst ofili of degree n, and let g. = Cll. n g. Then g. is the 
linear span of lfl( X,,· · · X,J (i 1 ,. •• ,i. E /), and lf/[C\J.] = g •. 

(ii) g = L:.:2o g., and the sum is direct. 
(iii) Let u E liJ •. Then u E g. if and only iflfl(u) =nu. 

Proof 0). is the linear span ofthe X,,·· ·X,,. (i 1 , ••• ,i. E /), and we ha ve 

(3.2. 16) 
lf/(X,, · · · X,J = [X1,,1f1(X1, • • • X,J] 

=~ X;,lf/(X; 2 · ·X; •. .) - 1f!(X1, • • • X,"_.)X,,. 

Using this relation and an induction on n, we tind that '11 maps 0:1. into 
6J. n g = g. for alin > O. In order to complete the proofs of (i) and (ii) it is 

tRecall that g is canonically isomorphic to the tensor algebra over the vector space 
spanned by the X; and so is graded. The homogeneous subspace On of degree n spanned 
by the X,, ... X1". 
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therefore sufficient to prove that g is the linear span of the IJI(X;, · · · X;J. 
Let m be this linear span. Clearly, nt <;:: g. Now X,. E m for ali i, and (3.2.16) 
shows that m is invariant under ali {}(X.). Hence nt is invariant under {}(u), 
u E ~- Since ()(u)(v) = [u,v] for u,v E g, this implies that [g,m] <;:: m, and 
in particular that [m,m] <;:: m. m is thus a Lie subalgebra of ~L containing 
ali the X;, proving that g c;:: m. 

We now prove (iii). If n > 1, u E ~n' and IJI(u) ~·nu, then u = (1/n)IJI(u) 
E Gn by (i). For the converse, we use induction on n. Assume that IJI(v) 
= mv for v E Gm and m < n. Suppose that u = IJI(X;, · · · XJ. We prove 
that ljl(u) =nu. We may assume that n ~ 2. Then, writing v = IJI(X;, · · · X;J, 
we have u = [X;pv] = X;,v- vX;,. So 

ljl(u) = lji(X;,V)- IJI(VX;J 

= [X;,,IJI(v)]- ()(v)(X;J (by (3.2.15)) 

= (n- 1)[X;,,v] -- [vXJ (by (3.2.13), as v E g) 

=nu. 

Since the IJI(X;, · · · X;J span gn, the induction goes forward. 

3.3. The Universal Enveloping Algebra as a Filtered Algebra 

Let A be an associative algebra over a field k of characteristic O. A is said 

to be graded if for each integer n ~ O there is a subspace An of A such that 
(i) 1 E A 0 and A is the direct sum of the A," and (ii) ArnAn<;:: Am+n for m, n ~O. 
In this case the elements ofU,;;~o Am are called homogeneous, and those of An 
are called homogeneous of degree n; if a= l:n::-o an (an E An, a E A), then 
an is called the homogeneous component of a of degree n. 

A is said to be jiltered if for each integer n > O there is a subspace A lnl of 
A such that (i) 1 E A10 1, A101 <;:: Alll <;:: • • ·, U::~o Alnl =A, and (ii) AlmlAinl 
<;:: Alm+nl for al! m, n >O. It is convenient to use the convention that A1- 11 = 

0. For a E A, the integer s ~O such that a E A 1' 1 but tf' A 1'- 11 is called the 
degree of a, and written deg(a). For n ~ O, A In> is then the set of ali a E A 
with deg(a) < n. Clearly deg(l) = O, deg(a + b) ::=::; max(deg(a), deg(b)), and 

deg(ab) < deg(a) + deg(b) (a, b E A). 
Let A be a graded algebra, An(n > O) the homogeneous space of degree 

n. Ifwe put Alnl = l:o:::m:::n Am (n ~ 0), then it is easily verified that A becomes 
a filtered algebra. We caii it the filtered algebra associated witlz the graded 
algebra A. However, not every filtered algebra arises in this manner from a 
graded algebra. Suppose A is a filtered algebra, A lnl the subspace of ali ele­
ments of degree < n. We associate a graded algebra with A in the following 
manner. Let Bn = A1n1JAin-Il be the quotient vector space and nn be the 
natural map of A lnl onto Bn (n :> 0). Detine B as the direct sum of the Bn. 
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Given ă E Bm and b E B., choose a E A<m> and b E A<•> such that 1tm(a) = ă 
and n.(b) = b, and detine ăb = 'll:m+n(ab). It is easy to verify that ăb is well 
defined and independent of the choices of a and b. The map (ă,b) ~ ăb is 
bilinear from Bm x B. into Bm+n· These bilinear maps extend to a bilinear 
map (ă,b) ~ ăb of B x B into B. With this as the operation ofmultiplication, 
B becomes an associative algebra, and BmBn s Bm+n for ali m,n > O. B is 
thus a graded algebra and B. is the subspace of homogeneous elements of 
degree n. We caii it the graded algebra associated with the filtered algebra V. 
Note that dim(A<•>) = Lo<::m<::n dim(Bm), n > O. 

Let V be a vector space over k, ::l thc tensor algebra over V. If we write 
::lm for the space of homogeneous tensors of degree m (m > 0), ::l becomes a 
graded algebra. Let :J<•> = Lo<::m<::n ::lm. If a is any proper two-sided ideal in ::l, 
we can form the quotient algebra A = ::lja; if n is the natural map of ::l onto 
A and we detine 

(3.3.1) 

it is obvious that A becomes a filtered algebra with A<•> as the subspace of 
elements of degree < n. Suppose a is a homogeneous ideal, i.e., a = L:m~ 1 
a n ::lm. Then if we detine 

(3.3.2) A. = n[::l.] (n > 0), 

it is easily seen that A is a graded algebra with A. as the homogeneous sub­
space of degree n, and that the associated filtered algebra is the one defined 
by (3.3.1 ). As examp1es of this we mention the symmetric and exterior alge­
bras over V. 

Let g bea Lie algebra over k. As usual, we assume that g is finite-dimen­
sional unless the contrary is specified. Put m = dim(g). Denote by ::l the 
tensor algebra over g, by (~3 the universal enveloping of g, and by y the homo­
morphism of ::l onto ~ such that y(X) = X for ali y(X) E g. The kernel of 
y is the ideal .C generated by ali elements of the form Ux,Y = X® Y- Y 
® X- [X, Y] (X, Y E g). Sin ce .C is not a homogeneous ideal of ::l, we cannot 
expect m to be a graded algebra. It is, however, a filtered algebra with 

(3.3.3) 

Theorem 3.3.1. (i) ~<o>== k1; (13< 1> is the direct sum ofOl<o> and g; and 
for any n >O, OJ<•> is the linear span of1 and al/ elements oftheform Z 1 • • • z. 
(1 ~s<n,Z; E gforalli). 

(ii) lf [X1 , • •• ,Xm} is a hasis for g, the standard monomials X!' · .. X::,.m 
with r, + ... + rm < nform a hasis for cw•>. 

(iii) Let ffi be the graded algebra associated u·ith (13. Then (\) is commuta-
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ti ve. M oreover, the natural map X<--+ X of g <;: 0) 01 into W extends to an alge­

bra isomorphism ofthe symmetric algebra S o1·er g onto W. 

Proof The relation ()j(Ol = k · 1 is obvious. Let n > 1 be arbitrary. Then 

:J(nl is spanned by 1 and ali tensors ofthe form Z 1 ® · · · ® Zs with 1 < s < n 

and ZI> ... ,Zs E g. Hence (\l("1 is the linear span of l and the Z~> ... ,Zs 
(1 < s < n, Z, E g for ali i). For n = 1, this gives us ()) 01 = k·l -+ g. Since 
k · 1 n g = O, ali statements of (i) are proved. 

Let X,, ... ,Xm bea basis for g. Since the standard monomials are linearly 
independent, (ii) will be proved if we show that CW"1 is spanned by the 

Xj' · · · X;;,m with r 1 -+ · · · -+ rm < n. But by (3.2.4), 3("1 c;: oC-+ L:o<q<n :Jg, 
and hence ())(•) c;: L:oc:q<:n y[::lg]. Since the right side of the last inclusion is the 

linear span ofthe Xj' · · · X;;,m with r 1 -+ · · · + rm < n, (ii) is proved. 
We come now to the proof of (iii). Let S be the symmetric algebra over 

g. We show first that W is commutative. Suppose s > 2 and Zh ... ,Zs E g. 

Since Z,Z,+ 1 - Z,+ ,Z, = [Z"Z,+ 1] E g for 1 < r < s - 1, it foliows that 
ZI ... zs -Za(l) ... za(s) E oys-l), wherea isthe permutation of{!, ... ,s}that 

interchanges r and r + 1 while leaving the others fixed. Now, any permuta­

tion of[!, ... ,s} is a product of adjacent interchanges. Consequently, we ha ve 

(3.3.4) 

for any permutation a of {1, ... ,s}. In particular, if X 1 , ••• ,XP, Y~> ... , Y" 

are arbitrary elements of g, then X 1 • • • XP Y1, ••• , Y" -- Y1 • • • Y"X1 • • • 

YP (mod 0Y" • p- 11 ) for n, p > 1. We conci ude from this that 

(3.3.5) 

The relation (3.3.5) shows that (\) is commutative. 
Sin ce ())( 11 is the direct sum of k · 1 and g, the natural map of (\j 0 1 into <] 

induces an injection of g into C\i. Let X de note the image of X under this map. 
Since (\) is commutative, this linear map extends to a homomorphism ~ of 

S into W. We prove that ~ is an isomorphism. Let [Xt. . .. ,Xm} bea hasis for 

g. Denote by W" the homogeneous subspace of ffi of degree n, and let n" be 
the linear map of 0Y"1 onto ffi" with kernel (lj(n-1). If n > 1, the elements 

Xj' · · · X;;,m with r, -+- · · · + r m = n are linearly independent modulo 0Y"-1l. 
So the elements X!' · · · X;;,m = n"(X!' · · · X;;,m) (r 1 + · · · + rm = n) form 
a basis for ffi". In other words, the monomials Xj• ... x;;,m (r,, ... ,rm ::-?:O) 
form a basis for 0). The fact that ~ is an isomorphism of S onto ffi follows 
immediately. 

Corollary 3.3.2. Let a (resp. D) be an automorphism (resp. deriration) of 

g and let a (resp. D) the corresponding automorphism (resp. deriration) of()). 

Then a (resp. D) maps (5j(n) into it self for al! n > O. 
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Theorems 3.2.2 and 3.3.1 summarize the essential features of@ as a fil­
tered algebra and are of great use in many applications. We now indicate one 
of these, namely to the construction of the so-called symmetrizer map of S 
onto C~. 

For any integer p > 1 we denote by liP the permutation group of{l, ... ,p} 
Let s ~ s<P> be the natural representation ofiiP in 3P. Let the endomorphisms 
QP of 3p be defined by 

Qo = 1, 
(3.3.6) 

QP = ~ L: s<P> (p > 1 ). 
p, sEITp 

Then Q 1 = 1, each QP is a projection, and the range of QP is the space of 
homogeneous symmetric tensors of degree p. We write 3 for the space of ali 
symmetric tensors and :'ip = 3 n 3P (p > 0). We have 

(3.3.7) 

Lemma 3.3.3. Let notation be as abore. Then 3 is the direct sum of .C and 
3. Moreo1•er, if y is the natural map of 'J onto OJ, y is a linear isomorphism of 
"' - fU( ) if-"'-'D<::q<,p 3q onto ~"J P (p ;:::::: 0), and o 'J onto ®. 

Proof y is an isomorphism of 30 = 'J 0 onto O)<D>. Let p > 1 be arbitrary. 
If Xt. ... ,XP E g, 1 < r < p- 1, and s is the permutation of {1, ... ,p} 
that interchanges r and r + 1 while leaving the others fixed, it is clear that 

We easily conclude from this that 

(3.3.8) 

Averaging over IIP, we deduce from this the relation 

(3.3.9) 

Applying y to (3.3.9), we finally obtain the inclusion 

O)(p) t:; (Sj(p-1) + y[3p]• 

A simple induction on p now shows that y maps L:osqsp 3q onto O)<P> for all 
p >O. On the other hand, it follows from (3.3.7) and (ii) of Theorem 3.3.1 
that O)<P> has the same dimension as L:osqsp 3q. So y is a linear isomorphism 
of L:osqsp 3q onto O)<P> for p > O. In particular, y is a linear isomorphism of 
3 onto OJ. This implies at once that 3 is the direct sum of .C and 3. 



180 Structure Theory Chap. 3 

Let g be the abelian Lie algebra whose underlying vector space is the same 
as that of g. Then the universal enveloping algebra of g can be identified with 
the symmetric algebra S over g. Let 'ji be the natural homomorphism of :J onto 
S. Then the kernel of 'ji is the two-sided idealiJR of :J generated by the elements 
of the form X@ Y- Y@ X (X, Y E g). Let Sp be the homogeneous sub­
space of S of degree p, and Jet 

(3.3.10) s (p) = ~ sq (p > o). 
0:5:q:5:p 

We may then conclude from Lemma 3.3.3 that 'ji is a linear isomorphism of 
~o:s;q:s;p 3q onto S(p) for every p > O and of 3 onto S. In particular, :J is the 
direct sum of IJR and 3. 

We now define Î. to be the unique linear map of S into 03 such that the 
dia gram 

(3.3.11) 

is commutative. It is obvious from the definition that Î. is a linear isomor­
phism of S onto @. It is also clear that for any p > O, the diagram 

(3.3.12) 

is commutative. The map Î. is called the symmetrizer of S onto ® (cf. (3.3.13)) 
and bas been used systematically by Harish-Chandra in his work on the 
representation theory of semisimple Lie groups and Lie algebras. 

Tbeorem 3.3.4 (i) Î. is a linear isomorphism of S onto 0i and ofS(p) onto 
@(P> for p >O. Jf X~o ... ,XP E g, 

(3.3.13) 
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(ii) if U E S., V E SP, then 

(3.3.14) Â.(uv) -- J..(u)Â.(v) (mod (l)ln+p-0) 

(iii) ifrt (resp. D) is an automorphism (resp. deril'ation) ofg, and &- and fi 
(resp. D, D) the respective corresponding automorphisms (resp. derivations) of 
0) and S, then 

(3.3.15) Â. o fi, = &- o Â., 

Proof Only (3.3.13) remains to be proved in (i). We may assume that 
p > 1. Let Xt. . .. ,Xp E g and Jet t ·.~ X 1 CXJ · · · (><) Xp Then from (3.3.6), 
y( Qp(t)) = ( 1/ p !) ,L:,Err X, 0 ) · · · X, 1p). On the other hand, since Sis commu­
tative, ji(Qp(t)) = y(X1 ) • • • ji(XP). We thus have (3.3.13). 

We now prove (3.3.14). It is c1ear from (3.3.4) and (3.3.13) tbat for arbi­
trary X 1, ••• ,Xp E g, 

Consequently, if Y1 , ••• , Y., X 1 , ••• , Xp E g, then, writing u = ji( Y1) • • • ji( Y") 
and v = ji(X1) • • • y(XP), we have the congruences Â.(u)- Y 1 • • • Yn 
(mod (5)1"- 1 l), J..(v) __ X 1 • • • Xp (mod (l)lp- 1 l), and J..(uv) --- Y1 • • • YnX1 • • • Xp 
(mod (5j(n+p- 1l). It follows from this that Â.(uv) Â.(u)J..(v) (mod (S)In+p-1)). 

(3.3.14) follows from this. 
Let rt (resp. D) be an automorphism (resp. derivation) of g and let â (resp. 

D) be the automorphism (resp. derivation) of :::1 that extends rt (resp. D). It is 
then easy to verify that â and ÎJ both 1eave 3 invariant. On the other hand, 

&-o y = y o â, 

fi, o y = y o â, 

Doy=cyoÎJ 

jj o y = y o ÎJ. 

The relation (3.3.15) now follows from the commutativity of (3.3.11). 

Corollary 3.3.5. For X E g, let Dx be the deriration ofS that extends the 
endomorphism ad X of g; !hen 

(3.3.16) Â.(Dx(u)) ~= XÂ.(u)- Â.(u)X (u E S). 

Proof Take D -c ad X in (3.3.15). 

Corollary 3.3.6. Let g be the direct sum of the subspaces a 1 , ••• ,a,. Let 
S, be the subalgebra ofS generated by 1 and a,, S,,d the homogeneous subspace 
of S, of degree d, ®,,d = ).[S,,d], and for integers d 1 , • •• ,d, > O, (\)d,, ... ,d, = 

® 1 ,d, ®z,d, · · · ®,,d,· Then the map (u 1, .•• ,u,) f--> Â.(u 1) • • • Â.(u,) of S 1 X · · · 
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X S, into (\~ extends to a unique linear isomorphism of S lf!) · · · @ S, onto ffi. 
Moreol'er, the subspaces E:ia,, ... ,a, are a/1/inearly independent, andfor p > O, 

(3.3.17) 

Proof We begin by proving (3.3.17) using induction on p. We may as­
sume p > 1. Now, for u, E S1,a, with d1 + · · · + d, < p, we have from 
(3.3.14) 

(3.3.18) 

On the other hand, it is obvious that 

(3.3.19) c <P> -- " c · · · c (direct sum). cJ - k.J eJ l,d1 cDr ,dr 
d,+ .. ·+dr~P 

So we obtain from (3.3. 1 8) and (3.3. 1 9) the inclusion 

By the induction hypothesis, (S_l<P> is contained in the sum of the right of 
(3.3.17). Since the reverse inclusion is obvious, we obtain (3.3. 1 7). Further­
more, dim(E:ia,, ... ,aJ < dim(S 1,a,) · · · dim(S,,aJ for all dt. ... ,d, > O, so 
we conclude from (3.3.19) that 

dim((SJ<P>) > I; dim(E:ia,,. .. ,aJ. 
d1+···+dr<P 

It follows easily from this estimate that (3.3.17) is a direct sum and that 
dim(E:ia,, ... ,a,) ,= dim(S, .aJ · · · dim(S,,aJ for d, + · · · + d, < p. Since 
p > O is arbitrary, we see that m is the direct sum of the E:ia,, ... ,a, and that 
dim(E:ia,, ... ,aJ ~-' dim(S,,a.) · · · dim(S,,aJ for ali dt. . .. ,d, > O. If c; is the 
unique linear map of S 1 ® · · · ® S, into m such that c;(u 1 ® · · · ® u,) = 
Â(u 1) • • • Î..(u,)(u, E S, for i = 1, ... ,r), the foregoing conclusions imply at 
once that c; is a bijection. 

Corollary 3.3.7. Let a bea suba/gebra of g and 6 a subspace such that g 
is the direct sum of a and o. Let S(b) be the subalgebra ofS generated by 1 and 
o. Then 

(3.3.20) m = CS}a + Â[S(o)], 

the sum being direct. 

Proof Let S(a) and ~( be the respective subalgebras of S and ffi generated 
by 1 and a. Since we can canonically ide!ltify S(a) with the symmetric algebra 
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of a, and ~( with the universal enveloping algebra of a, we must have J..[S(a)] 
= ~(. Let ~{+ = ~(a. By Corollary 3.3.6, there is a linear isomorphism 11 of 
S(&) ® ~( onto @ such that tf(b ®a) = J..(b)a for b E S(&), a E K Using 
Corollary 3.2.6, we conci ude that <M is the direct sum of S(&) and S(&Wf+. But 
S(&)~(+ = S(&)~(a = @a. 

We conclude this section with a theorem which is often useful in finding 
the center of the universal enveloping algebra of a Lie algebra. 

Theorem 3.3.8. Let Z (resp . .8) be the set of ali elements u of S (resp. a 
of ill) such that Dxu =O for ali X E g (resp. X a- aX= O for X E g), 
Dx(X E g) being the deril'ation ofS that extends ad X. Then 

(i) Z and .8, are algebras, J..[Z] = .8, and .S is the center of(Şj 
(ii) if u 1 = 1, ... ,u, are homogeneous elements of Z generat ing Z, then 

J..(u 1), ••• ,J..(u,) generate .S; if the u, are algebraically independent, so are the 
J..(uJ 

Proof Since each Dx is a derivation, Z is an algebra. For the same 
reason .S is an algebra. Moreover, since g generates <§j, .S is also the center of 
(Şj, That J..[Z] = .S follows from (3.3.16). This proves (i). We now come to the 
proof of (ii). Let z. = Z n S. and .S. = J..[Z.] (n > 0). Since the derivations 
Dx 1eave the homogeneous subspaces invariant, it is easily seen that Z is the 
direct sum of the z •. Hence .S is the direct sum of the .S •. Obviously, .So = 
k·l. 

Suppose that u 1 = 1, u2 , ••• ,u, are homogeneous and generate Z. We may 
assume that d, = deg(u,) > O for ali i > 2. Let v, = J..(u,), 1 < i < r. Denote 
by .S' the algebra generated by v 1 = 1,v2 , ••• ,v,. Then .S' c;; .S, and it is 
enough to prove that .S. c;; .S' for all n > O. This is obvious for n = O. As­
sume n > 1 and .S, c;; .S' for O< s < n- 1. We shall prove that .S. c;; .S'; an 
induction on n will then complete the argument. Let b E .S •. Then we can 
write b = J..(a), where a E z •. There are constants c.,, ... ,.,(n 1 , ••• ,n, >O) such 
that 

a = " c u•• · · · u"' ~ n1, ... ,n, 1 r' 

all but finitely many of the c.,, ... ,., being O. Since a E S. and u, E Sa,, we 
may assume that the summation is over all n~> ... ,n, with n 1d 1 + ... + 
n,d, = n. Detine the elements b' E .S' by 

It is then clear from (3.3.14) that b- b' E @(•-1) n .S. On the other hand, 
forany p >O, .Sp = J..[Z n Sp] = .S n.A.[Sp], so .So + · · · + .S.- 1 = m(•-l) 

n .S. Consequently, b - b' E I:o:o:s:o:.- 1 .8, so by the induction assumption, 
b - b' E .S'. This proves that b E .S'. 
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Suppose that the u; are algebraically independent but that the V; are not. 

Then there are constants cn,, ... ·"' not ali zero such that L; cn,, . .. ,n, v~· · · ·V~' = O. 
Let p be the maximum value of n 1d 1 + · · · + n,d, over ali n 1 , ••• ,n, with 

cn,, ... ,n, *O, and Jet u = L:n,d,+···+n,d,~p Cn,, ... ,n,U7' ..• U~'. Then u E: sp n z 
and is nonzero. Moreover, we conclude from (3.3.14) and the relation 

L:n.d,+···+n,d,oc;pCn,, ... ,n,V7' ..• V~'= o that J..(u) E: Oj(p- 1 ) n 3. On the other 
hand, we saw in the previous paragraph that Oj(p-o n 3 = J..[S(p- 1 ) n Z], 

so we must ha ve u E: S (p-1). This is a contradiction. The proof of the 
theorem is complete. 

As an illustrative example, let g = §((2,k). Let 

(3.3.21) y = (~ ~). 
Then [H,X, Y} is a basis for g, and 

[H,X] = 2X, [H,Y] = -2Y, [X,Y] = H. 

Define the element w of O) by 

(3.3.22) w = H 2 + 2H + 4 Y X. 

It is then easy to see that w E: 3 and is the image under J.. of the element 

H 2 + 4XY of S. It can be shown that the algebra Z is generated by the 
homogeneous element H 2 + 4XY. Hence 3 = k[w]. 

Let g be arbitrary, n an irreducible representation of g in a finite-dimen­

sional vector space V. We extend n to a representation ofOJ in Vand denote 

this extension by n again. Suppose now that k is algebraically closed. Then 

by Schur's lemma, n(z) is a scalar multiple of the identity for each z E: 3. 
So there exists a homomorphism x. of 3 into k such that n(z) = x.(z) ·1 

for ali z E: 3. We call x. the infinitesimal character of n. When g is reductive, 

x. determines the equivalence class of n, as will be proved ]ater on. lf the 

structure of 3 as an algebra is known, we may then parametrize the finite­

dimensional representations of g by a subset of the spectrum of 3. 

3.4. The Enveloping Algebra of a Lie Group 

In this section we examine the analytic significance of the universal en­

veloping algebra ofthe Lie algebra of a Lie group. We work with real groups, 
leaving it to the reader to make the necessary changes in the proofs for the 

complex case. 
Let G bea real Lie group, g its Lie algebra. Denote by 9c the complexifica­

tion of g, and re gard g as a sub set of 9c· The elements of 9c may be identified 
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with left-invariant analytic vector fields on G. Let @c be the universal enve­
loping algebra of 9c and @ the subalgebra over R generated by 1 and g. We 
obviously may identify @ with the universal enveloping algebra of g. 

Theorem 3.4.1. For any X E 9c• let a(X) be the differential operator 
f~ Xf(f E Coo(G)). Then the map x~ a(X) extends uniquely to an isomor­

phism a (a~ a( a)) of @c with the algebra of allleft-invariant analytic differ­

ential operators on G. Moreover,for a E @c, a(a) is real if and only if a E @. 

Proof We have, for ali X, Y E @c, 

a([X,Y]) = acx)a(Y) - acnacx). 

Let ~ be the algebra (over C) of allleft-invariant analytic differential opera­
tors on G. Then the map X~ a( X) extends to a unique homomorphism 
a (a~ a(a)) of @c into ~- Suppose that {XI, ... .Xm} is a hasis for g over R. 
Then by Theorem 2.4.1, the differential operators {a(X1)'' • • • a(XmYm} 
(r~o ... ,rm >O) form a hasis for~ over C, and an element of~ is real if 
and only if it is in the real span of these. On the other hand, the elements 
{X;'··· X;;,m: r1 , ••• ,rm >O} forma hasis for @c overC, andanelementof@c 
belongs to @ if and only if it is in the real span of these monomials. Since 
a(X;' · · · X;;,m) = a(X1Y' · · · a(Xm)'m, we have the theorem at once. 

In view ofthe above theorem it is natural to identify @c with ~via a. We 
shall do so from now on and refer to @ as the universal enveloping algebra 
of G. The elements of @c act as differential opera tors on G; if y E G and if f 
is Coo around y, then for Y 1 , ••• , Y, E g, 

If f E Coo(G) and a E @c, we write af for the function y ~ f(y; a); we ha ve 
a(bf) = (ab)f (a, b E ®c). 

Theorem 3.4.2. Fix y E G. For each a E @c, let r. be the element of 
r};l(G) induced by the linear functionf~ f(y; a) on Coo(G). Then r (a~ r.) 
a linear bijection of®c with r}';;'l( G) that maps ®;P> onto T~P>( G) for each p > O. 

Proof Clearly, r 1 = lr lf a= Y 1 • • • Y, (1 < s < r, Y~o ... , Y, E @), 
and f = j 1 • • • f,+ ~o where f~o ... ,f,+ 1 are Coo functions on G that vanish 
at y, thenf(y;a) =O. This shows that r maps @<rl into T}'l(G) for each 
r >O. Suppose now that a E @c is such that r. =O. Thenf(y;a) =O for ali 
f E Coo( G). Sin ce a is left-invariai1t, af = O for ali f E Coo( G). Hence a = O, 
by Theorem 3.4.1. ris thus an injection. Since dim c@~'l = dim cr}~l(G) for 
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each r > O, 't' must map lW'l onto n'l(G) for each r > O. 't' is thus surjective. 
This proves the theorem. 

Let U be an open subset of G. It is then clear from the above theorem 
that if E is any analytic differential operator on U of order < r, we can find 
analytic functions}; on U and elements a, E (l)~rl such that 

(3.4.2) Ef= L: J,aJ 
t:::_i~s 

for ali f E c=c U). We abbreviate this as 

(3.4.3) E = L: J, o a,. 
1-2_i.<s 

Thef, and a, are not uniquely determined by E. If {ah ... ,a,} is a basis for 
0Y'J over R, then we can find unique anaJytic functions fh . .. ,/, on U such 
that (3.4.2) is satisfied; in this case, if E is real, the/, are real. 

Suppose E is as above and we ha ve (3.4.3) for sui table a,, f. Let 

(3.4.4) 

(3.4.5) f(y;E) = f(y;Ey) 

for allf E c=c U) and y E U. Even though/1 and a, are not uniquely deter­
mined by E, the equation (3.4.5) shows that Ey, for any y E U, is determined 
as the unique element of ~c whose image under the isomorphism 't' of Theo­
rem 3.4.2 is the element of T}';l(G) induced by the linear functionf>--> f(y; E) 
on c=(G). Ey is called the local expression of E at y. It is an easy verification 
that E is real if and only if Ey E LI) for each y E U. It is obvious from (3.4.5) 
that E = O if and only if Ey = O for ali y E U. In particular, E is uniquely 
determined by the map y >---> Ey (y E U). 

The formula (3.4.4) makes it clear that if r > O is an integer such that 
a, E ~~rl for 1 < i < s, the map y >---> Ey is analytic from U into @~rl. Con­
versely, it is obvious that if y >---> Ey is an analytic map of U into CIWl, there 
is a unique analytic differential operator E on U with Ey as its local expression 
at y E U; in fact, if {ah ... ,a,} is a basis for CIWl over C, there are analytic 
functions fh ... ,/, on U such that Ey = L:r<;;i<;;J;(y)a, for ali y E U; 
then one can define E as 2:-rD:':sfi c a,, the uniqueness of E having been 
noted earlier. 

Let us now take U = G in the foregoing discussion. Suppose rx (x >---> x") 
is an automorphism of the Lie group G. Then rx induces an automorphism 
X>---> X" of g, and the latter can be extended uniquely to an automorphism 
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a f--* aoc of (Sjc· More generally, rt induces an automorphism E f--* Eoc of the 
algebra of ali analytic differential operators on G. Between the local expres­
sions of Eoc and E we have the relation 

(3.4.6) 

To see this, write E in the form (3.4.3). Then P = "L.t<:J<;Ji o af, so (P)yoc 
= "L.t<;i<;J;(y) af = (Ey)oc. In particular, Eis invariant under rt ifand only if 

(3.4.7) 

The most important automorphisms of G are the in ner ones. For y E' G, 
Jet Ad(y) denote the automorphism of gc that extends the automorphism 
X f--* XY of g; write Ad(y) for the extension of this to an automorphism of 
(Sjc· It is usual to write 

(3.4.8) Ad(y)a =, aY (a E' 0)0 y E' G). 

By Corollary 3.3.2, Ad(y) leaves (Sj(nl invariant for each n > O and each y E' 

G. We now have the following equation valid on each (\j~"': 

(3.4.9) Ad(exp tX) = e' act x (X E' g, t E' R). 

To establish the relation (3.4.9), differentiate the relation (X1 • • • X.Y' = 

X~' · · · X~' with respect tot at t =O (X, E' g, y, = exp tX); we then obtain 
the relation ((d/dt) Ad(exp tX)),~o = ad X, valid on 0)~·', leading at once 
to (3.4.9). 

More generally, Jet n be a representation of G in a finite-dimensional 
vector space V. Replacing V by its complexification, we may assume that n 
is an analytic homomorphism of G into GL( V)a; here GL( V)R (resp. g{( V)R) 
is the real Lie group (resp. Lie algebra) underlying GL(V) (resp. g{(V)). The 
differential of n is then a homomorphism of g into gt( V)a and so can be 
extended to a homomorphism of Bc into gt( V); in turn, this can be extended 
to a representation of (Sjc in V. We write n for this Iast representation. Then 
n(exp X) = exp n(X) is (X E' g). The basic relation between these repre­
sentations of G and (Sjc is given by 

(3.4.10) n(aY) = n(y)n(a)n(y)- 1 (a E' (Sjny E' G). 

Clearly, it is sufficient to prove (3.4.10) with a replaced by an arbitrary ele­
ment X E' g. Suppose then that X E' g. Then for any y E' G, 

n(XY) = (fr n(y)n(exp tX)n(y)- 1 Lo (cf. (2.13.7)) 

= n(y)n(X)n(y)- 1 • 
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Let Soc be the subalgebra ofilic consisting of ali a E ilie for which aY =a 
for ali y E G. lf So = Soc n ili, then Soc is the complex span of So in ili. It 
is clear from (3.4. 7) that Soc is the algebra of aii analytic differential-opera­
tors which are invariant under ali left translations and inner automor­
phisms. Since ra = ia-• la for any a E G (cf. (2.1.2), (2.1.3)), Soc is precisely 
the algebra of aii analytic differential operators on G invariant under ali 
translations. Since G0 is generated by exp[g], it follows from (3.4.9) that S. 
the center ofili, is the algebra of aii a E ili such that aY = a for aii y E G0 ; 

thus So s; S, and if G is connected, S = Bo· 
So far, we ha ve aiiowed the elements of ilie to act as differential operators 

only from the left. It is also possible to consider each element of ilie as a 
differential operator acting on elements of c=(G) from the right. We now 
indicate how this is do ne. Let a E ilie. If r > O is such that a E ili<r>, the map 
y ~ ar' is analytic from G to @<'>, so there is a unique analytic differential 
operator Da on G such that aY_, is the local expression of Da at y E G: 

(3.4.11) (Da)y = ar' (a E ilie, Y E G). 

It follows from (3.4.11) that if a = X1 • • • X" where the Xi are elements of 
g, then for allf E c=(G) and y E G, 

(3.4.12) f(y;Da) = (at1 .~·. at, f(exp t1X1 · · · exp t,X,y)),,=···=t,=o 

The formula (3.4.12) makes it clear that each Da is invariant under ali right 
translations. If b = Y1 • • • Y" where the Y; E g, then a simple calculation 
based on (3.4.12) shows that Dad = DbDal for allf E c=(G). Hence 

(3.4.13) 

In view of (3.4.13), it is natural to write 

(3.4.14) 

It is also convenient to write 

(3.4.15) f(y;Da) =f(a;y) (a E ilic,Y E G,f E C=(G)). 

Thus, if a = X1 • • • X" where the X; E g, y E G, and f E c=(G), then 

(3.4.16) f(a; y) = (at 1 .~'. at, f(exp t 1X1 · · · exp t,X,y) )..=···=r,=o 

We note that the operatorsf~ afandf~ fb (a, b E ilie) commute. We also 
note the following easy consequence of (3.4.16): 

(3.4.17) f(a; 1) = /(1; a) (f E c=(G), a E ilie). 
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Let D be an analytic differential operator on G invariant under ali right 
translations. Let a E: 0)c be the local expression of D at the identity 1 of G. 
Since a is also the local expression of Da at 1 (cf. (3.4.17)), the operator 
D - Da has local expression O at 1. Since D - Da is also invariant under ali 
right translations, the local expressions of D - Da at ali y E: G are zero. 
Hence D = Da. Since Da = O implies a = O, we conclude that the map 
a >--+ Da is an anti-isomorphism of('>\ onto the algebra of ali analytic differen­
tial operators on G which are invariant under ali right translations. 

Let ~ be the algebra of analytic differential operators on G generated by 
the left-invariant and right-invariant differential operators defined above. 
For a, b r= l\J"' the endomorphism f>--+ afb' (J r= c=(G)) is an element of~. 
c >--+ c' being the anti-automorphism of l\Jc under which X' = -X for X E: Bc 
(cf. Corollary 3.2.4); the map which assigns this differential operator to 
(a, b) extends to a homomorphism of the tensor product C'\ ® (\jc onto ~-

3.5. Nilpotent Lie Algebras 

k is, as usual, a field of characteristic O, g a Lie algebra of finite dimension 
m over k. g is said tobe ni/patent if ad X is a nilpotent endomorphism of g for 
ali X E: g. A representation p of an arbitrary Lie algebra g in a finite-dimen­
sional vector space is called a nil representation if p( X) is nilpotent for ali 
X r= g. 

Any abelian Lie algebra is nilpotent. More generally, Jet V he a finite­
dimensional vector space over k and 9'1 the set of ali nilpotent endomorphisms 
of V. If g is a subalgebra of g(( V) such that g s:; ?.R, then g is nilpotent. For if 
X E: g, then ad Xis a nilpotent endomorphism ofg((V)(cf. §3.1), and there­
fore ad XI g is also nilpotent. In particular, if {e;k:;-:::n is a hasis for V and g 
is the Lie algebra of ali endomorphisms of V whose matrices in this hasis 
have zeros on and helow the main diagonal, then g is nilpotent. 

Theorem 3.5.1. Let g bea Lie algebra ol'er k, k' an extensionfield of k, 
and gk' the extension of g to k'. Then g is ni/patent if and only if gk' is. Jf g is 
nilpotent, so are its suba/gebras and quotient a/gebras. 

Proof. Since g s:; gk', gk' nilpotent ~ g nilpotent. Suppose that g is 
nilpotent, and for any integer r > 1, Jet g,(X) ,= tr(ad X)' (X r= gk'). Then 
g, are polynomials on gk' vanishing on g. Hence g, --O for r > 1. This proves 
that gk' is nilpotent. 

Suppose g is nilpotent and (J is a subalgebra of g. If X E: (J, then adrJX =c 
(adrJX) 1 (J, showing that adrJX is nilpotent. Thus (J is nilpotent. Suppose g' is a 
quotient of g and A: g----. g' the canonica! homomorphism. If X E: g and 
X' E: g' are such that X' =' A( X), then A o ad X= ad X' o A, from which we 
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get A o (ad X)' = (ad X')' o A for all integer r > 1. This shows that g' is 
nilpotent. 

The central re suit in the theory of nilpotent Lie algebras is the well-known 
Enge1's theorem. 

Theorem 3.5.2. Let g bea Lie algebra ot•er k, p a nil representation of g 
in a nonzero finite-dimensional rector space V ot•er k. Then there is a nonzero 
rector v E V such that 

(3.5.1) p(X)v = O (X E g). 

Proof Let a = kernel(p). Then p induces a faithful representation of 
gfa. Since all elements of p[g] are nilpotent, p[g] is a nilpotent Lie algebra. 
Hence gja is nilpotent. Since we may replace g by gja for the proof, we see 
that there is no Ioss of generality in assuming that g is nilpotent. We shall do 
so and prove the theorem by induction on dim g. For dim g = 1 there is 
nothing to prove. So Jet dim g > 2 and assume the theorem for ali nilpotent 
Lie algebras of lower dimension. Let @:i be the set of all subalgebras l) of g 
with O< dim L) < dim g. @) is nonempty, sin ce k ·X E @) for all X -::1= O in g. 
Let l) be an element of @:i of maxima! dimension; l) is clearly nilpotent. 

We claim that L) is an ideal and that dim(gjl)) = 1. To see this, Jet W be 
the vector space gj(J. If X E L), ad X leaves L) invariant, so it. induces an 
endomorphism p'(X) of W. p' (X r--+ p'(X)) is obviously a nil representation 
of l) in W. So by the induction hypothesis, there is a nonzero w E W such 
that p'(X)w = O for X E l). lf X 0 E g lies above w, then X 0 fţ f) and [X0 ,l)] 
~ L). This implies that k • X 0 + l) is a subalgebra whose dimension is strictly 
larger than dim f). By the choice of f) we must ha ve g = k· X 0 + LJ, showing 
dim(gj{J) = 1. At the same time [g,l)] ~ L). 

By the induction hypothesis applied to L), we conclude that the space 

V' = {u: u E V, p( Y) u = 0 for all Y E l)} 

is nonzero. lf u E V' and Y E LJ, then 

p(Y)p(X0 )u = p(X0 )p(Y)u + p([Y,X0])u 

=0, 

since [ Y,X0] E f), showing that p(X0)u E V'. p(X0 ) thus 1eaves V' invariant. 
Since p(X0 ) is nilpotent, we can tind a nonzero v E V' such that p(X0 )v =O. 
Clearly such a v satisfies (3.5.1). 

Theorem 3.5.2 leads at once to the following. 

Theorem 3.5.3. Let g bea nilpotent Lie algebra over k, pa nil representa­
tion of g in a finite-dimensional vector space V over k. Dejine V0 = O and for 
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i>I,let 

(3.5.2) V,= {v: v E V, p(X)v E V,_ 1 for all X E g}. 

Then V0 ~ V1 ~ V2 ~ • • ·, V, = V for some integer s with 1 < s < dim V, 
dim V; < dim V,+ 1, O < i < s - 1. Let 9(p be the associatil'e algebra of ali 
endomorphisms L of V such that L[V.] ~ V, for O< i < s, and illCP the two­
sided ideal in 9IP of ali L with L[ V.] ~ V,_ 1 for 1 < i < s. Then p[g] ~ illCP. The 
produc! of any s elements ofillCP is O; in particular, each element ofillCP is ni/pa­
tent. There is a hasis for V v.·ith respect ta which the matrix of each p(X) (X E g) 
has zeros an and below the main diagonal. 

Proof It is clear by induction on i that the Vi are well-defined subspaces 
of V invariant for the representation p, and V0 ~ V1 ~ • • •• Suppose i > O 
and V, -::f::. V. Then the quotient representation in Vj V; is also a nil representa­
tion of g. lf we apply Theorem 3.5.2 to this, we find that there are v E V, 
v rţ_ V; with p(X)v E V; for ali X E g. Thus V,~ Vi+t. and dim V,< dim 
Vi+t· This shows that V,= V for some s with 1 < s < dim(V). Now it is 
obvious that illCP is a two-sided ideal in Wp, and that p[g] ~ illCr If r > 1, 
Lt. ... , L" E illCP, and L = L 1 • • • L~, then L maps Vi into V,_, for r < i < s; 
in particular, L =O for r = s. Let n, = dim V; and Jet {vi} 1,u:;., bea hasis for 
V such that {vi}t:;j:;n, is a basis for V, (1 < i < s). Then in this basis, the 
matrix of each p(X) (X E g) has zeros on and below the main diagonal. 

The adjoint representation of a nilpotent Lie algebra is a nil representa­
tion, so Theorems 3.5.2 and 3.5.3 may be applied to it. This leads at once to 
the basic results on the structure of nilpotent Lie algebras. 

Theorem 3.5.4. Let g be a ni/patent Lie algebra o1•er k; then: 

(i) Let g, (i >O) be defined inductil'ely asfollows. g0 =O, and for i > 1, 

(3.5.3) 

Then each gi is an ideal ing, g, = g for some integer s with 1 < s < m = dim(g), 
and g, ~ gi+ 1 , dim(g;) < dim(gi+ 1) for O < i < s - l. In particular, g has 
nonzero center. 

(ii) Let s be as in (i). Then 

(3.5.4) adZ 1 • •• adZ, =O (Z 1 , ••• ,Z, E g). 

(iii) There is a basis {X1 , ••• ,Xm}for g such thatfor the structure constants 
cij, defined by [X.,Xi] = L; 15, 5 m cij, X, (1 < i,j < m), one has 

(3.5.5) cij, = O r > min(i,j). 
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In particular, in this hasis, the matrix of each ad X (X E: g) has zeros on and 
below the main diagonal. 

Proof (i) and (ii) are immediate consequence of Theorem 3.5.3 applied 

to the adjoint representation of g. Note that (3.5.3) displays the fact that the 
[]; are ideals. To prove (iii), Jet m; = dim([J;) (O < i < s, n1s = m), and Jet 

{X~> ... ,Xm} bea basis for g such that {X1 , ••• ,XmJ is a basis for g;(l < i < s). 

Clearly, 1 < m 1 < m 2 < · · · < ms ~~ m; in particular, ni;> i, 1 < i < s. 
lf ni; < j < m;+ 1 , then Xj E: Q;+ ~> so [Xj,Xp] E: g;for 1 < p < m. This shows 
that cjpr =O for r > rn;; in particular, for r > j. As cpjr = -cjpn cjpr =O 
for r > p also. Hence we get (3.5.5). This completes the proof of the 
theorem. 

Corollary 3.5.5. Let g be a Lie algebra o1•er k, and let e 0g,e 1g, ... be 
defined inductil•ely asfollows: eoll = g, andfor q > 1, eqg = [g,eq- 1g]. Then 
eog =2 e 1g =2 ... , the eqg are al! ideals in g, and [e•g,eqg] c:; ea+q+ 1g for 
a, q 2 O. g is nilpotent i.f and only if epg = O for son1e p > 1. In this case, the 
eqg decrease strictly tii/ they t•anish; i.e., if eqg o;t:. O, then eq+ 1g o;t:. eqg. 

Proof Write .,Cq ~ eqg, q > O. If q > O and .,eq is an ideal, then .,Cq+ 1 = 

[g,oCq] c:; .,Cq and [g,.,eq+ t1 c:; [g,oCq] c:; .,Cq+ 1 • So .,Cq+ 1 is an ideal and is contained 
in .,Cq· By induction on q we conci ude that the .,Cq are ali ideals and that oC 0 =2 

oC 1 =2 · · •. By definition, [oC 0 ,oCq] c:; .,Cq+ 1 for ali q >O. Suppose now that for 
some a> O, [oC.,oCq] c:; .,Ca+q+ 1 for ali q >O. The identity [[X, Y],Z] =[X,[ Y,Z]] 
+ [ Y,[Z,X]], where X E: g, Y E: oC., Z E: .,Cq, shows that [oC.+ 1 ,.,Cq] c:; .,Ca+q+Z 
for ali q > O. So, by induction on a, we see that [.,Ca,.,Cq] c:; .,Ca+q+ 1 for ali 
a> O, q >O. For X E: g and p > 1, (ad X)P maps g into .,Cp· Hence if .,Cp 
=' O for some p > 1, ad X is nilpotent for ali X E: g, showing that g is 
nilpotent. Conversely, suppose g is nilpotent. Let g; ( 1 < i < s) be the ideals 

defined by (3.5.3). Clearly, oC 1 c:; 9s-l• .,Cz c:; 9s-z, ... , so .,Cs =O. In this 
case, suppose q > O is such that .,Cq * O but .,Cq+ 1 = .,Cq· Then .,C P = ..Cq for 

p > q, contradicting the fact that oC, = O for ali r > s. So .,Cq+ 1 * .,Cq· 

Corollary 3.5.6. Let g be nilpotent, m ~= dim g. Then there are ideals L); of 
g such that (i) dim L); = m - i for O< i ~ m, (ii) L) 0 = g =2 L) 1 =2 · · · =2 L)m 

= O, and (iii) [g,l);] c:; LJH 1 for O < i < m - 1. 

Proof Let g0 = O, \J 1 , ••• ,gs = [] be the ideals defined by the equation 
(3.5.3). If a, li are any two linear subspaces of g with []; c:; li c:; a c:; \J;+ 1 , 

then [g,a] c:; [g,g;, 1] c:; g, c:; li c:; a, so a is an ideal and [g,a] c:; li. By inter­
polating suitably many linear subspaces between the successive g; we obtain a 
sequence {l)J with the required properties. 

It is clear from the definition of the ideals \J; that g 1 is the center of g and 
\J; is the complete inverse image in g of the center of g/g;_ 1 • For this reason, 
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the increasing sequence [1 0 = O, (J ~>IJ 2 , ••• is called the ascending central ser ies 
of g. Note that this can be defined for any Lie algebra, and the nilpotent Lie 
algebras are precisely those for which some member of the ascending central 
series coincides with g. The sequence feqn} is called the descending central 
series for g. 

We now use Theorem 3.5.3 to study finite-dimensional representations of 
nilpotent Lie algebras which are not necessarily nil representations. 

Let g be a nilpotent Lie algebra and p a representation of g in a finite­
dimensional vector space V over k. A linear function A. on g with values in k 
is said tobe a weight of p if there exist v =F- O in V and an integer m = m(v) 
> 1 such that 

(3.5.6) (p(X)- A.(X)l)mv =o O (X E g); 

in this case, the set of ali such v together with O forms a linear subspace of V, 
called the lfeight subspace of p corresponding to the weight A., and is denoted 
by Vp,<· It is obvious that p is a nil representation if and only if V= Vp,o· 
More generally, if A. E g* (= dual of the vector space underlying g), p is 
called a A.-representation if V = Vp,l· 

Given a representation p of g in V, the weight subspaces corresponding 
to distinct weights are linearly independent. For suppose A. 1 , ••• ,A., are 
distinct weights of p. Choose X0 E g such that A. 1(X0), ••• ,A.,(X0 ) are distinct 
elements of k, and write J1.i = A.i(X0 ), L = p(X0 ); then Vp,<, s VL,",(cf.(3.1.1)), 
so the linear independence of the vp,;,, follows from that of the VL,", (cf. 
Theorems 3.1.1 and 3.1.2). 

Suppose p such that for each X E g there is a A.( X) E k such that p(X)­
A.(X)l is nilpotent. We then obtain the identity 

(3.5.7) A.(X)·dim(V) = tr p(X) (X E g). 

This equation implies at once that A. is a linear function on g vanishing on 
[g,g] and that p is a A.-representation. In particular, p gives rise to a nil rep­
resentation of [g,g] by restriction. A simple calculation, based on the vanish­
ing of A. on [g,g], shows that p': X~ p(X)- A.(X)l is a nil representation of 
g. Conversely, if p' is a nil representation of g in V, and A. is a linear function 
on g with values in k and vanishing on [g,g], p: x~ p'(X) + A.(X)l is a A.­
representation of g in V. If p is a A.-representation of g in V, there is a basis 
[v 1 , • •• ,v.} for V in which the matrix of each p(X) has the form 

A.( X) 

A.( X) 

(3.5.8) 

o A.( X) 
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this follows at once on applying Theorem 3.5.3 to the nil representation 
x~ p(X) -l(X)l ofg. 

Lemma 3.5.7. Let g be a nilpotent Lie algebra Ol'er k and let p; be a A;­
representation of g in a finite-dimensional vector space V; (i = 1, 2, A; E g*). 
Then p 1 ® Pz is a ...1. 1 -+- Az-representation of g. 

Proof Let l 1 be the identity endomorphism of V1 (j = 1, 2). Write 
V= V1 @Vz,p=p 1 @pz,l=l 1 -t-lz. Then p(X)=p 1(X)@lz-t- 11 

@ Pz(X) (X E g). Fix X E g, and Jet L 1 = p1(X) -liX)l 1. Then L 1 @ Iz 
and 11 ® Lz are commuting nilpotent endomorphisms of V, so L 1 ® Iz -t-
11 ® Lz = L is also nilpotent. But L = p(X) - A.( X)· 1. · 

Theorem 3.5.8. Let g be a ni/potent Lie algebra, V a finite-dimensional 
vector space, both Ol'er k. Let p bea representation ofg in V. Then the weight 
subspaces of p corresponding to distinct weights are linearly independent. Jf k 
is algebraically closed, and A." ... ,A., are alt the distinct weights of p, then 

(3.5.9) 

the sum being direct. 

Proof We have already proved the first assertion. Let k be algebraically 
closed. We prove the second assertion by induction on dim V. Suppose that 
for each X E g, p(X) has exactly one eigenvalue, say A.( X). Then, as we saw 
above, A. is a linear function on g with values in k, zero on [g,g], and V= Vp,l· 
This is the case, for example, if dim V= 1. We may thus assume that for some 
X 0 E g, p(X0 ) has at least two distinct eigenvalues. Let f./, 1, ••• ,J.l, (r > 2) be 
the distinct eigenvalues of p(X0 ). By Theorem 3.1.2, 

the sum being direct. Further, 

(3.5.10) dim(Vp(Xo),",) < dim V (l < i < r). 

Suppose X E g. Since ad X0 is nilpotent, we can find an integer p > 1 such 
that (ad X 0 )P(X) = O, i.e., 

[X0 ,[Xo,[ · · · [Xo,XJ· · ·] = O. 
p times 

Since p is a representation, we then have 

[p(Xo), [p(X0 ), [ • • • [p(X0 ),p(X)]· · ·] = O. 
p times 
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In other words, 

(ad p(X0 ))P(p(X)) = 0. 

We may then conclude from Theorem 3.1.6 that p(X) leavcs each Vp(X,),"., 

invariant. Let V, = vp(Xo),",, p,(X) = p(X) 1 V, (X E g, 1 < i < r). Then p, 
is a representation of g in V,; and, in view of (3.5.1 0), the induction hypothesis 
is applicable to it. The relation (3.5.9) then follows from the decompositions 
of the V, relative to the p,. 

3.6. Nilpotent Analytic Groups 

An analytic group (real or complex) is said tobe ni/patent if its Lie algebra 
is nilpotent. We shall obtain in this section some basic results concerning the 
structure of nilpotent analytic groups. Our principal tools will be the results 
of the previous section and the Baker-Campbeii-Hausdorff formula. 
Throughout this section, G will denote a nilpotent analytic group and g its 
Lie algebra. 

Theorem 3.6.1. (i) There exists a polynonzial mapping4 P of fl X g into 
g such that 

(3.6.1) exp X exp Y = exp P(X: Y) (X, Y E g). 

(ii) Let 3 be the center of g and 

(3.6.2) D =[X: X E 3,expX= 1}. 

Then D is a discrete additire subgroup of g, and the exponential map induces an 
analytic diffeomorphisrn of the manifold gj D onto G. In particular, D is the 
fundamental group ofG, g is a covering manifo!d ofG with exp as the covering 
map, and exp is surjectil'e. 

Proof We prove (i) using the resu1ts of §2.15. Let c" (n ::2:. 1) be the maps 
of g X g into g such that c1(X: Y) = X+ Y (X, Y E g) and the recursion 
formulae (2.15.15) are satisfied. Each cn is a polynomia1 map. Let J3 0 = g, 
J3 1, ... be the descending central series of g, so that J3q+ 1 = [g,J3q] (q > O) 
and J3s = O for some s > 1. We now prove by induction on q that cq(X: Y) 
E J3q-I for q > 1 and X, Y E g. This is clear for q =~ 1. Suppose that q > 1 
and that c, maps g x g into .l3,_ 1 for 1 < r < q. By Corollary 3.5.5, if k1 are 

4 Let U, V be finite-dimensional vector spaces over a field k of characteristic O and rp 
a map of U into V. rp is said to be a polynomial map if there are bases [u 1, ••. ,um) for U, 
[vi, ... ,vn) for V, and polynomials p 1, ••• ,pn such that rp (L; 1 s:;s:m x;u,) = 

L: IS:JS:nP;(xi, ... ,xm)v;. It is easy to verify that this definition is independent of the 
choice of bases. If k' is an extension field of k, it is obvious that rp extends uniquely to a 
polynomial map of Uk' into Vk'. 
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integers > 1 and X1 E .2k,-l ( 1 < j < p), then for any Z E g, 

If we use this and the induction hypothesis, we may conci ude at once from 
the recursion formulae (2.15.15) that cq maps g x g into .2q_ 1• In particular, 
c,+l =O. 

Let P = ~o-;;q<::s cq. Then P is a polynomial map of g X g into g, and 
there is an open neighborhood nof O ing such that exp X exp Y "'= exp P(X: Y) 
for ali X, Y E n. By the analyticity of exp, this equation is valid for ali 
X, Y E g. 

We now come to (ii). The formula (3.6.1) shows that G' = exp g is a 
subgroup of G. Since G' contains an open neighborhood of 1 in G, G' must 
be an open and hence also closed subgroup of G. Since G is connected, G = 

exp g. Now use Theorem 2.14. For any X E g, ad X is nilpotent and so has 
O as its sole eigenvalue. Hence the open set IJ of Theorem 2.14.6 coincides 
with g itself. The assertions of (ii) now follow immediately from that theorem. 

These results lead at once to the following. 

Theorem 3.6.2. Let G be simply connected. Then exp is an analytic 
diffeomorphism of g onto G. lf H is an analytic subgroup of G and {) is the cor­
responding subalgebra of g, then H is c/osed in G, is simp/y connected, and is 
equal to exp [f)]. 

Proof. Since g is a covering manifold of G with exp as the covering map, 
D must be {O} when G is simply connected. Hence exp is an analytic diffeo­
morphism of g onto G. Let H be an analytic subgroup of G, L) the correspond­
ing subalgebra of g. Since t) is nilpotent, exp L) = H by (ii) of the previous 
theorem. Now exp is a homeomorphism of g onto G, and t) is a closed simply 
connected subset of g. Hence H = exp L) must be a closed simply connected 
subset of G. 

Remarks J. If G is not simply connected, its analytic subgroups need 
not always be closed. This is already the case, for instance, when G is a torus. 

2. When G is simply connected it is customary to write_ "log" for the map 
of G onto g that inverts the exponential map. 

Our aim now is to prove that the simply connected nilpotent groups are 
precisely those which are isomorphic to unipotent subgroups of matrix 
groups. An endomorphism u of a finite-dimensional vector space Vis said to 
be unipotent if u- 1 is nilpotent; it is then invertible, and u- 1 is also uni­
patent. A subgroup of GL(V) is said to be unipotent if it consists entirely 
of unipotent elernents. 
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Theorem 3.6.3. Let V be a finite-dimensional l'ector space (ol'er R or 
C), and let p = dim V. Let g be a subalgebra of gf(V) consisting entirely of 
ni/patent endomorphisms of V, and G the analytic subgroup ofGL( V) dcjined by 
g. Then g is ni/patent, and 6 is a simply connected, unipotent, alg~:braic sub­
group ofGL(V). Moreorcr, 

(3.6.3) 

X' 
exp X= 1 -1 tt;:<p ST (X e: g) 

logx = 2: (-1)'_ 1 (x --!)' (x E G). 
l'.S_s<p S 

Proof We saw at the beginning of §3.5 that g is nilpotent. By Theorem 
3.6.1, G = exp[g]. Let [v~> ... ,vP} bea basis for V in which the matrices of 
X E g have zeros on and below the main diagonal. It is then clear that the 
matrix of x = exp X (X E g) in this basis has the form 

o 
G is thus seen to be a unipotent subgroup of GL( V). 

Let S be the associative algebra of endomorphisms of V, and 

(3.6.4) l(x)= 2: (-1)'_ 1 (x-l)' (xES). 
l~s<p S 

Then 1 (x ~ l(x)) is a polynomial map of S into gl(V). lf x is unipotent, then 

(3.6.5) 1( X) = f: ( _ 1 )'- 1 (X - 1 )' . 
FI S 

A straightforward verification then shows that if x is unipotent and X is 
nilpotent. 

(3.6.6) exp/(x) = x /(exp X)= X 

In other words, lis a continuous map of G onto g inverting exp. exp is thus 
a homeomorphism of g onto G. G is thus simply connected, 1 = log on G, 
and we have (3.6.3). 

It remains to prove that G is algebraic. Let [v~> .. . ,vp} be the basis con­
sidered above, Jet g' be the Lie algebra of ali X E gt(V) whose matrices in 
this basis have zeros on and below the main diagonal, and Jet G' = exp [g']. 
For any endomorphism x of V, Jet uu(x) be the ijth entry of the matrix of x 
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in the basis [v 1, ... ,vP}. Then x E' G' if and only if 

(3.6.7) 

Let A. 1, ••• .As be linear functions on g(( V) such that g is precisely the set of 
ali X for which A. 1(X) = · · · = A.s(X) =O. Let 

(3.6.8) p,(x) = A.,(l(x)) (x E' &) 

for 1 < r < s (cf. (3.6.4)). Then the p, are polynomials on & and for any 
x E' &, x E' G if and only if 

(3.6.9) u,)x) = ~u (i > j), p,(x)=O (l::C::r<s). 

The equations (3.6.9) show that G is algebraic. 

Corollary 3.6.4. The center of any nilpotent analytic group is connected. 

Proof Let H be a nilpotent analytic group with Lie algebra f), Z the 
center of H. Applying Theorem 3.6.3 to the case when V= t) and g = ad[fJ], 
we find that H/Z ~ Ad(H) = exp[ad[f)]] is simply connected. Let zo be the 
component of 1 in Z, and 11 the natural map of HJZ 0 onto H/Z. Then 11 is 
easily seen to be a covering map. So 11 is bijective, i.e., zo = Z. 

Our aim now is to obtain a converse to Theorem 3.6.3. We need a lemma. 

Lemma 3.6.5. Let A be an analytic manifold, Ha Lie group acting ana­
lytically on A l'ia the act ion (h,a) f-* h ·a (h E' H, a E' A). For any analytic 
function rp on A and Iz E' H, let rl(a) = rp(/C 1·a) (a E' A), and let n(h) be the 
map rp f-* rl. Suppose rp 1 , ••• ,({J, are analyticfunctions 5 on A such that the linear 
span V of the functions rpt (1 < i < r, h E H) is finite-dimensional. Then Vis 
invariant under alln(h) and n (h f-* n(h)) gil·es rise, by restriction to V, to an 
analytic homomorphism of H into GL(V). 

Proof Since rp?h' = (rp?')h (h, h' E' H), it is clear that Vis invariant under 
ali the n(h). Let [Vt t. ... ,Vf,} bea basis for V. Then there are functions d;j on 
H such that, for i < j < r, 

Sin ce the map (h, a) f-* h- 1 ·a is analytic, it is ele ar that the right si de of this 
equation are analytic in h for each a E' A. On the other hand, since the Vf 1 

are linearly independent, it follows that a f-* (Vt 1 (a), . .. ,Vf,(a)) maps A onto 
k<'>( = R<'> or c<r> according as we are in the real or complex analytic case). 
Consequently, if V' j,a(h) = V' j(h- 1 ·a), the functions d1j (l < i < r) are in the 

swith real or complex values according as we are in the real or complex analytic setup. 
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linear span of the lf/j,a (a E A), hence analytic. This leads easily to the state­
ments of the lemma. 

Theorem 3.6.6. Any .simply cannected ni/patent analytic group G i.s isa­
morphic to a closed unipotent subgroup of GL(V) for some finite-dimensional 
vector space V. 

Proof We write k for either R or C. For purposes of this proof, a func­
tion rp: G f---> k is called linear (resp. polynomial) if rp o exp is a linear (resp. 
polynomial) function on (1. Let 2 ( resp. CP) be the vector space over k of all 
linear (resp. polynomial) functions on G. For any integer r >O, Jet CP, be the 
subspace of all f E CP such that f o exp is a polynomial of degree <r on Il 
For rp E CP, h E G, Jet 

(3.6.10) rph(y) = rp(yh) (y E G). 

If P is the polynomial map of g X g into g satisfying (3.6.1), then 

rph(exp X)= rp(expP(X: logh)) (X E g) 

for rp E CP and h E G, so rph E CP for rp E CP and h E G. Let V be the linear 
span of all rph with h E G, rp E 2. We claim that dim V< oo. Let d > l be an 
integer with the property that for any Y E g and any linear function A. : 
g --> k, X f---> A.(P( X: Y))) is a polynomial of degree <d on g; it is clearly pos­
sible to choose such a d, since P is a polynomial map. But this implies that 
rph E CPd for aii rp E 2, h E G. This proves that dim V< oo. 

Lemma 3.6.4 now applies and gives rise to an analytic homomorphism n 
of G into GL( V), where n(h)rp = rph (Iz E G, rp E V). The proof of the theorem 
will be complete if we show that n is injective and that n[G] is a closed uni­
patent subgroup of GL(V). 

To prove that n is injective, let h E G be such that n(lz) == 1, i.e., rph = rp 
for all rp E V. Then rp(xh) == rp(x) for all linear rp and x E G. Since the linear 
functions on G separate the points of G, xlz = x for x E G, i.e., Iz = 1. 

To prove the assertions about n[G] it is enough, in view ofTheorem 3.6.3, 
to show that dn is a nil representation of g in V. Suppose this is not true. We 
consider first the case k = C. Then by Theorem 3.5.8 we can find a nonzero 
linear function A.: g --> C and a nonzero f E V such that dn(X)f = A.(X)f 
for all X E g. We then have, for X E g, 

(3.6.11) n(exp X)f = (exp dn(X))f = eJ.Ix>J. 

If we write F for the function Z f---> f(exp Z) on g, we get 

F(P(Z: X)) = eJ.Ix> F(Z) (X, Z E g). 
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Since Pisa polynomial map, this equation implies that (X,Z) ~ e'Cx) F(Z) is a 

polynomial function. This is a contradiction, since both A and F are nonzero. 
Suppose now that k ,= R and assume as before that dn is nota nil repre­

sentation. We extend dn to a representation, denoted by dn again, of g, in 
the complex linear span V, of V. Then we can find a nonzero complex linear 
function A: g · > C and a nonzero f E V, such that 

f(x exp X)~ e1 Cx)f(x) (x E G, X E g). 

From this point on, the argument is the same as before. 

3.7. Solvable Lie Algebras 

As usual, k is a field of characteristic O, g a Lie algebra of finite dimension 
m over k. We write :Dg ~~ [g,g] for the linear span of elements of the form 
[X, Y], X, Y E g. :Dg is a subalgebra of g and is called the deril'ed algebra of g. 

We define :J)Pg (p > O) inductively by 

(3.7.1) 
:J)Og '-"' g 

Ifa is a subalgebra ofg, :Da= [ct,ct] is again a subalgebra, so (3.7.1) leads to a 
well-defined sequence :D 0g 2 :D 1g 2 · · · of subalgebras of g. :J)Pg is called 

the pt/z deril'ed algebra of g. 

Theorem 3.7.1 (i) Jf L) is an ideal in g, the :J)P[) are ideals of g for al! 

p ?: O. If D is a derimtion of g that leal'es LJ im·ariant, then D leal'es eac/z :J)P() 

inPariant. In particular, the :J)Pn are ideals of g inmriant under ali derimtions 

ofg. 
(ii) Jf k' is an extension jield of k, then for al! p ~O, 

(3.7.2) 

(iii) Jf n is homomorphism of g onto a Lie algebra [), then 

(iv) The algebras :J)Pgj:DP' 1g are abelian for p?: O. 

Proof. (i) If X, X' c: fJ, Y E g, then [Y,[X,X']] =c -[X,[X', Y]] -
[X',[ Y,X]]. So :D[J is an ideal in n. Jf Dis a derivation of g mapping LJ into 
itself, D[X,X']' [DX,X'] + [X.DX'], showing that D maps :DfJ into itself. 

By induction on p we now ha ve (i). 
(ii) is obvious. 
For (iii), the surjectivity of n implies that n[:Dn] = :DfJ; thus (3.7.3) follows 

by induction on p. 
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For (iv), Jet X, X' E g. Then [X, X'] E :Dg, showing that gj:Dg is abelian. 
(iv) follows on using induction on p once again. 

g is said tobe soll'able if:DPg =O for some p > 1. In this case, if:D•g c:F O, 
then :D•+ 1g c:F :Dqg, so the :J)Pg strictly decrease until they become O. It is clear 
from (3.7.2) that if k' is an extension field of k, then g is solvable if and only 
if nk' is. If g is solvable and p > o is such that :J)Pg * o but :J)Pg = O, :J)Pg is 
a nonzero abelian ideal of g. If a is any subspace of g with :Dg s.; a s.; g, 
then [g,a] s.; :Dg s.; a, so a is an ideal. In particular, we can choose ideals a 
with dim(gja) = 1 when g is solvable. 

Theorem 3.7.2. (i) g is solvable if and only if we can jind ideals g0 = g, 
g ~> ... ,g,+ 1 = O suc Iz that g; 2 g;+ 1 and g;/g;+ 1 is abelian, for O < i < s. 

(ii) Jf g is solvable, subalgebras and quotient algebras of g are solvable. 
(iii) Jf LJ is an ideal ing such that t) and g/(J are solvable, then g is solvable. 
(iv) Ni/patent Lie algebras are so!l'able. 

Proof (i) If g is solvable, gp = :J)Pg (p > O) ha ve ali the required prop­
erties. Conversely, Jet g0 ,g 1 , ••• be as in (i). Since g;/g;+ 1 is abelian, :Dg; s.; 
9;+ 1 • Hence :J)Pg s.; gP, p = O, 1 , ... , showing that :D'+ 1g = O. g is thus solv­
able. If g is solvable and f) is a subalgebra of g, then :J)P[J s.; LJ n :J)Pg; so 
:J)P{J = O for large p, showing that (J is solvable. From (3.7.3) we see that the 
quotient algebras of g are ali solvable. To prove (iii), Jet tJ bea solvable ideal 
ing such that g/(J is solvable. Let r, s > O be such that :D'{J = O, :D'(g/fJ) = O. 
Then :D'g = (J by (3.7.3), and hence :D'+'g =O. Suppose g is nilpotent and 
g; are ideals of g defined by (3.5.3). Since :Dg; s.; (g,g;] s.; 9i+t. g;/g;+ 1 is 
abelian for i > O. Sin ce gP = O for sufficiently large p > l, g is solvable by 
(i). This proves the theorem. 

Let V bea vector space over k, {v 1 , •••• ,v.} a basis for V. Let g be the 
Lie algebra of ali endomorphisms X of V whose matrices in the ba sis lv 1 , ••• , 

v.} have the form 

J 
Then g is solvable. For :Dg is contained in the nilpotent Lie algebra of ali 
endomorphisms of V whose matrices have zeros on and below the main 
diagonal; hence :Dg is solvable, and hence so is g. Any subalgebra of g is thus 
solvable. The basic result in the theory of solvable Lie algcbras is the theorem 
of Lie which asserts that if k is algebraically closed, then any solvablc matrix 
Lie algebra can be obtained in the above manner. 
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Theorem 3.7.3. Let k be algebraically closed, g a soh'able Lie algebra o1w 
k, and pa representation ofg in a l'ector space V of finite dimension n ol'er k. 
Then there exist A; E g* (1 < i < n) ami a hasis tv 1, ••• ,v.} of V such that for 
each X E g, the matrix of p(X) in the hasis has the form 

(3. 7.4) 

In particular, for ali X E g, 

(3.7.5) 

Proof By induction on dim g. Since the case dim g = l is trivial, assume 
that dim g > 2. · 

First we prove the existence of a nonzero vector of V which is an eigen­
vector for ali p(X), X E g. Let f) be an ideal ing with dim(g/fJ) = l; Jet X 0 E 

g, X 0 tţ. {J. By the induction hypothesis, we can select a nonzero w0 E V 
and a A. E {J* such that p( Y)w0 = A.( Y)w 0 for ali Y E LJ. Let w, = 
p(X0 )' w0 (s > l). Let p > O be the largest of the integers s for which 
Wo, ... ,w, are linearly independent. Let w_l =o, and Jet w, be the linear 
span of Wo, ... ,w, (O< r < p). Then Wq E wp for q > p, so p(Xo) Jeaves 
Wp invariant and maps W, into W,+ 1 (O< r < p). 

We claim that for O < r < p and Y E {J, 

(3.7.6) p(Y)w, = A.(Y)w, (mod W,_ 1). 

For r = O this is obvious. Suppose (3.7.6) is true for some r < p. Then for 
Y E f), 

(3.7.7) p(Y)wr+t = p(Xo)p(Y)w, + p(lY,X0 ])w,; 

and since [X0 ,{J] s; {J, we conclude easily from the assumption on r that 
(3.7.6) is true with r replaced by r + l. In particular, WP is invariant under p. 

If Y E {J, both p( Y) and p(X0 ) lea ve WP invariant, and hence 
tr(p([ Y,X0 ]) 1 Wp) = O. On the other hand, it is clear from (3.7.6) that 
tr(p(Z) 1 WP) = (p + l)A.(Z) for ali Z E t). So, taking Z = [ Y,X0 ], we ha ve 
A.([ Y,X0 ]) = O for Y E {J. But then since p( Y)w 0 = A.( Y)w 0 for ali Y E t), an 
easy induction on r enables us to conclude from (3.7.7) that p(Y)w, = A.(Y)w, 
for ali Y E {J and O< r < p. Now choose a nonzero v 1 E WP such that 
p(X0 )v 1 = cv 1 for some c E k, and Jet A. 1 denote the extension of A. to the 
element of g* which takes the value cat X 0 • Then A1 and v 1 satisfy (3.7.5) for 
ali X E g. 

k·v 1 is thus invariant under p. Considering the representation induced by 
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pin Vfk·V 1 and using induction on dim V, we obtain a basis [v 1, ••• ,v.} for 
V and elements Ah . .. ). of 9* such that 

(3.7.8) p(X)v, Ar(X)v, (mod L k·vJ. 
l~j<r 

But then the matrix of p(X) has the form (3.7.4) for ali X E: 9. This proves 
the theorem. 

Corollary 3.7.4. Let assumptions be as in the abol'e theorem. Jf p is ir­
reducible, then dim V= 1. 

Proof Obvious. 

Corollary 3.7.5. Let 9 bea so/vable Lie algebra over k. Then wc canjind 
subalgebras 91 = 9,9 2 , ••• ,9m+t =O such that (i) 91+1 S::: 91 and 9i+t is an 
ideal of 91 for 1 < i < m, and (ii) dim (9)91+ 1) = 1 for 1 < i < m. lf k is 
algebraically closed we can choose the 91 to be ideals in 9 itself. 

Proof We have seen that we can select an ideal 92 of 91 = 9 such that 
dim(9d9 2) = 1. The first assertion is now immediate by induction in dim(g). 
Suppose now that k is algebraically closed. Applying the theorem above to 
the adjoint representation of 9, we see that there are Ah . .. ,Am E: 9* and a 
basis {X1 , ••• ,Xm} for 9 such that 

(3.7.9) [X,X,] ArCX)X, (mod L k·Xs)· 
1Ss<r 

Clearly, it is then sufficient to take 9, tobe the linear span of X 1 , ••• ,Xm-r+t· 

As another consequence of the theorem of Lie we ha ve 

Theorem 3.7.6. Let g bea solrable Lie algebra ol'er k. Let p bea represen­
tation of 9 in a finite-dimensional l'ector space V. Then the set of ali X E: g 
with p(X) ni/patent is an ideal in 9 that contains :09. A Lie algebra m-er k is 
solvable if and only if ils deril·ed algebra is ni/patent. 

Proof First, assume that k is algebraically closed. Let {v 1 , ••• ,vm} bea 
basis for Vand A1, • •• ). elements of g* such that 

(3.7.10) p(X)v1 AlX)v1 (mod L k·vJ (X E: 9, 1 <j < n). 
i<j 

If a= {X: X E: g, p(X) is nilpotent}, then X E: a if and only if A/X)= O 
for 1 <j < n. It follows from this that a is a linear subspace that contains 
:Dg. In particular, a is an ideal. If k is not algebraically closed, Jet k' be an 
algebraic closure of k and denote by g', V', and p' the respective k' -extensions 
of g, V, and p. If a (resp. a') is the set of ali X E: g (resp. X E: g') such that 
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p(X) (resp. p'(X)) is nilpotent, then a' is an ideal of g' containing :Dg' and 
a = g li a'. So a is an ideal of g containing :Dg. This proves the first assertion. 

To prove the second, Jet :Dg be nilpotent. Since gj:Dg is abelian, g is solv­
able by (iii) of Theorem 3. 7.2. Conversely, let g be solvable. By the first result 
applied to the adjoint representation, we see that ad X is nilpotent for any 
X 'e :Dg. This implies at once that :Dg is nilpotent. 

An analytic group is called solvable if itsLie algebra is solvable. Despite 
the similarity of the concepts of solvability and nilpotency for Lie algebras, 
there are many differences in the structure of solvable and nilpotent groups. 
Examples of some of these may be found in the exercises at the end of this 
chapter. 

3.8. The Radical and the Nil Radical 

Let k be a field of characteristic zero. Let g be a finite-dimensional Lie 
algebra over k. Suppose a and b are two solvable ideals of g. Then a + b is 
an ideal, and since (a + b)ja is isomorphic to &/(a li &), (et + b)ja is solv­
able, so a + b is solvable. This shows that there is a unique solvable ideal 
q of g containing ali solvable ideals of g. q is called the radical of g(rad g). 
rad g = g if and only if g is solvable. g is said to be semisimple if rad g = O. 
The radical of a Lie algebra is obviously invariant under ali automorphisms 
of the Lie algebra. 

Theorem 3.8.1. (i) Jf k' is an extensionjield of k, then (rad g)k' =rad gk'. 
(ii) rad g is inl'ariant under al! derivations of g. 

(iii) If!) is an ideal of g, so is rad LJ, and rad!) = (rad g) li LJ. 
(iv) gjrad g is semisimple. 

Proof To prove (i), Jet k be an algebraic closure of k'. Let q, q', q be the 
respective radicals of g, gk', g". Since q" is a solvable ideal of gli, qli ~ q. On 
the other hand, Jet s be a k-automorphism of k. It is then easily seen that the 
corresponding s-I inear automorphism of g" maps solvable ideals into solvable 
ideals, and consequently leaves q invariant. So q = (q li g)". Since q li g is 
a solvable ideal of g, q li g ~ q, showing that q ~ q". Thus q = q"; simi­
larly, q = q'". But then q' = qk'. 

Let D be a derivation of g. If we choose a hasis for g, the structure con­
stants of g, as well as the entries of the matrix of Din this hasis, ali belong to a 
subfield of k which is finitely generated over the prime field Q. So, to prove 
(ii), in view of (i), we may assume that k itself is finitely generated over Q. 
But then k may be regarded as a subfield of C. So using (i) again, we see that 
k may be assumed to be C without any loss of generality. In this case, the 
endomorphisms exp t D (t E: C) are automorphisms of g, and therefore lea ve 
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q invariant, q being the radical of g. Since D = (djdt)(exp tD),~ 0 , it is clear 
that D Ieaves q invariant. 

Now Jet t) be an ideal in g. If X E g, ad XJ t) is a derivation of t), so by 
(ii) it must lea ve rad tJ invariant. This shows that rad t) is an ideal of g. Since 
it is solvable, rad t) s (rad g) n tJ. On the other hand, (rad g) n f) is a 
solvable ideal of tJ, showing that (rad g) n t) s rad LJ. Thus rad t) = f) n 
rad g. 

To prove (iv), Jet n be the natural map of g onto tJ = gjrad g. If a is a 
solvable ideal of {J, n- 1(a) is a solvable ideal of g by (iii) of Theorem 3.7.2. 
Since rad g s n- 1(a), we must have n- 1(a) =rad g, showing that a= O. So 
f) is semisimple. 

This proves the theorem. 

Lemma 3.8.2. Let g be a Lie algebra m•er k and p a representation of g 
in a finite-dimensional vector space V ol'er k. Let ® be the universal enveloping 
algebra of g and let a be the extension of p to a representation of® in V. Let 
Sl' be the kernel of a. Then: 

(i) if® is the set of al! ideals n S g with the property that p(X) is nil­
patent for al! X E n, then there is a unique element np E ® such that n S nP 
for alin E ®. 

(ii) if Vi (O< i < r) are inrariant subspaces for p with V0 = V 2 V 1 2 
· · · 2 V, = O such that the representations pi of g in Vi_ 1 jV1 are irreducible 
(1 < i < r), then np is the intersection of the kernels of the Pi· 

(iii) if 91P = ~tt/~, then 91p is a proper two-sided ideal of®, and if ai E 91P 
for 1 < i < r, then a 1 • • • a, E Sl'; in particular, a(a) is ni/patent for each 
a E 91r 

Proof We begin with the following simple result. Let r be an irreducible 
representation of g in a finite-dimensional vector space W, m an ideal of g 
such that r(X) is nilpotent for ali X E m; then r[m] =O. For if we write W' 
for the subspace [v: v E W, r(X)v =O for ali X E m}, then W' =F O by 
Theorem 3.5.2. On the other hand, if w E W', X E g, Y E m, then r( Y)r(X)w 
= r(X)r( Y)w + r([ Y,X])w = O, so that W' is r-invariant. So W' = W; 
i.e., r[m] = O. 

Suppose now that m is any ideal in g such that p(X) is nilpotent for ali 
X E m; the observation made above shows that p;(X) = O for 1 < i < r, 
X E m. So writing llp = n 1 ::::1<;;, kernel(p;), we have m s llr On the other 
hand, llp is an ideal of g, and it is clear that 

(3.8.1) 11P ={X: X E g, p(X)[V1_ 1] S V1, 1 < i < r}. 

It follows from (3.8.1) that p(X)' = O for ali X E nr Thus llp has the prop-
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erties (i) and (ii). Moreover, for any a E ili, u(a) maps f"t into itself for 
O< i < r, and hence we deduce from (3.8.1) that 

(3.8.2) 

The assertions in (iii) follow immediately from (3.8.2). 

A nil ideal of g is an ideal nt of g such that ad X is nilpotent for X E nt. 
An ideal nt of g is a nil ideal if and only if m, as an algebra, is nilpotent. Ap­
plying the above Jemma to the adjoint representation, we see that any Lie 
algebra g has a unique maxima) nil ideal that contains every nil ideal. We caii 
it the nil radical of g (nil rad g). It is clear that nil rad g ~ rad g and that 
nil rad g is invariant under all automorphisms of g. 

Theorem 3.8.3. (i) /f k' is an extension field of k, then (nil rad g)"' = 
nil rad g"'. 

(ii) Jf f) is an ideal of g, so is nil rad t), and nil rad 1) = f) n nil rad g. 
(iii) If q = rad g and tt = nil rad g, then n = nil rad q = the set of al/ 

X E q such that ad X (or equivalently adq X) is nilpotent, and any deril•ation 
of g or q maps q into n. In particular, [q,g] ~ n. 

Proof (i) is proved exactly as the assertion (i) of Theorem 3.8.1. 
Moreover, as in that theorem, we can prove that n is invariant under all 
derivations of g. The proof of (ii) can now be carried out exactly as the proof 
of (iii) of Theorem 3.8.1. In particular, since q is an ideal of g and n s q, we 
see by (ii) that n =nil rad q. Let tt' = {X: X E q, ad X is nilpotent}. By 
Theorem 3.7.6, n' is an ideal of q. Since n' is nilpotent, n' s nil rad q = 11. 

Sin ce it is obvious that 11 ~ n', 11 = 11'. 

Let D bea derivation of q. We regard k, trivially, as a Lie algebra of di­
mension 1 over itself. Let q' = q x k and Jet us detine, for X, X' E q and c, 
c' E k, 

[(X,c),(X',c')] = ([X,X'] + cDX'- c'DX,O). 

It is then easily veritied that q' becomes a Lie algebra with this detinition of 
the bracket, that q x {O} is an ideal of q', and that X f--> (X, O) is an injection 
of q into q'. q' is thus solvable. Let n' =nil rad q'. Since by Theorem 3.7.6, 
:Dq' is a nilpotent ideal of q', :Dq' s n'. Hence :Dq' n (q X {O})~ n' n 
(q X {O}) = n X {O} by (ii). So for X E q, [(X,0),(0,1)] = (- DX,O) E n X 

{0}, from which we conclude that DX E n for X E q. In particular, taking 
D = ad X (X E g), we tind that [X,q] s n. Since any derivation of g 1eaves 
q invariant and induces a derivation of q, we also have D[q] s n for ali 
derivations D of g. 
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Corollary 3.8.4. If g is soh·able, nil rad g is the set of al! X E g for which 
ad X is ni/patent, and :Dg <;: nil rad g. 

Proof Follows from (iii) above. 

3.9. Cartan's Criteria for Solvability and Semisimplicity 

The aim of this section is to derive the well-known criteria of Cartan for a 
Lie algebra to be solvable or semisimple. These criteria are formulated in 
terms ofthe Cartan-Ki!lingform ofthe Lie algebra. The Cartan-Killing form 
is the bilinear form associated with a canonically defined q uadratic form on 
the Lie algebra which is invariant under ali its automorphisms. We shaii 
therefore begin with a discussion of the ring of invariants attached to a rep­
resentation of a Lie algebra. The field k is of characteristic O. 

Let g be a Lie algebra of dimension m over k, 1 S:: m < oo. For any 
indeterminate T and any X E g, Jet 

(3.9.1) F(T:X) det(T·1-adX)occc L; (-1)m-ip;(X)F 
OSi.:{m 

It is obvious that Pm = 1 and that the pi are polynomial functions on g 
with values in k. From elementary linear algebra we find that for X E g 

(3.9.2) 
Pm- 1(X) c= tr(ad X) 

Pm-2(X) ~= ~{[tr(ad X)F - [tr(ad X)2]}. 

Changing X to cX in (3.9.1) (c E k), we deduce that the pi are homogeneous 
polynomials, with deg(p;) = m - i, O< i < m. 

lf IX (X~ x~) is an automorphism of g, ad x~ = IX o ad X o IX- 1 for aii 
X E g, and hence 

(3.9.3) F(T: x~) = F(T: X) (X E g). 

It follows from this that the pi are invariant under aii the automorphisms of 
g. lf k' is an extension field of k and p; (O < i < m) are the polynomials on 
gk' defined by (3.9.1), it is obvious that 

(3.9.4) Pi = p; 1 g (O < i < m). 

Let D be an endomorphism of the vector space underlying g. We write D 
for the derivation of the algebra of polynomial functions on g (with values in 
k) such that if A.: g ~ k is a linear function, (DA.)(X) = -A.(DX) (X E g). 
If k = C and Dis a derivation of g, the invariance of the Pi with respect to 
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the automorphisms exp tD (t E C) leads at once, through differentiation, 
to the result 

(3.9.5) Dp1 =O (O< i < m). 

We may now argue as in the proof of (ii) of Theorem 3.8.1 to conci ude that 
(3.9.5) is valid with k instead of C. 

Write now, for X, Y E g, 

(3.9.6) 
e(X) = tr(adX)2 

(X,Y) = tr(adXad Y). 

e is a quadratic form. Since by (3.9.2) e = P~- 1 - 2pm_ 2 , it foiiows that e is 
invariant under aii automorphisms of g. e is known as the Casimir po/yno­
mial of g. ( ·, · > is obviously the symmetric bilinear form on g X g that is as­
sociated with e. It is caiied the Cartan-Killing form of g, and it is also invariant 
under aii automorphisms of g. It foiiows from (3.9.5) that if Dis any deriva­
tion of g, then 

(3.9.7) (DX,Y) + (X,DY> = o (X, y E g). 

Since [DX, Y] = D([X, Y])- [X,D Y] for aii X, Y E g, we have 

(3.9.8) adDX= [D,adX] (X E g); 

using this, (3.9.7) foiiows from (3.9.6) by direct calcuUttion. In particular, 

(3.9.9) ([X,Y],Z) + (Y,[X,Z]) = O (X, Y, Z E g). 

Note that if e = O, the Cartan-Killing form is also O. This is the case, for 
example, if g is nilpotent. 

The above construction which leads to the polynomials p 1 is a special case 
of a more general o ne. Let p be a representation of g in a finite-dimensional 
vector space V over k. Let d = dim V, and for any X E g, let 

(3.9.10) FP(T:X)=det(T·l- p(X))= I; (-l)d-1pf(X)P, 
O:s;t";d_ 

T being an indeterminate as before. The pf are polynomials on g, and we ha ve 
the obvious analogue of (3.9.4). Let 

(3.9.11) BP(X,Y) = tr p(X)p(Y) (X,Y E g); 

BP is a symmetric bilinear form on g x g. It is said to be defined by p. 
Unlike the p1, the pf are not in general invariant under aii automorphisms 

of g. (For example, let g = g!(n,k), V= k•, and p(X) = X for X E g; then 
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p 0(X)- det X, and if n is odd, p 0 is not invariant under the automorphism 
X/----) - X 1 of g.) However, if a, (X/----) X«) is an automorphism of g with the 
property that the representations p and p« (X/----) p(X«-')) are equivalent, then 
F(T: X«-') = F(T: X), so the pf are invariant under a. 

Let k = R or C, and Jet G be a simply connected analytic group with 
Lie algebra g. If p and V are as above, there is a representation of G in V 
whose differential is p. We also denote this representation by p. Then p(XY) = 
p(y)p(X)p(y)- 1 for aii X E g and y E G, by (3.4.10). So it foiiows from what 
we said above that the pf are invariant under the adjoint group: 

(3.9.12) pf(XY) = pf(X) (0 < i < d, X E g, y E G). 

For arbitrary k, it follows from (3.9.12) in the usual way (cf. proof of 
Theorems 3.8.1 and 3.8.3) that 

(3.9.13) (adX)-(pf) =O (O< i < d, X E g), 

(ad Xt being the derivation .i5 of the algebra of polynomials on g defined 
above when D = ad X. In particular, 

(3.9.14) BP([X,Y],Z) + BP(Y,[X,Z]) = o 

for aii X, Y, Z E g. This can also be established by a simple direct calcula­
tion based on (3.9.11). In fact, 

tr(p([X,Y])p(Z)) = -tr(p(Y)p(X)p(Z)) + tr(p(X)p(Y)p(Z)) 

= -tr(p(Y)p(X)p(Z)) + tr(p(Y)p(Z)p(X)) 

= -tr(p(Y)p([X,Z])), 

for X, Y, Z E g. 
We are now in a position to formulate and prove Cartan's criteria. Our 

proof is essentiaiiy Chevaiiey's and relies on the theory of replicas. 

Theorem 3.9.1. Let g bea Lie algebra o1•er k. Then g is soh•able if and 
only if 

(3.9.15) (X,[Y,Z]) = o (X,Y,Z E g). 

In particular, if the Cartan-Killing form of g is identically zero, then g is 
solvable. 

Proof. Let g be solvable, X E g, X' E !Dg. By Theorem 3.7.6, !Dg is a 
nilpotent ideal of g, and hence !Dg s;::: nil rad g. Consequently, by Lemma 
3.8.2, ad X ad X' is nilpotent; in particular, (X,X') = tr ad Xad X'= O. 
This proves (3.9.15). Conversely, Jet (3.9.15) hold for aii X, Y,Z E g. To 



210 Structure Theory Chap. 3 

prove that g is solvable it is sufficient to prove that :Dg is solvable. On the 
other hand, if X, X' E :Dg, 

tr(ad~nX ad:onX') = tr ad X ad X' 

=0 

since ad X ad X' maps g into :Dg. So :Dg is a Lie algebra with identically 
vanishing Cartan-Killing form. In other words, we may assume without any 
loss of generality that g itself has identically vanishing Cartan-Killing from. 
Assuming this we now prove that :Dg is nilpotent. To prove this it is clearly 
sufficient to prove that for any X E :Dg, ad X is nilpotent. Write X= 
2: 1 ,;1,;,[ ~.ZJ ( ~.z, E g). Since ad X is a derivation of g, we may use 
Corollary 3.1.17 to reduce the proof of the nilpotency of ad X to showing 
that tr(ad X M) = O for every derivation M of g. But 

tr(adXM)= 2: tr([adY,,adZ,.]M) 
l~i~r 

= 2: tr(ad Y, ad Z, M- ad Z, ad Y1 M) 
l5',i::::_r 

= I: tr(adZ, Mad Y,- ad Z, ad Y, M) 
1 s;J:::;r 

= 2: tr(ad Z;[M, ad YJ) 
I=:;i~r 

= I: tr(ad Z, ad MY,) (by (3.9.8)) 
l:5,i$r 

= 2: (Z,,MY;) 
1SiSr 

=0 

This proves that ad X is nilpotent. 

Theorem 3.9.2. Let g bea Lie algebra over k. Then g is semisimple if and 
only if the Cartan-Killing form of g is nonsingular. 

Proof Suppose g = rad g -::;t= O. Let p > O be such that a = :DPg -::;t= O 
but :Da = O. Then a is abelian and is an ideal of g by (i) of Theorem 3. 7 .1. 
Suppose X E a, Y E g. Then 

<X, Y) = t r ad X ad Y 

= tr((adXad Y)la) 

since ad X ad Y maps g into a. On the other hand, as a is abelian, 

[X,[Y,Z]] = O (X,Z E a, Y E g) 

so that 

ad Xad Yla =O. 
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This shows that 

(X,Y) =O (X E CI, Y E !}), 

i.e., that (·,·) is singular. 
Suppose conversely that ( ·, ·) is singular. Let 

(3.9.16) ttt = fX: X E g, (X,Y) ~~ 0 for ali Y E g} 

Then 11t c:;t:. O and it follows from (3.9.9) that 111 is an ideal of g. If X, X' E m, 
then ad X ad X' maps g into m, and so 

tr(ad X ad X') = tr(admX ad 111 X') 

Consequently 

tr(ad 111 X ad 111X') = O (X, X' E m), 

i.e., 11t is a Lie algebra with identically vanishing Cartan-Killing form. By 
the previous theorem, 11t is solvable. So rad g c:;t:. O, proving that g is not 
semisimple. 

Corollary 3.9.3. Let g admit no ideals other than O and g. Then g is either 
of dimension 1 or semisimple. 

Proof Let m be as in (3.9.16). Then 1ll is an ideal. If 11t = O, ( ·, ·) is 
nonsingular, so g is semisimple. If m = g, g is solvable. In this case, ~g -::F (), 
and if a is any subspace such that ~n c:::: a c:::: g, a is an ideal. So g must ha ve 
dimension 1. 

A Lie algebra g over k is said to be simple if it is not abelian and if O and 
g are its only ideals. g is simple if and only if it is semisimple and has no 
proper ideals. 

Corollary 3.9.4. Let g bea Lie algebra over k, {X1 , ••• ,Xm} a basisfor 
g. Then g is semisimple if and only if 

(3.9.17) 

In particular, if k' is an extension field of k, then g is semisimple if and only if 
gk' is. 

Proof The relation (3.9.17) is the criterion for ( ·, ·) to be nonsingular. 
The second statement follows trivially from the first. 

We remark that if g is a Lie algebra over k, if a is an ideal of g, and if 
(·,·)a is the Cartan-Killing form of CI, then 

(3.9.18) (X,Y)a = (X,Y) (X, Y E CI). 
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We have already used this result implicitly in some of the preceding proofs. 
Note also the following fact established in the course of proving Theorem 
3.9.2: g is semisimple if and only if g has no nonzero abelian ideals. 

Finally the argument used in the proof of Theorems 3.9.1 and 3.9.2 can 
be isolated and formulated in the following manner, in order to facilitate 
subsequent applications. 

Lemma 3.9.5. Let g be a Lie algebra over k, and p a representation of 
g in a finite dimensional vector space V o1•er k. Let BP be as in (3.9.11) and let 
ţJ be defined by 

(3.9.19) .)J ={X: X E g, BP(X,Y) =O for ali Y E g} 

Then ţJ is an ideal of g, and p(X) is nilpotent for ali X E [.)J,g]. In particular, 
m is as in (3.9.16), m is an ideal of g and [m,g] <;: nil rad g. 

Proof The relation (3.9.14) implies at once that .)J is an ideal of g. Let 
X E [p,g] and write 

In order to prove that p(X) is nilpotent, it is sufficient to prove, in view of 
Theorem 3.1.16, that tr(p(X)R) = O for each replica R of p(X). Let R be a 
replica of p(X). Since ad R: g((V)-----+ g((V) is a replica of ad p(X) by (v) of 
Theorem 3.l.l3, ad Ris a polynomial in ad p(X), and so ad R leaves p[g] 
invariant. Therefore we can tind U; E g such that 

[p(Z;),R] = p(U;) (1 < i < r). 

But then, 

tr(p(X)R) = L; tr([p(Y;), p(Z;)]R) 
1 :::;i-:;;,r 

= L; tr(p(Y;)p(Z;)R - p(Z;)p(Y;)R) 
1 ::;;;_;:::;;.r 

= L; tr(p(Y;)p(Z;)R - p(Y;)Rp(Z,.)) 
lSi.:::;;r 

= L; tr(p(Y;)[p(Z;),R]) 
l.Sis;;r 

= L; tr(p(Y;)p(U;)) 
1 SiSr 

= :E BP(Y;,U;) 
1 s;;is;.r 

=0. 

This proves that p(X) is nilpotent. 
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3.10. Semisimple Lie Algebras 

We devote this section to a discussion of some of the elementary prop­
erties of semisimple Lie algebras over k. Let g be a Lie algebra over k, 
( ·, ·) its Cartan-Killing form; for any linear subspace a of g, write 

(3.10.1) a_t_ ={X: X E g,(X,Y) =O for ali Y Ea}. 

aL is called the orthocomplement of a. In case g is semisimple, the nonsingu­
larity of ( ·, ·) implies that dim a + dim a_~_ = dim g; however, it is not in 
general true that a_t_ is complementary to a. 

Theorem 3.10.1 Let g be semisimple. Jff) is an ideal of g, then f)_t_ is also 
an ideal, [f),f)_L] = O, and g is the direct sum of{) and f) L. Moreo1•er, botlz {) and 
g/f) are semisimple. 

Proof That f)_t_ is an ideal follows from (3.9.9). Suppose t) n f)_L ::F O. 
Then (X, X')= O for X, X' E t) n f)_L. So (·,· )r,nr,_t_ = Oby (3.9.18). Theorem 
3.9.1 now implies that f) n Il is solvable, contradicting the semisimplicity of 
g. The relation dim g = dim t) + dim f)_L now shows that g is the direct sum 
ofl) imd f)_L. Since [f),{J_L] s f) n t)_t_, it follows that [f),{J_L] = O, and hence that 
the (X, X')~ X+ X' is a Lie algebra isomorphism off) x f)_L onto g. lf a is 
an ideal of g and rad a ::F O, rad a will be a nonzero solvable ideal of g by 
Theorem 3.8.1; consequently, either rad a = O ora is semisimple. So both t) 
and g/f), which is isomorphic to f)_L, are semisimple. 

Corollary 3.10.2. If g is scmisimple, then 

(3.10.2) g = ~g. 

Proof lf ~g ::F g, g/~g will be nonzero, abelian, and semisimple aU at 
once, which is impossible. 

Corollary 3.10.3. Let g be semisimple, f) an ideal of g, and a an ideal of{). 
Then a is an ideal of g. In particular, if f) is a minimal element of the set of al/ 
ideals of g partially ordered by inc/usion, f) is a simple Lie algebra. 

Proof Since g = f) + f)_L and [f),f)_L] = O, we have [a,g] = [a,f)] s a. 

Theorem 3.10.4. Any semisimple Lie algebra over k is isomorphic to a 
direct sum of simple Lie algebras. More precisely, let g be semisimple. Let @3 be 
the set of minimal elements in the set of ali ideals of g partial/y ordered by 
inc/usion. Then @3 is finite; if @3 = {g 1 , ••• ,g,}, the g1 are mutually orthogonal 
simple algebras, and (X 1 , ••• ,X,)~ X 1 +···+X, is a Lie algebra isomor-
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phism of g 1 X · · · X g, onto g. The only ideals of\} are the direct sums of the 
members of subfamilies of®. 

Proof lf a E @3 and {J is any ideal, the minimal property of a implies 
that either a c:; {J or a n {J = O. If a n {J = O, then [a,f>] c:; a n {J = O; in 
this case a <::; f>-L because for X E a and Y E f>, ad X ad Y = O. The 
elements of @3 are thus mutually orthogonal under ( ·, · ). We claim that 
they are also linearly independent. To see this, Jet {\1 1 , ••• ,g,} bea maxima! 
family of linearly independent members of @3. Write f) = g 1 + · · · + g,. 
If8 -::;t:. {g 1, ••• ,g,} and g0 is a member of @3 distinct from ali the gi (1 < i < r), 

then gt\- constains aii the gi> and hen ce t) <::; g6-. Then by Theorem 3.10.1, we 
may conclude that g0 n f) =O, contradicting the maximality of {g~> ... ,g,} 
Thus @3 = {g 1 , ••• ,g,}. Suppose t) is an ideal of g and (J' is the sum of aii 
members of @3 contained in t); put fJ' = O if there is no such member. If 
(J' -::;t:. LJ, then the fact that g is the direct sum of (J' and f)' J_ implies that a = 

f)'l n (J is a nonzero ideal of \J. Clearly, there would bea member, say gj, of 
@3 such that gj <::; a. But since gj <::; (J, we also have gj <::; ()'. So gj <::; (J' n (J'-L 

= O, a contradiction. In particular, g = L: 1c;js:r gj. Since [gi,gj] = O for 
1 < i -::;t:. j < r, it is obvious that the map (X1, •.• ,X,) H X 1 +···+X, 
is a Lie algebra isomorphism of g1 x · · · x g, onto g. In particular, any 
ideal of gi is an ideal of g, showing that each gi is simple. This completes 
the proof of the theorem. 

In essence, this theorem reduces the study of semisimple algebras to that 
of simple algebras. It turns out that when k is algebraically closed, the simple 
Lie algebras over k can be completely classified, thereby opening the way for 
a very intensive study of the semisimple Lie algebras. The classification of 
simple Lie algebras over an algebraically closed k, which is the great achieve­
ment of the classical work of Cartan and Killing, will be taken up in the next 
chapter. 

Theorem 3.10.5. Let t) bea Lie algebra over k, q the radical oj(). !fa is an 
ideal such that t)/a is semisimple, then q <::; a. Jf n is a homomorphism of t) 
onto a Lie algebra f)', then n[q] is the radical of()'. 

Proof Let r be the natural map of (J onto (J/a. If q r;j;;_ a, r[q] will be a 
nonzero solvable ideal of fJ/a. So we must ha ve q <::; a. Let Cj' = rad ()'. Then 
n induces in a natural fashion a homomorphism of (J/q into f)'/n[CJ]. So since 
LJ/q is semisimple, Theorem 3.10.1 implies that 1)'/n[q] is semisimple. By the 
previous result, q' <::; n[q]. On the other hand, n[q] is a solvable ideal of t)', 
so n[q] <::; q'. Hence n[q] = q'. 

If g is semisimple, the center of g has to be zero, as otherwise it would be 
a nonzero abelian ideal of g. Thus the adjoint representation of g is faithful. 
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Further, by (3.1 0.2), 

(3.10.3) tr((ad X) = 0 (X E g). 

Theorem 3.10.6. Let g be semisimple. if Dis a deriva/ion ofg, there is a 
unique X E g such that D = ad X. Any X E g can be written as S + N, 
where [S,N] = O, ad S is semisimple, and ad N is nilpotent; S and N are, 
moreover, uniquely determined by these requirements. 

Proof Since < ·, ·) is nonsingular, we can find X E g such that (X,Y) = 
tr(D ad Y) for ali Y E g. Let D' = D- ad X. Then D' is a derivation of g, 
and tr(D' ad Y) =O for ali Y E g. We prove that D' =O. Fix Z E g. Then 
tr(ad Y· [D',ad Z]) = -tr(D' ad [ Y,Z]) =O for ali Y E g. But since [D', ad Z] 
=' ad (D'Z) by (3.9.8), we may conclude that < Y,D'Z) =O for ali Y E g. 
Hence D'Z = O. 

We now come to the second assertion. Let X E (J. Let ad X= Y + Z be 
the Jordan decomposition of ad X, with Y semisimple, Z nilpotent, and 
[ Y,Z] = O. By Coroliary 3.1.14, Y and Z are both derivations of g. Conse­
quently, by the previous result, we can find S, N E g such that Y = ad S 
and Z = ad N. Since the adjoint representation is faithful, we must have 
X= S + N and [S,N] = O. The uniqueness of S and N follows from the 
uniqueness of Y and Z, and the fact that the adjoint representation is faithful. 
This proves the theorem. 

The decomposition X= S + N is known as the Jordan decomposition 
of X; S (resp. N) is known as the semisimple (resp. nilpotent) component of 
X; X is calied semisimple (resp. nilpotent) if ad X is. 

Lemma 3.10.7. Let g be semisimple, p afinite-dimensional representation 
of g in a vector space V, and BP the bilinear form on g X g defined by p. lf L) 
is the kernel of p and \J = f)-L, then BP is nonsingular on p x p. 

Proof LJ is an ideal and g is the direct sum off) and p by Theorem 3.10.1. 
Let 

m =[X: X E p, BP(X,Y) =O for aii Y E p}. 

Then 11t is an ideal in p. Applying Lemma 3.9.5, we conclude that p(X) is 
nilpotent for ali X E [m,p]. So p([m,p]) is a nil ideal of p[p]. But by Theorem 
3.10.1, p and p[\.1] are both semisimple. Hencep([m,p]) =O. Sincepis obvi­
ously faithful on \.1, [m,p] = O. So m s; center(p). Since center(p) = O, we 
must have m = O. 

A Lie group G (real or complex) is said tobe semisimple if its Lie aglebra 
is semisimple. 
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Now assume that k '= R or C and that g is a semisimple Lie algebra over 
k. Let Aut(g) be the group of aii automorphisms of g. Then Aut(g) is an 
algebraic subgroup of GL(g), and its Lie algebra consists of aii the elements 
in gl(g) that are derivations of g (cf. Exercise 21, Chapter 2). 

Theorem 3.10.8. Let G be a semisimple analytic group over k with Lie 
algebra g. Then Ad[G] = Aut(g)0 , the component of 1 in Aut(g), and Aut(g)0 c::: 
SL(g). 

Proof It is obvious that Ad[G] c::: Aut(g)0 • To prove the first assertion 
it is therefore enough to prove that the Lie algebra of Aut(g) 0 is contained in 
ad[g]. But this is immediate since, by Theorem 3.10.6, ad[g] is precisely the 
set of all derivations of g. By (3.10.3), ad[g] c::: B((g), and hence Ad[G] c::: SL(g). 
This proves the second assertion. 

3.11. The Casimir Element 

Our aim in Sections 3.11-3.14 is to prove the famous theorems of Weyl 
and Levi-Mal'cev. The proofs of both these theorems use the cohomological 
result known as Whitehead's Lemma. The entire argument hinges on a con­
sideration of a remarkable element of the center of the universal enveloping 
algebra of a semisimple Lie algebra, known as the Casimir element. We now 
detine this element and obtain some of its fundamental properties. 

Throughout this section, g will denote a fixed semisimple Lie algebra over 
k. Let (P (resp. S) be the polynomial (resp. symmetric) algebra over g. Denote 
by (5) the universal enveloping algebra of g. We use the same notation for 
products, in both 0:1 and S, of elements from g; it will usually be clear from 
the context whether we are operating in S or 0.\. Since the Cartan-Killing 
form is nonsingular, we have a canonical1inear isomorphism of g* onto g. 
We extend this to an algebra isomorphism p >--> p of (P onto S. Thus, for f E 

g*, the element J of g is defined by 

(3.11.1) (],X) =/(X) (X E g). 

Given any endomorphism L of g, the endomorphism L of g* is defined by 

(3.11.2) (Lj)(X) = -/(LX) (X E g,/ E g*). 

For any X E g, 1et Dx (resp. Dx) be the derivation of S (resp. CP) that extends 
ad X (resp. (adxn. It foiiows easi1y from (3.9.9) and (3.11.1) that the 
isomorphism p >--> p intertwines Dx and Dx: 

(3.11.3) 
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If e is the Casimir polynomial (3.9.6) of g, it then follows from (3.11.3) that 
Dxţ = O for ali X E g. Let Â. he the symmetrizer map of S onto (S) (cf. §3.3), 
and Jet 

(3.11.4) 

w is calied the Casimir element of (S). 

Theorem 3.11.1. The Casimir element w helongs to the center of OJ. Let 
{ X 1 , ••• ,Xm} he a hasis for g and let[X1 , ••• ,Xm} he the du al hasis defined hy 

(3.11.5) (X1, Xi) = oii (the Kronecker delta). 

Then 

(3.11.6) w = L: X1X1• 
l$i5,m 

Proof Sin ce D xţ = O for ali X E g, w !ies in the center of (S) hy Theorem 
3.3.8. We now prove (3.11.6). Fix the hasis {X1 , ••• ,Xm} of g. The existence of 
the dual hasis {X1 , ••• ,xm} foliows, of course, from the nonsingularity of 
( ·, · ). Now, it is ohvious that X= L: 1s:js:m (X,Xi)Xi for any X E g. So 
(ad X) 2 = L:,., (X,X')(X,X') ad X, ad X" and from (3.9.6) we get 

e(X) = L: (X,X')(X,X')(X"Xs) (X E g). 
1 S.r,s::;;m 

Consequently, 

ţ = L: (X"X,)X'X'. 
J::;.r,s::;;m 

Now apply the symmetrizer map Â. to this, rememhering that (X,,Xs) = 

(X"X,); we ohtain, in (5), 

w = L: (X"X,)X'X' 
1~r,s5,m 

= L: ( L: (X,,X,)X')X' 
l,S;s.::;m l:S:r.:::::m 

= L: X,X'. 
1:S::s:<;;m 

The construction ahove can he generalized suhstantialiy. Let p he a rep­
resentation of g in a finite-dimensional vector space V. Let {J he the kernel 
of p and p = f)_l_. Write BP(X,Y) = tr(p(X)p(Y)) for ali X, Y E g. Then p is 
an ideal of g and BP is nonsingular on p x p (Lemma 3.1 O. 7). lf ()>(p) and S(P) 
are respectively the polynomial and symmetric algehras over p, there is a 
unique isomorphismff-+ f' of ()>(p) onto S(p) such that 

(3.11.7) BP(f' ,X) = f(X) (X E p,f E p*). 
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Let l;P be the function X~ BP(X,X) (X E lJ) in CP(lJ). It is then clear from 
(3.9.14) that Dx(l;P)' =O for ali X E lJ. On the other hand, since [fJ,lJ] =O, 
Dx(l;P)' = O for ali X E (J (here we are regarding S(lJ) as imbedded in S(g)). 
Let 

(3.11.8) 

Theorem 3.11.2. Let p be a finite-dimensional representation of g and 
lJ = (kernel p)L. Let wP be defined as above. Then wp /ies in the center ofl\). Let 

{X1 , ••• ,XP} bea hasis for lJ and let {X1, ••• ,XP} be the hasis oflJ such that 
BP(X;,Xi) = 0;1 (! < i,j < p). Then 

(3.1!.9) wP = 2: X;Xi. 
tsi:;;p 

In particular, denoting by p the representation of liJ that extends the gil'en 
representation of fl, 

(3.11.1 O) trp(wP) = dimţJ. 

Proof Proceed as in the preceding theorem. Since trp(X;Xi) = BP(X;,Xi) 
= 1, we ha ve (3.1!.10). 

wP is called the Casimir element associated with p. Its consideration has 
turned out to be one of the most fruitful ideas in harmonic analysis on 
semisimp1e Lie groups and Lie algebras. 

Corollary 3.11.3. Let p be as above and let 

(3. 1 1.11) 
V.= {v:v E V, p(X)v =O for ali X E g} 

V, = 2: p(X)[V]. 
XcG 

Then V. and V, are invariant subspaces for p, and Vis their direct sum. 

Proof The p-invariance of V. and V, is trivial. It remains to prove that 
Vis the direct sum of v. and V,. We use induction on dim p. lf Vis the direct 
sum of two nonzero invariant subspaces W 1 and W 2 , then the relations v. = 
W 1 •• + W 2 . ., V, = W 1,, + W 2 ," together with the induction hypothesis, 
imply the result for p. In what follows we use this observation without com­
ment. 

If p = O, then V. = V, V, = O, and there is nothing to prove. Let p of= O. 
By (3.1 1.1 0), tr p(wP) of= O, and hen ce if C = p(wP), then C cannot be nilpotent. 
Let N(C') and R(C') be the nuli space and range of C' for s > 1, and let 

W1 = U N(C'), W 2 = nR(C'). 
s;;:::l s:2::1 



Sec. 3.12 Some Cohomology 219 

Then by Theorem 3.1.5, Vis the direct sum of W 1 and W 2 • On the other hand, 
of Iies in the center of(~), so the endomorphisms C' (s > 1) commute with 
p(X) for ali X E: !]. W 1 and W 2 are therefore invariant subspaces for p. If 
both of them are nonzero, we have the result by the induction hypothesis. 
Since C is not nilpotent, W 2 cannot be O. So we are left with the case when 
W 1 =O and W 2 = V. Then C must be invertible. But then, using the notation 
of the theorem, we see that for any v E: V, 

= I; p(X;)p(X')C 1v. 
1Si:;.p 

Furthermore, if v E: V., then p(X')v = O for 1 < i < p, so 

Cv = I; p(X;)p(X')v 
1 :C_i:::_p 

=O. 

In other words, V= V, and V" = O in this case. The induction thus goes 
forward. The corollary is proved. 

3.12. Some Cohomology 

The aim of this section is to prove the cohomologicallemmas of White­
head from which the theorems of Weyl and Levi-Mal'cev follow quickly. 
It turns out not to be difficult to develop a general cohomology theory of 
semisimple Lie algebras. We shall not take this up here, but prove the White­
head lemmas only in the cases of immediate interest to us. 

Throughout this section, fix a semisimple Lie algebra !J over k and a 
representation p of g in a vector space F of finite dimension over k. Let V 1(g,p) 
be the space of linear maps of g into F, and for s > 1, Jet V'(g,p) be the space 
of s-linear skew symmetric maps of g X · · · X g (s factors) into F. Given 
O E: V 1(g,p), detine dO E V 2(g,p) by 

(3.12.1) dO(X,Y) = p(X)O(Y)- p(Y)O(X)- O([X,Y]) (X,Y E: g). 

The map O r--+ dO is linear, and the set of ali O E: V 1(g,p) such that dO= O is a 
linear subspace of V 1(g,p). Denote this by C 1(g,p). Suppose that v E F and 
that 

(3.12.2) Ov(X) = p(X)v (X E g). 

It then follows from a trivial calcu1ation that 

(3.12.3) dO V = o (V E F). 
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The set ofaH O" (v E F) is thus a subspace ofC1(g,p), denoted by B 1(g,p). Put 

(3.12.4) fll(g,p) = CI(g,p)jBI(g,p). 

Now consider an element o E V2(g,p). Detine the trilinear map dO of g X g 
x g into Fby 

(3.12.5) dO(X,Y,Z) = - L: O(X,[Y,Z]) - L: p(X)O(Y,Z) (X, Y, z E g), 

where L: denotes summation over the set of cyclic permutations of X, Y, Z. 
It is easily verified that dO E V3(g,p). The map O t---> dO is linear, so the set 
C2(g,p) of all o E V2(g,p) such that dO = o is a linear subspace of V2(g,p). 
On the other hand, if rp E V1 (g,p) and if we detine drp by (3.12.1 ), a direct 
calculation shows that 

(3.12.6) d(drp) =o (rp E V1(g,p)). 

So d(rp t---> drp) maps V 1(g,p) onto a subspace ofC2(g,p). Denote this subspace 
by B 2(g,p). Let 

(3.12.7) HZ(g,p) = cz(g,p )/ BZ(g,p ). 

The Whitehead Iemmas may now be formulated as follows. 

Theorem 3.12.1. Let g bea semisimple Lie algebra over k, p a representa­
tion ofg in a vector space F of finite dimension over k. Then 

(3.12.8) H 1(g,p) =o, H 2(g,p) =o. 

Proof To start with, we take up the proof that H 1(g,p) =O. This is 
equivalent to proving that 

(3.12.9) Cl(g,p) = BI(g,p). 

In what follows, we write o· and B1 for O(g,p) and B1(g,p) respectively. 
For any X E g, Jet n(X) be the endomorphism of V1 (g,p) defined by set­

ting, for each rp E VI(g,p), 

(3.12.10) (n(X)rp)(Y) = -rp([X,Y]) + p(X)rp(Y) (Y E g). 

A straightforward calculation shows that n (X t---> n(X)) is a representation of 
g. If rp E CI, we see from (3.12.1) and (3.12.2) that 

(3.12.11) n(X)rp = O~(XJ (X E g). 

Thus n(X) maps CI into BI for ali X E g. In particular, C1 is invariant under 
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n, and we write n 1 (X) = n(X) 1 C1 • N ow apply Corollary 3.11.3 to the repre­
sentation n 1 • We may then conclude that C 1 is the direct sum of C~ and c; 
(cf. (3.11.11)). But (3.12.11) shows that c; c;:; B1 • So (3.12.9) will be proved 
if we show that C~ = O. Suppose p E C~. Then 

(3.12.12) p(X)p(Y) - p([X,Y]) = O 

for ali X, Y E g. On the other hand, as dp =O, we also have p(X)p(Y)­
p(Y)p(X)- p([X,Y]) = O for ali X, Y E g. So p(Y)P(X) =O for ali X, Y E 

g. Using this in (3.12.12) we get p([X, Y]) = O for ali X, Y E g. It now follows 
from (3.1 0.2) that p = O. 

We now prove that H 2(g,p) = O. This is the same as proving 

(3.12.13) 

As before, for any X E g we define the endomorphism n(X) of V2 (g,p) by 

(3.12.14) (n(X)cp(Y,Z)) = p(X)cp(Y,Z) +- cp(Y,[Z,X]) + cp(Z,[X,Y]) 

for Y, z E g and cp E V2 (g,p). A straightforward calculation shows that 
n (X f-+ n(X)) is a representation of g in VZ(g,p). Suppose cp E C2 and that 

(3.12.15) IJ'x(Y) = cp(X,Y) (X, Y E g). 

Then sin ce dep = O, we find from (3.12.1 ), (3.12.5), and (3.12.15) that 

(3.12.16) n(X)cp = dtpx (X E g). 

This equation shows that n(X) maps C2 into B 2 for ali X E g. In particular, 
C2 is invariant under n, and we write n 2(X) = n(X) 1 C2 (X E g). By Corollary 
3.11 .3, C2 is the direct sum of c; and c;. On the other hand, (3.12.16) shows 
that c; c;:; B 2 • So in order to prove (3.12.13), it is enough to prove that 
c; c;:; B 2 • 

Suppose p E c;, so that n(X)p =O for ali X E g. Since dp =O, we 
see that, on summing (3.12.14) over ali cyclic permutations of X, Y, Z (and 
denoting such sums by :L;), 

L; p(X,[Y,Z]) = O (X, Y, Z E g). 

Substituting this in the relation n(X)p = O, we get 

(3.12.17) p(X)P(Y,Z) = p(X,[Y,Z]) (X, Y, z E g). 

Now :Dg = g, so we conclude from this relation that p maps g x g into the 
linear span F, of ranges of p(X), X E g (cf. (3.11.11 )). On the other hand, 
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(3.12.16) implies that dPx =O, X E g. If we now write p, for the represen­

tation of g obtained by restriction to F" we can use the previous result that 

H 1(g,p,) =O to obtain, for each X E g, an element v(X) E F, such that 

Px = ev(X); i.e., 

(3.12.18) P(X,Y) = p(Y)v(X) (X, Y E g). 

Since F, n F. = O, it is obvious that v(X) is uniquely determined. Conse­

quently, the map v (X c--+ v(X)) is linear. If we substitute (3. 12.1 8) in (3. 1 2.17), 

we get 

p(X)(p(Y)v(Z) - v([Y,Z]} = O (X, Y, Z E g). 

Thus p(Y)v(Z) - v([ Y,Z]) E F". Since p(Y)v(Z) - v([ Y,Z]) E F" we ha ve 

p(Y)v(Z) - v([Y,Z]) = O (Y, Z E g). 

Using this in (3.12.18), we obtain 

(3.12.19) P(X,Y) = p(Y)v(X) = v([Y,X]) (X, Y E g). 

It follows easily from (3.12.19) that p = -dv, so pE B 2 • Thus C,7 c;; B 2 • 

As observed earlier, this completes the proof of the theorem. 

3.13. The Theorem of Weyl 

We now use the relation H 1(g,p) =c O to prove one of the most funda­

mental theorems in the theory of semisimple Lie algebras, namely, the theo­

rem of H. Weyl, which asserts that every finite-dimensional representation of 

a semisimple Lie algebra is semisimple. Weyl proved this by transcendental 

arguments based on his theory of compact semisimple Lie groups. Our 

present method is algebraic. 

Theorem 3.13.1. Let g bea semisimple Lie algebra over k. Then al! finite­
dimensional representations of g are semisimple. 

Proof Let V be a finite-dimensional vector space over k and a a repre­

sentation of g in V. Let W bea subspace of V that is invariant under a. We 

show that there is a subspace W' of V that is complementary to W and in­

variant under a. Assume that W -:F O, W -:F V, and select some subspace W 
of V complementary to W. Let B 0 be the projection of V onto W parallel to 

W. If A is any projection of V onto W, i.e., A 2 =A and A[V] = W, then the 

null space N A of A is complementary to W; NA is invariant under a if and only 
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if A commutes with a, i.e., 

(3.13.1) [a(X),A] -=O (X E []). 

Now Ba may not satisfy (3.13.1), so we have to modify it in order tobe able 
to construct a projection A of V onto W satisfying (3.12.1). To this end, 
therefore, we introduce the vector space F of ali endomorphisms C of V such 
that C[V] s W and C[W] = O. Since W * O and W * V, it follows that 
F * O. It is easy to see that an endomorphism A of V is a projection of V 
onto W if and only if it is of the form Ba - C for a suitable C E F. Conse­
quently, in order to construct a projection A of V onto W satisfying (3.13.1 ), 
it is sufficient to construct an element C E F such that 

(3.13.2) [a(X),Ba] -= [a(X),C] (X E []). 

It follows from the definition of F that if D E F, then for any endomor­
phism L of V that leaves W invariant, both L D and DL belong to F. In par­
ticular, if we set 

(3.13.3) p(X) · D -~ [a(X),Dj (X E n, D E F), 

then, p(X): D ~ p(X) · D is an endomorphism of F for any X E !1· It is 
elementary to verify that p is a representation. On the other hand, it follows 
from the relations Bav E W (v E V) and Baw = w (w r= W) that for any 
X E g, [a(X),Ba] is an element of F. Let 

(3.13.4) {}(X) = [a(X),Ba] (X E n). 

Then (} is a linear map of n into F. 
We now calculate d(}. From (3.12.1) we have, for X, y E n, 

(d{})(X, Y) == [a(X),[a(Y),Ba]] - [a(Y),[a(X),Ba]] [a([ X, Y]),B 0 ] 

-~, O. 

So (} E C1 (O,p). Sin ce H 1 (g,p) = O by Theorem 3. 12.1, it follows that there is 
an element C E F such that (}(X) = p(X) · C for ali X E g. Thus [a(X),Ba] = 

[a(X),C] for ali X E n, which is just (3.13.2). This completes the proof of the 
theorem. 

Weyl's theorem reduces the study of arbitrary representations of a semi­
simple Lie algebra to the study of its irreducible representations. It was Cartan 
who first obtained a description of ali the irreducible representations of a 
complex semisimple Lie algebra. His method involved an extremely detailed 
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consideration of the classification of simple Lie algebras; a general algebraic 
method for this problem was devised only recently by Harish-Chandra. The 
same question had been solved earlier by H. Weyl using transcendental 
methods. We treat these developments in the next chapter. 

3.14. The Levi Decomposition 

We now prove that any Lie algebra is a semidirect produci of its radical 
and a semisimple subalgebra. Such decompositions are known as Levi decom­
positions and are very useful in reducing problems about general Lie algebras 
to problems of solvable and semisimple Lie algebras. We begin with the 
definition of semidirect products. 

Let q, m be Lie algebras over k, a a representation of m in q such that 
a(Y) is a derivation of q for ali Y E m. For X, X' E q and Y,Y' E m, let 

(3.14.1) [(X,Y),(X',Y')] = ([X,X'] + a(Y)X'- a(Y')X,[Y,Y']). 

It is then easily verified that this converts the vector space q X m into a Lie 
algebra. We denote it by q X,. m and cali it the semidirect product of q with 
m relative to a. If a === O, we obtain the direct product, denoted by q x m. 
If q' = q X {O} and m' ={O} X m, it is obvious from (3.14.1) that q' is an 
ideal and m' a subalgebra of q x,. m, and that 

(3.14.2) q' + m' = q x,. m, q' n m' =o. 

Conversely, let g be any Lie algebra over k, q an ideal and ma subalgebra of 
B such that 

(3.14.3) q + m = g, q n m =o. 

For Y E m and X E q, let a(Y)X = -[X,Y]. Then a ( Y r--+ a(Y)) is a re­
presentation of m in q and a(Y) is a derivation of g for ali Y E m. It is then 
easy to verify that 

(3.14.4) -r:(X,Y) r--: X+ Y (X E q, Y E m) 

is a Lie algebra isomorphism of q x,. m with g and that 

(3.14.5) -r[q X {O}] = q, -r[{O} x m] = m. 

Let g be any Lie algebra over k and q its radical. By a Levi suba/gebra of B 
we mean a subalgebra m such that (3.14.3) is satisfied. Since g/q is semisimple 
and m is isomorphic to it, a Levi subalgebra is necessarily semisimple. The 
relation (3.14.3) is then called a Levi decomposition of g. The main theorem 
of this section is that of Levi-Mal'cev, which asserts that any Lie algebra 
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admits Levi subalgebras. We shall also prove the result of Mal'cev-Harish­
Chandra, which asserts that any two Levi subalgebras are conjugate under a 
naturally defined subgroup of the group of automorphisms of the Lie algebra. 

Theorem 3.14.1. Let g be a Lie algebra over k, q its radical. Then g 
admits Levi suba/gebras. If nt is a Levi subalgebra of g, then it is a/so a Levi 
subalgebra of:Dg, and:Dg = [q,g] + 11t is a Levi decomposition of:Dg. 

Proof We prove the existetlce of a Levi subalgebra of g by induction on 
dim q. If dim q =O, g itself is a Levi subalgebra. So Jet dim q > 1, and as­
sume the existence of Levi subalgebras for any Lie algebra whose radical has 
dimension < dim q. We consider two cases. 

Case 1: :Dq o:F O. Let g' = g/:Dq and let n be the natural map of g onto 
g'. Then n[q] = q' is the radical of g' by Theorem 3.10.5. By the induction 
hypothesis, g' admits Levi subalgebras. Let m' be one of them, and Jet rn 0 = 
n- 1(m'). Then g = q + 11t 0 and :Dq = q n nt 0 • Now, :Dq is a solvable ideal of 
rn 0 , and ttt 0 /:Dq is isomorphic tom', which is semisimple. So :Dq = rad rn 0 by 
Theorem 3.10.5 again. Further, since q is solvable, dim :Dq < dim q. So by the 
induction hypothesis we can find a Levi subalgebra m of rn 0 • It is now obvious 
that m satisfies (3.14.3) and is thus a Levi subalgebra of g. 

Case 2: :Dq =O. q is thus abelian. Let g1 = gfq, and let n be the natural 
map of g onto g 1 • Select a linear map p of g 1 into g such that n o p is the 
identity. For any X 1 E g1, write p(X1) for the endomorphism ad XI q where 
X E g is such that n(X) = X 1 ; the fact that q is abelian implies easily that 
this is a valid definition. Obviously, p (X1 r--+ p(X1)) is a representation of the 
semisimple Lie algebra g1 in q, and 

(3.14.6) 

For X, Y E g1, Jet 

(3.14. 7) O(X,Y) = [p(X),p(Y)] - p([X,Y]). 

Since n is a homomorphism and n o p is the identity, it is clear that p([X,Y]) 
and [p(X),p(Y)] both lie above the same element, namely [X,Y], of g1 • So 
O(X,Y) E q. A trivial verification shows that O is a skew-symmetric bilinear 
map of g1 X g1 into q. We claim that dO= O, dO being defined by (3.12.5). 
In fact, if X, Y, Z E g1 and l: denotes summation over the cyclic permuta­
tions of X, Y, Z, we see from (3.14.6) and (3.14. 7) that 

-dO(X,Y,Z) = l:fO(X,[Y,Z]) + p(X)O(Y,Z)} 

= l:{-p([X,[Y,Z]]) + [p(X),[p(Y),p(Z)]]} 

= - p(l:[X,[Y,Z]]) + l:[p(X),[p(Y),p(Z)]] 

=0, 



226 Structure Theory Chap. 3 

by the Jacobi identity. Now, H 2(g 1,p) =O, since g1 is semisimple. Hence 
there is a linear map v of g1 into q such that (} = dv, i.e., 

O(X,Y) = p(X)v(Y) - p(Y)v(X) -- v([X,Y]) (X,Y E g1). 

In other words, using (3.14.6) and (3.14.7), we have 

(3.14.8) [.u(X),ţt(Y)]- ţt([X,Y]) = [ţt(X),v(Y)]- [ţt(Y),v(X)]- v([X,Y]) 

for all X, Y E g 1• Let us now write 

A.(X) = ţt(X) - v(X) (X E g1). 

Since the values of v are in q, noA. is also the identity, and hence A. is also a 
linear injection of g1 into g. If we now remember that [v(X),v(Y)] = O for 
ali X, Y E g1, we can conci ude at once from (3. 14.8) that A. is ahomomorphism 
ofg 1 into g. Consequently, ifm = A.[g 1], then m is a subalgebra ofg, and the 
relations (3. 14.3) are satisfied. 11t is thus a Levi subalgebra. 

The induction argument is completed, so we ha ve proved the existence of 
a Levi subalgebra for any Lie algebra. 

Now let p = [q,g], and let m bea Levi subalgebra of g. Since g = q + tit, 
1>g = [g,g] = [q,g] + [m,m]. But 1>m = m, because 11t is semisimple. Hence 
1>g = p + 111, while p n m <;; g n m = O. Thus p is the radical of 1>g, and 
m is a Levi subalgebra of 1>g. Note that 

(3.14.9) ţJ = q (î 1>g. 

The theorem is completely proved. 

Let notation be as above. Then p = [q,g] is contained in nil rad g, by (iii) 
of Theorem 3.8.3. In other words, p is an ideal ing and ad X is nilpotent for 
any X E p. Now, if A is any finite-dimensional (not necessarily associative) 
algebra over k and Dis a nilpotent derivation of A, a direct calculation shows 
that exp D = 1 + I;,21 (1/s!)D' is a well-defined automorphism of A. Ap­
plying this to the present situation, we see that exp ad Zis an automorphism 
ofthe Lie algebra g for any Z E p. Let GP denote the group ofautomorphisms 
of g generated by the exp ad Z, Z E ţ1. lf y E GP, it is obvious that qY = q. 
So for any Levi subalgebra t1t of g and any y E GP, ntY is also a Levi sub­
algebra. We now prove the conjugacy theorem of Mal'cev-Harish-Chandra. 

Theorem 3.14.2. Let g be a Lie algebra over k, q its radical, ţJ = [q,g], 
and GP the group generated by exp ad Z, Z E p. lf m 1 ,11t 2 are two Levi sub­
algebras of g, there is y E GP such that m~ = m2 • 

Proof We prove this by induction on dim g. Assume the theorem to be 
true for ali Lie a1gebras of dimension <dim g. If dim 1>g < dim g, and nt; 
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(i = 1, 2) are Levi subalgebras of 1), they are also Levi subalgebras of :Dg, 
and the result follows from the induction hypothesis. We may thus assume 
that :D(l = \l Then by 3.14. 9, 1J = 11; in particular, q = nil rad (1. Let c be 
the center of Il· c is easily seen to be a nonzero ideal of (1. Two cases arise. 

Case 1: c =!=-Il· Let lll; (i = 1, 2) two Levi subalgebras of (1. Let n' = n/c, 
and m', (resp. 11') (i = 1,2) be the image of lll; (resp. !l) in g'. Then m; 
is a Levi subalgebra of g' for i = 1, 2, and 11' = nil rad g' = rad g'. 
So by the induction hypothesis, we can tind z; , ... ,Z~ E 11' such that (m'1 )x' 
= m;, where x' = exp ad Z'1 • • • exp ad Z~. Let Zj be an element of 11 such 
that its image ing' is Z~ (l < j < s). Ifwe write x = exp ad Z 1 • • • exp ad Z" 
then lll! s lll 2 + c. Now, {J = m2 + c is a Lie algebra with dim {J < dim g, 
c = rad {J, and lll! ,m 2 are two Levi subalgebras of (J. So by the induction 
hypothesis, we can tind elements Y 1, ••• ,Y, E c such that (m!)' = m 2 , where 
z = exp ad Y, · · · exp ad Y,. Jf y = zx, then y E G11 and m{ = m2 • 

Case 2: c = Il· In this case 11 is abelian. Also, as before, [q,g] = Il· Let 
m; (i = 1, 2) be Levi subalgebras of g. If Y E Q, (ad Y)2 = O, so 

(3.14.10) exp ad Y = 1 + ad Y (Y E Q). 

Let E~ and Em, be the projections of l1 onto 11 and m1 respectively, correspond­
ing to the direct sum decomposition l1 = 11 + m1• Em, is obviously a homo­
morphism. Moreover, Em, is zero precisely on g, so Em, is injective on m2 • 

So the restriction E of Em, to m2 is a Lie algebra isomorphism of m2 onto m,, 
and we have 

(3.14.11) 

lf we now write the condition that E is a homomorphism, and remember that 
11 is abelian, we can conci ude from (3.14.11) that 

(3.14.12) E,i[Z,Z']) = [Z,E11(Z')] + [Eq(Z),Z'] 

for ali Z, Z' E m2 • Let p(Z) = ad Z 1 q for Z E m2 • Then (3.14.12) becomes 

(3.14.13) p(Z)E,lZ') - p(Z')Eq(Z) - E"([Z,Z']) = O 

for Z, Z' E m2 • In other words, dE" = O. Since H 1(m 2,p) =O, it follows that 
there is an element Y E 11 such that Eq(Z) = [Z,Y] for ali Z E 111 2 • But then, 
by (3.14.10), 

E(Z) = Z + (ad Y)(Z) 
= (exp ad Y)(Z). 

lf y = (exp ad Y)- 1 , then y E GP and llt{ = 111 2 • This completes the proof of 
the theorem. 
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Corollary 3.14.3. Let 11l be a Levi subalgebra of g, et a semisimple subalge­

bra. Then there is y E GP such that aY <;; m. In particular, a maxima! semisim­

ple subalgebra is a Levi subalgebra. 

Proof g0 = q + et is a subalgebra, and et is a Levi subalgebra of g0 , 

while q = rad(g 0). Let et' = 111 n g0 • Then Bo = q + et', and q n et' =O, so 
a' is also a Levi subalgebra of g0 • Since [q,g 0] <;; [q,g], we can find y E Gv 
such that etY = et' <;; nt. 

3.15. The Analytic Group of a Lie Algebra 

We shall now use the Levi-Mal'cev theorem to prove the global version 
of the third fundamental theorem of Lie, namely that given a real or complex 
Lie algebra, there is an analytic group whose Lie algebra is isomorphic to the 
given one. Throughout this section, k = R or C. 

We begin with the concept of semidirect products for Lie groups. Let A 
and B be analytic groups and Jet t (b ~ tb) bea homomorphism of B into the 
group of automorphism of the analytic group A. For b E B, a E A, write 
tb[a] for the image of a under tb. We assume that the map (a,b) ~ tb[a] is 
analytic from A x B into A. For a 1,a2 E A and b 1,b2 E B, let 

(3.15.1) 

Let IA and 10 be the respective identities of A and B. It is then easily verified 
that (3.15.1) converts the set A x B into a group and that 

(3.15.2) 

It is clear from the analyticity of the map (a,b) ~ tb[a] that on equipping 
A X B with the product analytic structure, we obtain an analytic group. We 
denote this analytic group by A X, B and call it the semidirect produc! of A 

with B relative to t. If tb is the identity for aii b E B, this reduces to the usual 
direct product. 

For a E A and b E B, Jet 

(3.15.3) a'= (a,1 0 ), 

and let 

(3.15.4) A'= A X {1 0 }, 

(3.15.5) 
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it follows that A' is a closed normal subgroup of A x, B, that B' is a closed 
subgroup, and that 

(3.15.6) b'a'b'-t = tb[a]' (a E A, b E B). 

Let CI and li be the respective Lie algebras of A and B. Let G = A x, B. 
For any b E B, tb is an automorphism of A and its differential1:b is an auto­
morphism of CI; moreover 

(3.15.7) tb [exp X] = exp 7:b(X) (X E CI). 

Since b ,__. tb is a homomorphism, the map 1: (b ,__. 1:b) is a homomorphism of 
B into the group of automorphism of CI. It follows easily from (3. 1 5.7) that 1: 
is an analytic map of B into GL(CI). Let a be its differential. Since each 1:b is 
an automorphism of CI, it follows that a(Y) is a derivation of CI for each Y E 

li. We may therefore form the semidirect product g = CI X" li. g is said tobe 
associated with G. · 

We now show that there is a natural isomorphism of the Lie algebra of G 
with CI X a o. Let g' be the Lie algebra of G, and let CI' and li' be the respective 
subalgebras of g' defined by A' and B'. CI' is an ideal of g', and 

(3.15.8) CI'+ li'= g', CI' n li' = O. 

Let X,__. X' (resp. Y ,__. Y') denote the isomorphism of CI onto CI' (resp. b 
onto li') corresponding to the isomorphism a,__. a' (resp. b ,__. b') of A onto 
A' (resp. B onto B'). It is clear from (3. 1 5.6) that for any b E B and X E CI 

(exp7:b(X))' = b' expX'b'- 1 , 

from which we conclude that 

(3.15.9) 

If we differentiate this relation, we get 

(3.15.10) (a(Y)X)' = [Y',X'] (Y E o, X E CI). 

The last equation makes it clear that the map (X,Y) ,__.X' + Y' is a Lie 
algebra isomorphism of CI X a O onto g'. 

Now consider the converse problem of associating a semidirect product 
of groups with a given semidirect product of Lie algebras. Let A and B be 
simply connected analytic groups with Lie algebras CI and & respectively, and 
Jet a be a representation of & in CI such that a(Y) is a derivation of CI for ali 
Y E &. Since B is simply connected, there is a representation 7: (b ,__. 1:b) of 
B in CI whose differential is a. Clearly, each 1:b is an automorphism of CI and 
thus is the differential of an automorphism 1:b of A, the existence and unique-· 
ness of tb being an immediate consequence of the simple connectedness of A. 
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We leave the easy verification of the analyticity of the map (a,b) ~ tb[a] to 
the reader. We may thus form the semidirect product G = A x, B. It is 
said to be associated with !) = a x" o. Clearly, a x" o is associated with 
A x,B. 

Semidirect products occur naturally in many problems. As an interesting 
class of examples, we mention the case when A is a vector space and b ~ th 

is a representation of B in A. 
We now state and prove the global version of the third fundamental 

theorem of Lie. 

Theorem 3.15.1. Let!) bea Lie algebra m•er k ( = R or C). Then there is a 
simply connected analytic group whose Lie algebra is isomorphic to g. 

Proof Note that if the theorem is true for two Lie algebras a and o, and 
if a is a representation of a in o such that a(Y) is a derivation of a for aii 
Y E o, then it is also true for a x" o. For Jet A and B be siinply connected 
analytic groups whose Lie algebras are respectively isomorphic to a and o. 
Let us assume, by appropriate identification, that a and o are actually the 
respective Lie algebras of A and B. Then the semidirect product of A with B 
that is associated to a x" o is a simply connected analytic group whose Lie 
algebra is isomorphic to a x" o. 

This said, we come to the proof of the theorem. Consider first two special 
cases. Case 1: g solvable. We prove the theorem in this case by induction on 
dim !). For dim !) = 1 this is trivial. Since l)g =F g, we can select a subspace 
a s; 9 such that l)!) s; a and dim(g/a) = 1. Let o bea subspace of dimension 
1 complementary to a, and for X E a, Y E o, let a(Y)X = [ Y,X]. Since 
[a,9] s; l)9 s; a, a is an ideal of g, a(Y) is a derivation of a for Y E a, and 
a is a representation of o in a. The theorem is true for a and o by the induc­
tion hypothesis. So since 9 is isomorphic to a x" o, the theorem is true for 9 
too. Case 2: 9 semisimple. Then the adjoint representation of g is faithful 
and so gives rise to an isomorphism of 9 with a subalgebra g' of gl(9). Let G' 
be an analytic subgroup of GL(g) defined by g', G a universal covering group 
of G'. Then G is a simply connected analytic group whose Lie algebra is 
isomorphic to 9· 

We now come to the general case. Let a= rad g and o a Levi subalgebra 
of 9· For X E a, Y E o, let a(Y)X = [ Y,X]. Then g is obviously isomor­
phic to a x" o. Since a is solvable and o is semisimple, the theorem is true 
for them. So the theorem is true for g. This completes the proof. 

3.16. Reductive Lie Algebras 

It is possible to use the foregoing results to obtain some general results 
concerning semisimple representations of arbitrary Lie algebras and the 
structure of reductive Lie algebras. 
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Lemma 3.16.1. Let A be an associative algebra with unit l over k, S a 
subset of A such that S and 1 generate A. Let D bea derivation of A with the 
property thatfor each u E S, there is an integer n(u) > O such that nncu>u =O. 
Thenfor each v E A we canjind an integer n(v) >O such that nncv>v =O. In 
particular, if A is finite-dimensional, D is a nilpotent derivat ion of A. 

Proof For u, v E A and any integer m > O, we ha ve the Leibniz formula 

Let A' be the set of ali u E A with the property that for some in te ger m(u) > O, 
nmcu>u = O. Then the above formula shows that A' is a subalgebra of A con­
taining S. Hence A' = A. The second assertion follows trivially from the first. 

Theorem 3.16.2. Let g be a Lie algebra over k and let q = rad g. Then 
[q,g] is a p-nil ideal for any representation p of g and is the intersection of the 
kernels ofthe semisimple representations ofg. Moreover, there is a semisimple 
representation whose kernel is precisely [q,g]. In particular, g has a faithful 
sernisimple representation if and only if q is the center of g. In this case, g is the 
direct sum of g and :Dg, and :Dg is semisimple. 

Proof Let p = [q,g]. We begin by proving that if p is any representation 
of g in a finite-dimensional vector space V over k, then p(X) is nilpotent for 
X E p. Clearly, we may assume that k is algebraically closed. Suppose first 
that p is irreducible. p being a nil ideal of g, p[p] is a nil ideal of p[g]. Let E 
be the associative algebra of ali endomorphism of V, and for X E p, Jet Ax 
be the endomorphism M f--+ p(X)M- Mp(X) of E. Fix X E p. Then Ax is a 
derivation of E and Ax induces a nilpotent endomorphism of p[g]. On the 
other hand, p being irreducible, p[g] generates E. So by Lemma 3.16.1, Ax is 
nilpotent. Using the Jordan decomposition of p(X), we conclude easily that 
p(X) is of the form c · 1 + N, where c E k and N is nilpotent. But tr p(X) = O 
because X E :Dg. So c = O, and p(X) is nilpotent. It now follows easily 
from Lemma 3.8.2 that p[p] = O if p is semisimple and that pisa p-nil ideal, 
for arbitrary p. 

Let g' = gj[q,g], and Jet n be the natural map of g onto g'. Write q' = n[q]. 
By Theorem 3.10.5, q' is the radical of g'. Sin ce [q' ,g'] =O, q' is the center of g'. 
Let m' bea Levi subalgebra of g'. Then 

:Dg' = [g' ,q'] + [g' ,m'] 

=~ [q',m'] + [m',m'] 

= ttt', 

showing that m' = :Dg' is an ideal of g' · g' is thus the direct sum of the ideals 
q' and nt'. m', being semisimple, has a faithful semisimple representation. 
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q', being abelian, is trivially seen to possess a faithful semisimple representa­
tion too. So g' has a faithful semisimple representation. This gives rise to a 
semisimple representation of g whose kernel is precisely [q,g]. The remaining 
assertions follow trivially from this. 

A Lie algebra g is called reductive if its radical coincides with its center 
(cf. Koszul [1]). 

Theorem 3.16.3. Let g be a Lie algebra over k. Then the fo/lowing state­
ments are equivalent. 

(i) g is reductive 
(ii) g has a faithful semisimple representation 

(iii) The adjoint representation of g is semisimple. 
(iv) :Dg is semisimp/e. 

In this case, g is the direct sum of its center and :Dg. 

Proof (i) <:o> (ii) and (i) => (iv) by the previous theorem. If :Dg is semi­
simple, it must bea Levi subalgebra of g by Theorem 3.14.1. So g = q + 
:Dg is a direct sum. But then [q,g] s:; q n :Dg = O, so q = center(g). Thus 
(iv) <:o> (i). If g is reductive, then ad[g] = ad[:Dg] and :Dg is semisimple, so by 
Weyl's theorem, the adjoint representation ofg is semisimple. Thus (i) => (iii). 
Conversely, let (iii) be true. Let c be the center of g, and tJ a subspace of g 
complementary toc and invariant under ad[g]. Then tJ is an ideal. Obviously, 
as [c,b] =O, center(tJ) s:; center(g), so center(tJ) =O. Thus the adjoint rep­
resentation of tJ is faithful; since ad[b] = ad[g], it is even semisimple. So 
by the previous theorem tJ is reductive. Since center(b) =O, tJ is semisimple, 
and since tJ = :Dg, we have (iv). This completes the proof. 

Corollary 3.16.4. Let 11 be the nil radical of g, f) = g/n, and Jet y be the 
natural map of g onto f). Then f) is reductive, and y[q] is the center of f). lf 
g = q + m is a Levi decomposition of g, then f) = y[q] + y[m] is a Le1•i de­
composition off), and y is a bijection ofm onto y[m]. 

Proof By Theorem 3. 10.5, y[q] = rad f). Since [q,g] s:; tt, we ha ve 
[y[q],fJ] = O. This implies that {J is reductive and that y[q] is the center of f). 
Since m n tt = O, y is a bijection on m. The rest is trivial. 

From these two theorems we can obtain the following decisive criterion 
for the semisimplicity of a representation of an arbitrary Lie algebra. 

Theorem 3.16.5. Let g be a Lie algebra Ol'er k, p a finite-dimensional 
representation of g. Then p is semisimple if and only if p(X) is a semisimple 
endomorphism for every element X in the radical of g. 
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Proof Let q = rad g. To prove that p(X) is semisimple for ali X E q 
when p is semisimple, we may assume that k is algebraically closed. Let p 
be semisimple. Then p 1 [q,g] =O, by Theorem 3.16.2, so p induces a semisim­
ple representation of g/[q,g]. We may therefore assume that q is the center of 
g (and hence that g is reductive) without loss of generality. Let X E q. To 
prove that p(X) is semisimple it is enough to prove that each eigen subspace 
of n(X) admits a complementary subspace invariant under p(X). Let V be 
the space on which p acts and Jet A. be an eigenvalue of p(X). Then v. = { v: 
v E V, p(X)v = A.v} is invariant under p, since [X,g] = O. So there is a sub­
space of V complementary to v. and invariant under p[g], in particular under 
p(X). We now turn to the converse. Suppose p is a representation of g in a 
finite-dimensional vector space V over k such that p(X) is semisimple for each 
X E q. Sin ce p[q] is the radical of p[g] by Theorem 3.10.5, we may, byreplacingg 
with p[g], assume that g c;; gl(V) and p(X) = X (X E g). Let X E [q,g]. Then 
adn X is nilpotent. On the other hand, X is semisimple, so by Lemma 3.1.11 
ad X is a semisimple endomorphism of gl( V); in particular, ad9 X is semisim­
ple. This shows that ad9 X = O, proving that [q,g] = O. g is thus reductive, 
and q = center(g). By passing if necessary to an algebraic closure of k, we 
come down to the case when k is algebraically closed. We can then tind 
distinct elements A.~> ... ,A.p of q* and subspaces V1, .. . ,VP of V such that V 
is the direct sum of the V; and V;= [v: v E V, Xv = A.;(X)v for ali X E q}. 
Since q = center(g), each V; is invariant under g. For any i, g 1 V; = :Dg 1 V;, 
so by Weyl's theorem applied to the semisimple Lie algebra :Dg, XH X[ V; 
is a semisimple representation of g. Hence X f-> X is a semisimple represen­
tation of g. 

Theorem 3.16.6. Let g be a Lie algebra over k and let p,p 1, • •• ,p, be 
finite-dimensional semisimple representations of g. Then the representations p* 
and p 1 @ · · ·@ p, are semisimple. 

Proof Let q = rad g. For X E q, p(X) is semisimple. Hence p*(X) is 
semisimple by Lemma 3.1.11. This proves that p* is semisimple. For the next 
assertion it is enough to consider the case s = 2; the general case follows by 
induction on s. Let p; act in the space V; and Jet 1; be the identity of V;. Then 
if T = p 1 @ p 2 , we have T(X) = p 1(X)@ 12 + 11 @ p 2(X) (X E g). For 
X E q, p 1(X) and p 2(X) are semisimple. Then •(X) is semisimple, and hence 
• is a semisimple representation. 

3.17. The Theorern of Ado 

The aim of this section is to prove the theorem of Ado, which asserts that 
a finite-dimensional Lie algebra over a field k of characteristic zero always 
possesses at least one faithful finite-dimensional representation. This was 
prove by A do in 1935 [1 ,2], but his proof appears to be incomplete at some 
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places. A complete proof was given by Cartan in 1938 [5] using global tran­
scendental methods; more recently, proofs using algebraic methods were 
given by Harish-Chandra [2] (cf. also Hochschild [1]. Essentially, we follow 
Harish-Chandra's method in this section. Ali Lie algebras considered in this 
section are finite-dimensional. 

Lemma 3.17.1. Let a be a Lie algebra over k, and let ~l be its universal 
enveloping algebra. 

(i) Suppose m is a proper two-sided ideal of K Then in order that dim 
(~/m) < oo, it is necessary and sufficient that for any a E ~ there exist an 
element p, in the algebra k[T] of polynomials in an indeterminate T with coeffi­
cients from k, such that p(a) E m 

(ii) Suppose m 1 are proper two-sided ideal of~l such that dim(~/m1) < oo 

(l < i < r). Let m = m1 • • • m,. Then m is a proper two-sided ideal of~{, 
and dim(~r;m) < oo. 

Proof (i) Suppose dim(~l/m) < oo and a E ~- Then for some integer 
N >o, 1,a,a2, ••• ,aN are linearly dependent modulo m. So p(a) E m for 
some p E k[T]. For the con verse, let m be a proper two-sided ideal of~. and 
let {X1, ••• ,Xn} bea hasis for a. For each i we can choose an integer N 1 > O 
and an element p1 E k[T], of the form 

such that p1(X1) E m. A simple induction on r shows that 

(3.17.1) X[ E m + I; k · Xt (r > 0). 
o-:;;;.s<Nt 

N ow use induction on m ( 1 < m < n) to conci ude that for all integers r 1 , ••• , 

rm >o, 

(3.17.2) X~···· X~· E m + I; k ·X~···· X~·. 
05'.st<Nt for 

t:::;;,;:;;;,m 

Taking m = n in (3.17.2) and using the Poincare-Birkhoff-Witt theorem, we 
find that the monomials X~· · · ·X;· (O < s1 < N 1 for 1 < i < n) span ~l 
modulo m. Thus dim(~/m) < N 1 • • • Nn < oo. 

(ii) Clearly, m ~ !1 1 ";~,;;, m 1, so m is proper. Suppose a E ~. We can 
choose p1 E k[T] such that p1(a) E m 1• Write p = p 1 • • • p,. Then p E k(T] 
and p(a) E m. So by (i), dim(~l/m) < oo. 

Lemma 3.17.2. Let a,~ be as above. Suppose that n is an ideal of a and p 
is a finite-dimensional representation of a such that p(X) is ni/potentfor al/ X E 
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n. Let a be the representation of~{ that extends p and let S'r denote the kernel 
of p. Let 

(3.17.3) iJRP =(.fi'+ ~flt~()P (p = 1,2,,, .). 

Then we ha ve the following properties. 

(i) iJRP is a proper two-sided ideal of~{, and dim(W/iJRP) < =for ali p > 1 
(ii) Jf D is a derivat ion of a that maps a into n, and if D is the derivat ion 

of~( that extends D, then D[9J1p] s; 9J1Pfor p > 1 
(iii) There exists r > 1 such that iJRP s; Sl' 

Proof Let V denote the vector space on which a acts. Let Vi (O< i < r) 
be invariant subspaces for a such that V0 = V 2 V 1 2 · · · 2 V, = O and 
such that the representation ai of ~( in Vi_ 1jVi is irreducible (l < i < r). 
Write iJJ1 = Sl' + WnW. Then by (3.8.2), 

(3.17.4) iJJ1 s; {a: a E W, a(a)[Vi-1] s; vi for 1 < i < r}. 

From (3.17.4) we find that 1 r:ţ_ iJR. Hence iJJ1 is a proper two-sided ideal of~(. 
As St s; iJR, we must have dim(~(/iJR) < =. Hence by Lemma 3.17.1, dim(~{/iJ.Rp) 
< =for allp > 1. Further, it follows from (3.17.4) that if ai E iJJ1 (1 < i < r), 
then a( a 1 • • ·a,) = O. This proves (iii). Suppose finally that Dis a derivation 
of a that maps a into n and that D is its extension to a derivation of Wl. S'ince 
D1 = O, D[a] s; n, and a generates ~(, we see that D maps ~( into ~(tt~(, so 
D[iJR] s; iJR. Consequently D leaves iJRP invariant for aU p > 1. 

Lemma 3.17.3. Let notation be as above and let r > 1 be such that iJR, s; 
St. Let U = ~{/iJR" let y be the natural map of~( onto U, and let e be the natural 
representation of~( in U. Let b be the Lie algebra of ali derivations of a that map 
a into 11. For D E b, let ÎJ be the endomorphism of U induced by D. Then we 
have the following: 

(i) D ~ ÎJ is a representation of b in U. 
(ii) For a E ~( and D E b, e(Da) = [ÎJ,e(a)] 

(iii) lf D E b is ni/patent, ÎJ is ni/patent. 

Proof Since D ~ D is a representation of b in W, (i) is immediate. 
Suppose that a, b E K Then 

ecna)(y(b)) = y((Da)b) 

= y(D(ab) -- y(aDb) 

= ÎJy(ab)- eCa)y(Db) 

= ne(a)y(b)- eCa)Dy(b) 
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This proves (ii). To prove (iii), let 1 > 1 be such that D1 X= O for ali X E a. 
lf X 1, ••• ,Xq E a, then DP(X1 • • • Xq) is a linear combination of terms of 
the form (D''X1) • • • (D''Xq) =a ...... ,,, with s 1 >O for ali i and s 1 + · · · 
+ sq = p. Now, a,,, ....• , = O if some si> 1. Suppose si < /for ali i. If p > r/, 
then the number of indices i with s; > O is at least r, so a", ... ,,, E (~ht~O' .::; 
9J1,. So if p > rl, DP maps W into 9]1" showing that (D)P = O. This proves (iii). 

Lemma 3.17.4. Let g bea Lie algebra over k, and let g =a+&, where a 
is an ideal and& is a subalgebra ofg, the sum befng direct. Suppose nisan ideal 
of a such that [&,a] <:;; tt. Let 03 be the universal enveloping algebra of g, ~{ the 
subalgebra ofili generated by a. Suppose u is a finite-dimensional representation 
of~{ such that u(X) is nilpotent for al! X E n. Then there exists a finite-dimen­
sional representation u' ofili with the following properties. 

(i) The kernel of u' 1 ~{ is contained in the kernel of u 
(ii) Jf X E g, then u'(X) is nilpotent provided either that X E a and u(X) 

is nilpotent, or that X E & and (ad X) 1 a is nilpotent. 
(iii) Furthermore ifn is nilpotent, thenfor any X E n and Y E & such that 

(ad Y) 1 a is nilpotent, u'(X + Y) is nilpotent. 

Prcof We use the notation of the previous lemma. Let St = kernel(u). 
For Y E &, let Dy be the derivation X~ [ Y,X] of a. Then Dy E b for ali 
Y E &. We now detine the map u' (g _, g!(U)) by 

(3.17.5) u'(X + Y) = c!'(X) + Dy (X E a, Y E &). 

It foliows from (i) and (ii) of Lemma 3.17.3 that u' is a representation of g in 
U. We extend u' to a representation ofili in U and denote the extension by u' 
also. lf a E ~f, then u'(a) = c!'(a), so the kernel of u' 1 ~{ is precisely 9J1,. Since 
9J1, .::; fi, we have (i). If X E a and u(X) is nilpotent, X1 E St for some 1 > O. 
So X'1 E 9)1" proving that u'(X)'1 = 0. lf X E o is such that Dx is nilpotent, 
then u'(X) = Dx is nilpotent by (iii) of previous lemma. We thus have (ii). 
Suppose now that tt is nilpotent and Y E & is such that Dy is nilpotent. Let 
LJ = tt + k· Y. Then LJ is a subalgebra and tt is an ideal in 1). Since tt and t)/tt 
are nilpotent, tJ is solvable. Therefore, if 

c = [Z:Z E t), u'(Z) is nilpotent}, 

then c is an ideal of (J (Theorem 3.7.6). Since n .::; c and Y E c, c = tJ. In 
particular, u'(X + Y) is nilpotent for ali X E 11. 

This proves the lemma. 

Corollary 3.17.5. Suppose u is faithful on a. Then u' is faithful on a. 

Proof This foliows at once from (i). 
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Corollary 3.17.6. Suppose g is a ni/patent Lie algebra Ol'et k. Then g has 
a faithful finite-dimensional nil representation. 

Proof We use induction on dim(g). lf dim(g) = 1, this is obvious. For 
dim(g) > 1, we select an ideal CI of n such that dim(CI) = dim(g) - 1. Let X 
be an element of n not in CI, and Jet lJ = k ·X. We use the above lemma with 
CI = 11 and a as a finite-dimensional representation of 9! such that a 1 CI is a 
faithful nil representation. Then p' = a' 1 n is a nil representation that is 
faithful on CI. On the other hand, since dim(IJ/CI) = 1, we can find a nil-repre­
sentation p" of n such that a is the kernel of p". The direct sum of p' and p" 
is a faithful nil representation of g. 

We now state and prove the following version of Ado's theorem. 

Theorem 3.17.7. Let n bea Lie algebra Ol'et k and 11 its nil radical. Then 
there exists a faithful finite-dimensional representation p of g such that p(X) is 
ni/patent for al/ X Ee 11. 

Proof We use induction on dim(\}). Suppose first that n is solvable. In 
view of the preced ing corollary, we may assume that 11 * rJ. N ow :Dg c; 11; 

hence if CI is any linear subspace of n such that CI c; 11 and dim(CI) = dim(g) 
- 1, then CI is an ideal of g and [g,CI] c; :nn c; 11. Choose any such a and 
an element X E= g not in CI. We write (J = k ·X. By the induction hypothesis, 
there is a finite-dimensional representation a of 9( such that a 1 CI is faithful 
and a In is a nil representation. The direct sum p of p' and p", where p" is a 
nil representation of g with kernel CI, has the required properties to carry the 
induction forward. 

Suppose that g is not solvable. Let <1 == rad (1, and let n = q + m be a 
Levi decomposition of (1. Then dim(!l) < dim(g), so by the induction hypothe­
sis there is a faithful finite-dimensional representation a of <l such that a In 
is a nil representation. By Theorem 3.8.3, [lll,!l] c; 11. We apply Lemma 3.17.4 
and its corollaries to derive the existence of a finite-dimensional representation 
p' of g such that p' is faithful on q and p' In is a nil representation. On the 
other hand, gjq is semisimple, so its adjoint representation is already faithful. 
So we can find a finite-dimensional representation p" of n such that q ~~ 
kernel(p"). If p is the direct sum of p' and p", then p is faithful and pIn is a 
nil representation. This completes the induction argument. 

The theorem is completely proved. 

Let us now assume that k = R or C and that 11 is a Lie algebra over k. 
From Ado's theorem we immediately have thc following. 

Theorem 3.17.8. Let g be a Lie algebra orer k =~ R or C. Then there 
exists an integer n 2': 1 anei an analytic subgroup C of CL(n,k) such that the 
Lie algebra of c is isomorphic !o n. 
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We thus have the remarkable result that any analytic group is locally 
isomorphic to a matrix group. At the same time the above theorem yields 
another proof of the global version of the third fundamental theorem of Lie. 

It must be remarked, however, that an analytic group may not always be 
globally isomorphic to some matrix group. More precisely, let G be an ana­
lytic group with Lie algebra g, and let n: be an analytic homomorphism of 

· G into GL(n,k); write p = dn:. If n: is faithful, then pisa faithful representa­
tion of g, but the con verse is not true in general. From the fact that p is faith­
ful we can conclude only that n: has discrete kernel. 

There are analytic groups which do not possess faithful finite-dimensional 
representations (cf. Exercise 15, Chapter 2). In the next section we prove that 
simply connected solvable groups have faithful finite-dimensional represen­
tations. We have already proved this for nilpotent groups (Theorem 3.6.6). 
For some of the subtler aspects of globally faithful representations we refer 
the reader to the exercises at the end of this chapter. 

3.18. Some Global Results 

Our concern so far has been almost exclusively with the structure of Lie 
algebras. In this section we discuss some of the group-theoretic implications 
of the preceding theory. Throughout this section k will be R or C; 'analytic' 
means k-analytic unless we state otherwise. 

Theorem 3.18.1. Let G be a simp/y connected analytic group with Lie 
algebra g. Let a be an ideal in g, A the analytic subgroup of G defined by a. 
Then A is a closed normal subgroup of G. 

Proof We need prove only that A is closed. By the global form of the 
third fundamental theorem of Lie, there exists an analytic group H whose Lie 
algebra {J is isomorphic to g/a. Then there exists a homomorphism A. of g 
onto {J such that a = kernel(A.). Since G is simply connected, we can find an 
analytic homomorphism n: of G onto H such that dn: = A.. Then A is the com­
ponent of the identity of the kernel of n:, which is closed in G. So A is closed. 

Actually, A is simply connected, as was proved by Mal'cev [1]. We have, 
in fact, the following theorem. 

Theorem 3.18.2. Let G be a simply connected analytic group and A a 
normal analytic subgroup. Then A is closed, A and G/A are both simply con­
nected, and the coset space G/A admits a global analytic section. 

Essentially, we follow Hochschild's method of proof [1]. We need some 
lemmas. Note that, by the preceding theorem, A is closed. 
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Lemma 3.18.3. Let ()bea Lie algebra oJ•er ajiefd k' of characteristic zero 
and a c;: (J an ideal which is maxima/ among the ideals of[J that are properly 
contained in LJ. Then there exists a subalgebra b of() such that 

(3.18.1) a -t- b = fJ, an b =O. 

Proof As L)/a has no ideals other than O and f)/a, either dim(f)/a) = 1 or 
1)/a is semisimple. Jf dim((J/a) = 1, we can take b = k' ·X, where X is any 
element offJ not in a. Suppose now that t)/a is semisimple. Then rad(()/ a) = O, 
so by Theorem 3.10.5, il = rad (J c;: a. Let (J = il + nt be a Levi decomposi­
tion of (J. Clearly, nt n a is an ideal of nt, so by Theorem 3.10.1 we can tind 
an ideal b of nt such that 11t is the direct sum of m n a and b. It is obvious 
that b satisfies (3.18.1 ). 

Lemma 3.18.4. Let H be a simpfy connected analytic group with Lie 
algebra(). Suppose that a is an ideal of[) and that b is a suba/gebra of[) such that 
(3.18.1) is satisfied. Let A and B be the respective analytic subgroups of H 
defined by a and b. Write tb[a] = bab- 1 (a E A, b E B). Then 

(a,b) ~ ab (a E A, b E B) 

is an analytic group isomorphism of A X, B onto H. In particular, A and B are 
both closed and simp/y connected, and we ha1•e 

(3.18.2) AB= H, An B = (IJ. 

Proof For Y E b Jet a(Y) = (ad Y) 1 a. Then the map ~((X, Y) ~ X + 
Y) is an isomorphism of a X a b onto (J. Let H' = A X, B be the semidirect 
product associated with a x a b (cf. §3.15). lf f)' is the Lie algebra of H', we 
ha ve an isomorphism ~· of f)' onto a X a b such that a' = ~'- 1 (a X {O}) and 
b' = ~'- 1 ({0} x b) are the subalgebras of f)' defined by A x {1} and {1} x B 
(cf. §3.15). Let 11 = ~· - 1 ~- 1 • Then 11 is an isomorphism of (J onto f)' that maps 
a onto a' and b onto b'. Since Hand H' are both simply connected, we have 
an analytic isomorphism n of H onto H' such that dn = 11· Then A = 

n- 1 (A x (1}) and B = n- 1 (ti J X B), so ali assertions of the lemma follow 
at once. 

Lemma 3.18.5. Let G be a simply connected analytic group with Lie 
algebra g. Suppose a,b 1, ••• ,b, are subalgebras ofg such that (i) g = t1 + b 1 + 
· · · + b, is a direct sum (of vector spaces), and (ii) if () 0 =a and f), = a + b 1 

+ · · · + b,, then the f), are al! subalgebras of g and f), is an ideal of ()H 1 
(O< i < r- 1). Let A,B 1, ••• ,B, be the respectiJ•e analytic subgroups of G 
dejined by a,b 1, • •• ,b,. Then these are al! closed and simply connected, and the 
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map 

is an ana/ytic diffeomorphism of A X B 1 X · · · X B, onto G. 

Proof For r = l, this foliows from the preceding lemma. We use 
induction on r. Assume that r > 2. Let H,_ 1 be the analytic subgroup of G 
defined by t),_ 1 • By the previous lemma, H,_ 1 and B, are closed and simply 
connected in G, and the map (h,b) f--lo hb is an analytic diffeomorphism of 
H,_ 1 X B, onto G. On the other hand, by theinduction hypothesis, A,B 1, ••• , 

B,_ 1 are ali closed in H,_ 1 and simply connected, and the map 

is an analytic diffeomorphism of A X B 1 X··· X B,_ 1 onto H,_ 1 • Combin­
ing these two facts, we get the result at once. 

We are now in a position to prove Theorem 3.18.2. It is obvious that we 
can choose subalgebras g = g0 ::::2 g1 ::::2 • • • ::::2 g, = CI such that for each 
i = l ,2, ... ,r, g1 is an ideal of g1_ 1 containing CI and g1 is a maxim al element 
of the set of ideals of g1_ 1 that are properly contained in g1_ 1 • Write t)1 = g,_ 1• 

By Lemma 3.18.3, we can find subalgebras o1 such that t)1 = t)1_ 1 + o1,{J1_ 1 

n o1 =O (l < i < r). From Lemma 3.18.5 we conclude that (i) A is closed 
and simply connected inG, (ii) the map (b 1, ••• ,b_) f--lo Ab 1 • • • b, is an analytic 
diffeomorphism of B 1 X · • · x B, onto G/A, and (iii) the map Ab 1 • • • b, f--lo 

b 1 • • • b, is a global analytic section for G/A. This proves everything stated 
in Theorem 3.18.2. 

Corollary 3.18.6. Assume that G is simply connected. Let a be the center 
ofg and Z the analytic subgroup ofG defined by 3· Then Zis simply connected. 

Next we examine some global properties of commutator subgroups. This 
willlead naturally to alternative definitions of solvable and nilpotent groups. 

If a, b are two elements of a group, define [a,b] to be the commutator 
aba- 1b- 1 • If A and Bare two subgroups of a group, define [A,B] tobe the 
groupgenerated by[a,b], witha E A, bE B. Notetbat[b,a] = [a,b]- 1 and that 
[A,B] is the set consisting of 1 and all elements of the form [a 1,b 1] • • • [a"b,] 
(r > 1, a1 E A, b1 E B for ali i). We recall also that if CI and li are two subalge­
bras of a Lie algebra, [CI,o] is the linear span of ali elements of the form [X,Y] 
with X E CI and Y E o. 

If A and Bare connected subgroups of a connected topologica! group G, 
then [A,B] is connected. For [A,B] = U,;o,o [A,B]" where [A,B] 0 = {l} and 
[A,B], = {[at>bd· · · [a"b,]: a1 E A, b1 E B for 1 < i < r} for r > 1. Since 
{A,B], is the image of (A x B). x (A x B) x · · · x (A x B) (r factors) un­
cler the continuous map 
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((a 1,b 1), ••• ,(a"b,)) ~ [a 1 ,b 1] • • • [a"b,], 

[A,B], is connected; since 1 E [A,B], for ali r >O, [A,B] is connected. 

Theorem 3.18.7. Let G be an analytic group with Lie algebra g. Suppose 
ct,O,t) are suba/gebras of g with the following properties: (i) [ct,'f)] ~ tJ,[O,tJ] ~ 1), 
and (ii) [ct,o] = tJ. Let A,B,H be the respective analytic subgroups of G 
defined by ct,o,{J. Then H = [A,B]. 

Proof Note that if a E A, b E B, then aHa-• =Hand bHb- 1 = H, by 
(i). The proof consists of three steps. 

First we show that for any Y E o and a E A, ya- Y belongs to tJ, and 
t) is spanned by such elements. lf X E ct and t E k, then for any Y E o, 

(3.18.3) yexptX _ y = 1: _c_(ad X)•(Y), 
n;;,l n! 

so since (ad X)• (Y) E t) for ali n > 1, we find that yexp rx - Y E t). On the 
other hand, {a: a E A, ya- Y E tJ} is a subgroup of A. Hence ya- Y E t) 
for ali a E A. To prove that these elements span t), it is enough to prove that 
if A: t) ~ k is a linear function such that A(P - Y) = O for ali Y E o, 
a EA, then A= O. Now, (3.18.3) gives the result that 

( !{_(A(Y«PIX- Y)) = A([X,Y]), 
dt t=O 

from which we get that A([X,Y]) = O for ali X E ct, Y E o. This shows that 
A =0. 

Next we show that [A,B] ~ H. To this end we begin by exhibiting a 
neighborhood m of O in g such that if X E ct n m and Y E o n m, then 
[exp X, exp Y] E H. We use the Baker-Campbeii-Hausdorff formula (cf. 
§2.15). Let c.(n > 1) be the maps ofg x g into g defined by (2.15.15), and 
let m 1 = -m 1 be an open neighborhood of O ing with the following prop­
erty: if X, Y E m 1 , the series 1:.:;, 1 c.(X: Y) converges absolutely (with 
respect to some norm on g) to the sum C( X: Y), and 

exp X exp Y = exp C(X: Y). 

Now select a neighborhood m = -m of O in g such that m ~ m 1 and if 
X, y E m, then yexpX E m,. In particular, for y E m n o and X E m n 
ct, We have yexpX E ffi 1, SO 

[ exp X, exp Y] = exp C( yexp x: - Y). 

Let us write X'= yexpx, Y' = - Y. Then from (2.15.15) we have 

c 1(X': Y') =X'+ Y' = ycxpx- Y E t). 
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Suppose that for some n :?: 1, cm(X': Y') E (J for ali m = 1,2, ... ,n. Then 
[X' - Y', c. (X': Y')] ~~ [X'+ Y', c.(X': Y')]- 2[Y', c.(X': Y')] belongs to tJ 
because [b,fJ] s;; (J, and we also conci ude from (2.15.15) that c.+ 1 (X': Y') E (J. 
By induction, c.(X': Y') E (J for alin > 1. Thus C(X': Y') E t), proving that 
[exp X, exp Y] E H. This proves that for sui table neighborhoods A 1 = A 1' 
and B 1 = B!' of the respective identities in A and B, [a,b] E H if a E A 1, 

b E 8 1 • Now if a t= A,b',b" E B, then 

[a,b'b"] c_= [a,b']· b'[a,b"]b'-l. 

-consequently, since b' Hb'-t ~~ H for ali b' E B and B, generates B, we 
conclude from the above relation that [a,b] E H for b E B, a E A,. Inter­
changing the roles of A and 8 in the above argument, we see now that 
[b,a] E H for ali b E 8, a E A. This proves that [A ,B] s;; H. 

The third and final step consists in proving that [A,B] contains a neighbor­
hood of 1 in H. To do this, select elements Y; E b and a; E A (1 < i < r) 
such that if Z; = Yr'- Y;, Z 1 , ••• ,Z, span (J. Let us consider the analytic 
map 

lfl: ((x,,y,), ... ,(xny,)) f-> [x,,y 1]· • • [x"y,] 

of the manifold M = (A x B) x (A x B) x · · · x (A x B) (r factors) into 
G. Then 1/f[M] s;; H by the second step, so 1/f is an analytic map of M into H 
with 1/f[M] s;; [A,8]. Now 

l/f((a 1,1), (a 2,1), ... ,(ani))= 1, 

so in order to prove that [A,B] contains an open neighborhood of J in H, it 
suffices to show that the differential of 1/f is surjective at m = ((a 1 ,1 ),(a2 , 1), ... 
(ani)). lf m,<il is the point obtained from m by replacing (a;,l) with (a;, exp 
tY;) (1 :::;: i < r), then 

(dd 1/f(m)il)) = (dd exp(tY7') exp( -tYJ) 
t ,_o t ,_o 

= Yr'- Y;, 

by (2.12.1 0). So the range of (dlfl)m contains Z; for ali i, proving that (dl/f)m is 
subjective. The theorem is completely proved. 

Let G be an analytic group and g its Lie algebra. Define 

(3.18.4) 
DG = [G,G], 

CG = [G,G], 

D'G = D(Dr-IG) (r > 1), 

C'G = [G,C'- 1G] (r > 1). 

Theorem 3.18.8. For any r > 1, D'G (resp. C'G) is the analytic subgroup 
of G defined by :J)'g (resp. G'g). These are al/ normal, and if G is simp!y con­
nected, they are al/ closed and simply connected. 
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Proof This follows at once from Theorems 3.18. 7 and 3.18.2. 

Corollary 3.18.9. G is ni/patent if and only ifC'G = [1} for some r > 1. 
G is solvable if and only if D'G = {1} for somer> 1. 

Corollary 3.18.10. Suppose G is semisimp/e. Then G = [G,G]. 

We shall now obtain some results on the structure of solvable groups anal­
ogous to the results of §3.6 concerning nilpotent groups. Unlike the nilpotent 
case, the exponential map is no longer an analytic ditfeomorphism. It turns 
out, however, that the canonica! coordinates of the second kind serve the same 
purpose. 

Theorem 3.18.ll. Let G be a simp/y connected so/vable analytic group 
with Lie algebra g. Suppose6 {X1, ••• .Xm} is a hasis of g with the following 
property: t)1 = ~ t,;j:::; k · Xj is a subalgebra of g and t)1 is an ideal of t)1+ 1 for 
1 < i < m - 1. Then the map 

(3.18.5) 

is an analytic di.ffeomorphism of km onto G. 

Proof Write o, = k ·X,. Let B, be the analytic subgroup of G defined by 
t1 1• Then Lemma 3.18.5 is applicable (with a = O, r = m), and we conclude 
that (i) the B, are ali closed and simply connected in G, and (ii) the map 
(b 1 , ••• ,bm) ~ b 1 • • • bm is an analytic ditfeomorphism of B 1 X · · • X Bm 
onto G. On the other hand, since B, is one-dimensional and simply connected, 
t ~ exp tX, is an analytic isomorphism of k onto B,. The theorem follows at 
once from this. 

From this theorem we obtain the following result, which generalizes 
Theorem 3.6.2 to solvable groups. 

Theorem 3.18.12. Let G be a so/vable analytic group. If G is simp/y con­
nected, then every ana!ytic subgroup of G is closed and simply connected. 

Proof Let g be the Lie algebra of G. Let A be an analytic subgroup of G, 
a the corresponding subalgebra of g. Choose a hasis {X1, ••• ,Xm} for g 
satisfying the conditions of the previous theorem. If dim(a) = r (we may 
assume r > 1), we can find integers i~> ... ,i, (with 1 < i 1 < i2 < · · · < i, < 
m) with the following property: if d, = dim((J, n a), then d, =O for i <it> 
d, = v for i, < i < i,+ 1 (l < v < r- 1), d, = r for i > i,. Let {Y~> ... ,Y,} 
be a hasis for a such that {Y~> ... ,Yv} span t)1, n a (1 < v < r). Replacing 

6Such bases exist by Corollary 3.7.5. 
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X 1" with Yv for 1 < v < r does not change the LJ 1• We may therefore assume 
without losing generality that xiv = yv (1 <V< r). If av = Lt::;;"::;v k· Y", 
then av = LJ 1" n a, so the av are subalgebras of a for all v. If 1 < v < r - 1, 
then l); n a= lJiv n a for iv < i < iv+l• so 

[avt 1> avl = [lliv.t n a,{Jiv.,-1 n a] 

~ [fJ;"·'' LJ;v.,-tl n a 
~ LJ;v.,- 1 n a 
= Clv. 

This proves that Clv is an ideal of Clv+ 1 • 

Let A* bea simply connected analytic group that is a covering group of 
A, and let n be the covering homomorphism. The properties of the Yv estab­
lished above show that Theorem 3.18.11 is applicable to A*. Consequently, 
the map 

is an analytic diffeomorphism of k' onto A*; here we write expA. for the 
exponential map into A*. Since n[A*] = A, we conclude from this that the 
map 

maps k' onto A. But then we find from (3.18.5) that A is the image under 1f1 

ofthe subset of all {t 1, ••• ,tm) E km such that f; =O for i tţ {i 1, ••• ,i,J. So 
A is closed and simply connected. This proves the theorem. 

Let G be an analytic group with Lie algebra g,q = rad g,n = nil rad g, 
and Q, and N the respective analytic subgroups of G defined by q and tt. 
Clearly, Q is the largest solvable normal analytic subgroup of G, and N is the 
normal analytic subgroup of G. Q is called the radical of G and N, the nil 
radical of G. Obviously, G is semisimple if and only if Q = {1}. 

Theorem 3.18.13. Let G be an analytic group with Lie algebra g, and Q 
(resp. N) the radical (resp. nil radical) of G. Then Q and N are closed. Suppose 
that g = q + 11t is a Levi decomposition of g and that M is the analytic subgroup 
of G dejined by m. Then G = Q M, and M is a maxima! semisimple analytic sub­
group ofG. If M' is another maxima! semisimp/e analytic subgroup ofG, then 
G = QM', and there is y E [Q,N] such that yMy- 1 = M'. If G is simply con­
nected, then Misel o sed in G and simply connected, and (q,m) ~ qm is an analytic 
diffeomorphism of Q X M onto G. In particular, 

(3.18.6) QM=G, Q n M = [1}. 

We require a lemma. 
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Lemma 3.18.14. Let H be an analytic group and A <;; H an analytic 
subgroup. Suppose A is solvable (resp. ni/patent). Then CI(A) is a soh•able 
(resp. nilpotent) analytic group. 

Proof The arguments for the two cases are quite similar, so we treat 
only the solvable case. Let A 0 =A and Ap = DPA(p > 1). Since A is solv­
able, we can find a > O such that As+ 1 = [1 }. Let B p = Cl(Ap). Then B0 is an 
analytic group and [Bp,B.] <;; Bp+I (O< p < s). This implies that DPB0 <;; 
BP for O< p < s + !. In particular, D>+ 1B0 = {1}, proving that B0 is 
solvable. 

We can now prove Theorem 3.!8.13. By the above lemma, C/(Q) is a 
solvable analytic group. Since it is obviously normal, the maximality of Q 
implies that Q = Cl(Q). Similarly, N = CI(N). The assertions concerning M 
follow from Theorem 3.14.2 and Corollary 3.14.3, except for the proof that 
G = QM. To prove this, observe that since Q is normal, QM is a subgroup 
of G. Now consider the map g: (q,m) >----> qm of Q x M into G. With the usual 
identification of tangent spaces, we have 

(dg)(,,IJ(X,Y)= X+ Y (XEg, YEm), 

so that (dg)(l,t J is surjective. Thus Q M contains a neighborhood of 1 in G, 
proving that G = QM. If G is simply connected, the assertions concening M 
and Q follow from Lemma 3.18.4. 

We refer to any maxima! semisimple analytic subgroup of G as a Levi 
subgroup. If G has a decomposition of the form (3.18.6), we call it a Levi 
decomposition. 

We conc!ude this section with some remarks concerning faithful represen­
tations. In what follows, by a representation of an analytic group G we mean 
an analytic homomorphism nof G into GL(V), where Vis a finite-dimensional 
vector space over k. n is called unipotent if n(x) is unipotent for all x E G. 
Clearly, n is unipotent if and only if dn is a nil representation of the Lie alge­
bra of G. 

Lemma 3.18.15. Let G be a ni/patent analytic group with Lie algebra g. 
Suppose n is a unipotent representation of G. Then 

(3.18.6) kernel(n) = exp[kernel(dn)]. 

In particular, n is faithful iJ dn is faithful. 

Proof Let Z = kernel(n), 3 = kernel(dn). Write N = n[G], lt == (dn)[g]. 
Let V be the vector space on which n acts. Then N is the analytic subgroup of 
GL( V) defined by tt and ali elements of lt are nilpotent. So by Theorem 3.6.3, 
N is closed and simply connected. On the other hand, zo = exp[3], while 
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G/Z 0 -. G/Z""" N is a covering map. So Z = Z 0 • In particular, if 3 =O, 
z = {1}. 

Theorem 3.18.16. Let G be an analytic group. Assume that there are 
closed analytic subgroups A and B such that (i) A is normal, simply connected, 
and solvab!e, and (ii) G = AB and A n B = { 1 }. Then there exists a represen­
tation of G that is faithful on A and unipotent on the nil radical Nof A. Jf B 
has a faithful representation, then G has a faithful representation that is uni­
patent on N. 

Proof Let g be the Lie algebra of G, and Jet a,B,tt be the respective 
subalgebras defined by A, B, N. First, consider the case A = G. By Theorem 
3.17. 7, there is a faithful representation p of g that is a nil representation on 
n. Let rc 1 be the representation of G such that drc 1 = p. Then by the previous 
lemma, rc 1 1 N is a faithful unipotent representation. On the other hand, N is 
closed and G/N is an abelian group, so there is a representation rc 2 of G such 
that N is the kernel of rc 2 • lf re is the direct sum of rc 1 and rc 2 , then re is faithful 
and re 1 N is unipotent. 

We now take up the general case. Write (lj for the universal enveloping 
algebra of g, and Jet\>( be the subalgebra of (lj generated by a. By the preced­
ing argument, there is a faithful representation C of A that is unipotent on N. 
Extend d( to a representation a of\>(, and Jet Si' be the kernel of a. By Theorem 
3.8.3, [B,a] s; n. Now use the results and notation of Lemma 3.17.2-3.17.4. 

We assert the existence of a representation ren of B in U such that drcn(Y) = 

Dy for ali Y E B. To prove this, observe that since the adjoint representation 
of g in (lj Ieaves both \>( and Wl, invariant, the same is true for the adjoint 
representation of G in@. So we ha ve a representation A. of G acting on \1(/Wl, 
such that dA. is the representation of g in \1(/Wl, induced by the adjoint represen­
tation of g. If Tln = A 1 B, the drcn(Y) = Dy ( Y E B). 

A being simply connected, there is a representation reA of A in U such that 
drcA =ela. From (3.17.5) and (ii) ofLemma 3.17.3 we have 

(3.18.7) drci[Y,XJ) = [drcn(Y), drciX)] (X E a, Y E b). 

Replacing X by (ad Y)"(X) (n = O, 1, ... ) in succession in this relation, we get 

drcA(xexp Y) = exp(ad drcn(Y))(drciX)) 

= exp(drcn(Y))drciX) exp( -drcn(Y)) 

= Tln(exp Y)drcA(X)rcn(exp Y)- 1 

for X e= a, Y e= B. This implies that 

(3.18.8) 
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from which we finally get 

(3.18.9) 

As an immediate consequence of (3.18.9) we find that 

(3.18.10) n: ab f-4 nia)nib) (a E A, b E B) 

is a representation of G in U. Clearly, dn 1 a = e, so it follows from Lemma 
3.17.4 that dn 1 n is a nil representation. n is thus unipotent on N. Now, if 
v -::;t:. O is any vector in the vector space V on which a acts, the mapa f-4 a(a)v 
induces a map of U onto V that intertwines e and a. So the same map also 
intertwines the representations nA and '· ' is thus a quotient of nA. This 
proves that nA is faithful. If B has a faithful representation, G has a repre­
sentation n' whose kernel is A, and the direct sum of n and n' is a faithful rep­
resentation of G that is unipotent on N. This proves all statements of the 
theorem. 

EXERCISES 

Unless otherwise stated, ali vector spaces and Lie algebras considered are finite­
dimensional; k denotes a field of characteristic zero. 

1. Let V be a vector space of dimension m over k, L an endomorphism of V, 
and :D the algebra of ali endomorphisms of V that commute with L. The fol­
lowing observations lead to a proof of Theorem 3.1.7. 
(a) Let v1,J1 be as in Theorem 3.1.3, 1 ::::::; i::::::; n. Suppose B E :D'. Show that 

Bv 1 E [vd, and hence deduce the existence of a p E k[T] such that 
Bv1 = p(L)v1 • 

(b) Let v E V. Prove the existence of a D E :D such that Dv 1 = v. (Hint: 
Observe that J 1 s J.). 

(c) Let p be as in (a). Prove that B = p(L). 

2. Let V be a vector space of dimension m over C. For x E SL( V) and X E 

M(V), write xx = xxx- 1• We thus have an action of SL(V) on M(V). 
(a) Let L be a nilpotent endomorphism of V. Prove that the minimal poly­

nomial of Lis Ţm if and only if there is a basis [ v1, ••• ,vm} for V such that 
Lv1 = O and Lv, = v,_ 1 (1 < s::::::; m). Deduce that SL( V) acts transitively 
on the set of ali such nilpotent endomorphisms. We caii them principal 
nilpotent endomorphisms. 

(b) Prove that the set of principal nilpotent endomorphisms is a regular 
submanifold of dimension m2 - m in ~((V) and is a dense open subset 
of the set of ali nilpotent endomorphisms. 

(c) Let L be an arbitrary endomorphism. Prove that its minimal and charac­
teristic polynomials coincide if and only if (L- Â.·l)l VL,l is a principal 
nilpotent endomorphism of VL,l for each Â. E a(L). 



248 Structure Theory Chap. 3 

(d) Deduce from (b) and (c) that the orbit of an element L E ;sf( V) under 
SL(V) is closed if and only if Lis a semisimple endomorphism of V. 

(e) Extend the result of (d) to the real case. 

3. (a) Let V bea vector space of dimension m over k, and Jet L bea nilpotent 
endomorphism of V. Let 11 be the centralizer of L in [Jt( V), i.e., the set of 
ali elements of !Jt( V) that commute with L. Prove that dim(H) ::> m and 
that L is principal (cf. Exercise 2) if and only if dim(H) = m. 

(b) Let L be an arbitrary element of n1( V) and Jet 11 be the centrali zer of Lin 

!Jt(V). Prove that dim(11) :;c. m. 

4. Let V bea vector space of finite dimension over k, and Jet x E GL( V). Prove 
that one can write x = su where (i) s is semisimple, u is unipotent, and both 
s and u are in GL( V), and (ii) s and u commute. Prove also that s and u are 
uniquely determined by these conditions and that s = p(x) u = q(x) for sui table 
p,q E k[T), 

In Exercises 5-11, 2( is a fixed associative algebra over k. AII representations of 
2( to be considered are finite-dimensional unless otherwise stated. 

5. Let p bea representation of2( aCt ing on W. Prove that the following statements 
on p are equivalent: (i) p is semisimple, (ii) given any invariant subspace, 
W' * W, of W, one can find an invariant subspace W" * O such that W' n 
W" = O, (iii) W is the linear span of invariant subspaces W' such that Pw· 
is irreducible, and (iv) W is the direct sum of invariant subspaces W1 , ••• , Ws 

such that Pw, is irreducible for i = 1, ... ,s. 

6. The following observations are designed to lead to a proof of Theorem 3.1.9. 
We use the notation therein. p is semisimple. 
(a) Let v E W, and Jet [v] = p[2l]P. Prove the existence of a projection belong­

ing to p[2l]' that maps W onto [1"]. Deduce that if B E p[2!]", one can find 
a E 2{ such that p(a)v = Bv. 

(b) Let r be an integer 2 1 and Jet W = W X • · · x W (r factors). For any 
endomorphism A of W Jet A be the endomorphism (e 1 , ••• ,t·,) c-> 

(AL'Jo ... ,Av,) of W. Let j5 be the representation ac-> p(a) of 2l act ing on 
W. Prove that j5 is semisimple. Apply the result of (a) to j5 and deduce 
that give v 1 , ••• ,v, E W and a B E p[2l]", there exists an a E ~{ such 
that Bvs = p(a)vs for 1 :<:::: s :<:::: r. 

7. Let p bea representation of2( acting on W, k' a Galois extension of k, and r 
the Galois group of k' over k. We write W' = Wk', p' = pk', 2!' = 2(k'. 

(a) Assume that p is irreducible, and Jet W 1 be a subspace of W' invariant 
under p'. Prove that W' = ~s~r s· W 1 , and hence deduce from Exercise 
5 that p' is semisimple. Prove that the number of irreducible constituents 
of p' cannot exceed the order of r. 

(b) Assume that p' is semisimple, and Jet W 1 be a subspace of W invariant 
under p, with W 1 oF- O, W 1 oF- W. Let e (resp. e') be the algebra of ali 
endomorphisms A of W Jying in p[2l]' and vanishing on W1 (resp. A' 
of W' Jying in p'[2lT and vanishing on wn. Prove that e' contains non­
zero semisimple elements, and hence deduce that e contains nonzero 
eJements which are not nilpotent. (Hint: Observe that e', considered as 
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a subspace of the vector space of endomorphisms of W', is defined over k). 
(c) Let A be a nonzero element of e which is not nilpotent. Prove that the 

semisimple part of A belongs to e. 
(d) Deduce that p is semisimple. 

8. Let k = R, and Jet p bea representation of 21 in W. Prove that if p is irreduci­
ble, the division algebra p[9l]' is isomorphic to R, C, or the algebra of quater­
nions. Give examples to show that ali the three possibilities can arise. 

9. Let k = R or C and Jet p be a representation of 2( in a Hilbert space W of 
finite dimension over k. Let ( ·, ·) denote the scalar product in W. Suppose 
there is a subset E of~( such that (i) E generates 9{, and (ii) p(a) is symmetric 
(or skew-symmetric) with respect to ( ·, ·) for ali a E E. Then prove that p 
is semisimple. 

10. Let p be an irreducible representation of~(. Prove that the equivalence class 
of p is uniquely determined by the character of p. Hence (or otherwise) 
show that if p 1 , ••• ,p, are mutually inequivalent irreducible representations 
of 2{ with respective characters X 1, ••• ,X" the linear functions X j on 2{ are 
linearly independent. 

11. Let 2! be commutative, p a representation of 2( in W. 
(a) Assume that k is algebraically closed and that p(a) is semisimple for 

each a E 2{. Prove that there exist a basis [r 1, ... ,1'm} of W and homo­
morphisms X~> ... ,X m of 2( into k such that p(a)1•, = X ,(a)v, for ali 
a E 2l and 1 ~ s ~ m. 

(b) Let k and p be arbitrary. For each a E ~(, let p,(a) (resp. Pn(a)) be the 
semisimple (resp. nilpotent) part of p(a). Prove that p, and Pn are repre­
sentations of 2( in W and that p, is a semisimple representation. Deduce 
that p is a semisimple representation if and only if p(a) is semisimple for 
each a E 2(. 

12. Let p be a representation of a Lie algebra \1 in a vector space W of possibly 
infinite dimension. Assume that W = ~; W;, where the W; are finite-dimen­
sional subspaces invariant under p such that the representations Pw, are ali 
semisimple. Prove that W is the direct sum of the subspaces W 0 and W 1 , where 
W 0 = [ v: v E W, p(X)v = O for ali X E \1}, and W 1 is the linear span of the 
ranges of ali the p(X), X E Il· Prove further that W 0 and W 1 are invariant and 
that each is the unique complementary invariant subspace in W of the other. 

13. Let V bea finite-dimensional vector space over k, E the exterior algebra over 
V. We denote by 1\ the operation of multiplication in E and by EP the homo­
geneous subspace of E of degree p. 
(a) Let x 1 , ••• ,x, E V; then they are linearly independent if and only if 

x 1 1\ x 2 1\ · · · 1\ x, '1'= O. In this case, if U is the linear space spanned 
by the xi 1 ~ j ~ s), then for any vector y to belong to U, it is necessary 
and sufficient that y 1\ x 1 1\ · · · 1\ x., =O. Assume from here on that the 
X; form a basis for U. 

(b) Write u = x 1 1\ · · · 1\ x,. Let L be an endomorphism of V, and Jet l be 
the derivation of E which extends L. Prove that U is invariant under L if 
and only if u is an eigenvector for l. 
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(c) Suppose Fis a subspace of E, that is complementary to k · u. Denote by 
U' the set of ali vectors v E V having the following property: if y ~> ... , 

y,_ 1 E U, then v 1\ y 1 1\ · · · 1\ y,_ 1 E F. Show that U' is a subspace 
of V that is complementary to U. 

( d) Suppose Fis invariant under l; show that U' is invariant under L. 

14. (a) Let g bea Lie algebra of arbitrary dimension over k, Ql its universal envel­
oping algebra. Prove that the map X f--> X Q9 1 + 1 Q9 X of g into Ql Q9 Ql 

extends to a homomorphism a of ill into Ql Q9 C». Prove also that a is an 
injection. 

(b) Let a E ill. Prove that a E g if and only if a(a) = a Q9 1 + 1 Q9 a. (Hint: 
Let X~oX2 , ••• be Iinearly independent in g. For M = (m 1,m2 , ••• ), 

where the m1 are integers ;-:::O with ~~ m1 < =, Jet xM = X7·X~· .... 

Calculate acxM)). 

15. Let g (resp. Ql) be the free Lie (resp. associative) algebra generated by 
(X~> ... ,Xm}; Jet Gll" be the subspace of Ql spanned by elements of degree 
n; and Jet gn = Glln n g. Prove that dim(g") = (ljn) ~dln ţt(d)mn!d for ali 
n, where ţl is the usual Mobius function defined on the set of positive integers 
as follows: f.J,(i) = 1, ţt(n) =O if n is divisible by the square of a prime, and 
ţL(n) = ( -1 )k if n = p 1 · · · Pk, where p ~> ... , Pk are distinct primes. (Hint: Let 
v" = dim(g")' and Jet T be an indeterminate. Caiet. late dim(Gil") using Theorem 
3.2.8 to get (1 - mT)- 1 = l1n21 (1 - rnrv". Take logarithms to deduce that 
m" = ~d!n dvd. Now use the Mobius inversion formula.) 

16. Let g bea Lie algebra over k, a a subalgebra. Let m be the universal enveloping 
algebra of g,~ the subalgebra of Gll generated by a. Suppose that IJJl is a left 
ideal of~(. Prove that @IJJl n ~ = IJJl. 

17. Let g = g((n,k), G = GL(n,k), and for X E g, x E G, write xx = xxx- 1. 

Let Z and 3 be as in Theorem 3.3.8. Denote by P(g) the algebra of polynomial 
functions on g and by J the subalgebra of ali p E P(g) such that p(Xx) = p(X) 

for ali X E g, x E G. Let S(g) be the symmetric algebra over g. 
(a) Prove the existence of a unique algebra isomorphism c; of S(g) onto 

P(g) such that for each X E g, c;(X) is the element of g* (the dual of g) 
given by c;cx)(X') = tr(XX') (X' E g). 

(b) Prove that c;[Z] = J. 
(c) Deduce from (b) that Z and 3 are isomorphic to k[T~o ... ,Tnl· 

18. Let g bea Lie algebra over k, (Il its universal enveloping algebra. 
(a) Prove that g has a faithful representation p such that tr p(X) = O for ali 

X E g. 
(b) Let p be as in (a). Denote by rp<r> the tensor product p Q9 p Q9 · · · Q9 p 

(r factors), and Jet a, be its extension to a representation of@. Prove that 
n,21 kernel (a,)= O. (cf. Harish-Chandra [1]). 

19. Let g be the Lie algebra of dimension 3 with basis (X, Y,Z} such that [X,Z] 

= [ Y,Z] = O, [X, Y] = Z. Prove that 3 = K[Z]. 

20. Prove that the members of the ascending and descending central series of a 
Lie algebra g are invariant under each derivation of g. 
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21. Let g bea nilpotent Lie algebra over k and p a representation of g in a finite­
dimensional nonzero vector space V over k. Suppose that det p(X) = O for 
ali X E g. Show that there is a nonzero vector v E V such that p(X)v = O 
for ali X E g. 

22. Let G bea nilpotent analytic group, g its Lie algebra. Let dx bea Haar measure 
on G, and dX a Lebesgue measure on g. Prove that dx is both right- and !efi­
invariant and that there is a constant c > O such that cdx is the measure on 
G that corresponds to dX under exp. 

23. Prove that compact subgroups of a nilpotent analytic group G are necessarily 
central, and that they are equal to (1} if G is simply connected. 

24. Let G be a simply connected nilpotent analytic group, g its Lie algebra. 
{X1 , .•• ,Xm} is a basis for g such that iff)1 is the linear span of (X1+ 1 , ••• ,Xm} 
(OS: i S: m), then f) 1 is an ideal in g with [g,l)1] s [)1+ 1 (OS: i S: m - 1). 
Let Wt. ... ,Wm be the left-invariant 1-forms on G such that w;(Xi) =Oii 
( 1 S: i, j S: m). Let ro, be the form on g that corresponds to w, under exp. 
(a) lf x 1, ••• ,xm are the linear coordinates on g with respect to the basis 

(Xt. ... ,Xm}, prove that ro 1 = dx 1 and that for 1 < i S: m, ro, = dx1 + 
~ 1<;j<;i- 1 Q1/Xt. ... ,x1_ 1) dxi, Q,i beinga polynomial in i- 1 variables 
of degree S: m- 1. 

(b) For x E G, Jet Px be the analytic diffeomorphism Xr->log(expX·x) 
of g. Prove that the P x (x E G) are precisely the analytic diffeomorphisms 
of g that leave each ro, invariant. 

(c) Let P be the polynomial map of g x g into g satisfying (3.6.1). Let B, 
be the polynomials of x t. ... ,xm such that P(~ 1 <;i<;m x 1X 1, ~ 1<;;<;m y 1X 1) 

= ~ 1 <iC:m B,(x1, ... ,xm: Yt. . .. ,ym)X; for ali Xt. . .. ,Xm,Yt. . .. ,Ym· 
Prove that B 1(x 1 , ••• ,xm: Yt. ... ,ym) = x 1 + y 1 and that for 1 < i S: m, 
B;(xt. · · · ,Xm: Yt. · · · ,ym) =X; + Y; + Q;(xt. · · · ,X;-1: Yt. · · · ,y;-1), 
where Q1 is a polynomial in 2i - 2 variables. 

(d) Prove that the differential operators on g that correspond to (Il under exp 
have polynomial coefficients. 

25. Let a and (l be Lie algebras over k, a being abelian. Let p be a representation 
of g in n. A triple (o).,ţt) is called an extension of g by a associated with p if 
(a) o is a Lie algebra, A. is an injection of a onto an ideal of o, and ţt is a 
homomorphism of o onto g; (b) A.[n] = kernel (ţt); and (c) if Z E o and 
X E n, [Z)(X)] = p(ţt(Z))X. Extensions (o,A.,ţt) and (o')',ţt') are equivalent 
if there is an isomorphism ( of 6 onto (J' such that A.' = ( o A., ţt = ţt' o (. 

The extension (o),ţt) is called inessential if there is a subalgebra f) of 6 such 
that A.[n] + f) = o, A.[n] r1 f) = O. 
(a) Let (o),ţt) be an extension and v a linear map of g into 6 such that 

J.l o v = identity. Let rp,(X, Y) = [v(X),v( Y)] - v([X, Y]), X, Y E g. Prove 
that rp, E C 2((l,p). If v' is another linear map of g into !J such that ţt o v' 
= identity, prove that rp, - rp,. E BZ(g, p). 

(b) Let fi = a X (l, J(X) = (X, O) (X E n), fl((X, Y)) = Y (X E a, Y E g). 
Let rp E C 2((l,p). For (X, Y), (X', Y') E fi, Jet [(X, Y),(X', Y')] = 
(rp( Y, Y') + p( Y)X' - p( Y')X, [ Y, Y']). Prove that [ ·, ·] converts fi into 
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a Lie algebra. Denote this Lie algebra by li~, and prove that (1i~,i,,il) is 
an extension of g by a associated with p. Prove also that the above exten­
sion corresponding to rp in CZ(g,p) is inessential if and only if rp E B 2(rJ,p). 

(c) Deduce that the elements of H 2(g,p) are in natural one-to-one correspon­
dence with the equivalence classes of extensions of n by a associated with p. 

26. Let g bea Lie algebra over k, q its radical. Prove that [q,g] is the smallest of the 
ideals a such that gja is reductive. 

27. Let g be a semisimple Lie algebra over k, rJ1 (1 ::;; i::;; r) the simple ideals 
whose direct sum is rJ, 7r1 the projections g ___. rJ1 corresponding to this direct 
sum, and < ·, ·) the Cartan-Killing form of rJ. Let ffi be the vector space of ali 
bilinear forms B on g x g such that B([X, Y],Z) + B( Y,[X,Z]) = O for ali 
X, Y, Z E g. Let B1(X, Y) = <n1X,n1 Y) (X, Y E g, 1 ::;; i::;; r). 
(a) Prove that the restriction of<·, ·) to rJ1 x rJ1 is the Cartan-Killing form 

of rJ;· 
(b) Prove that (B~> ... ,B,} is a hasis for ffi if k is algebraically closed. 

28. Give an example of a solvable Lie algebra whose Cartan-Killing form is not 
identically zero, and of a solvable but non-nilpotent Lie algebra whose 
Cartan-Killing form is identically zero. 

29. Let g be a solvable Lie algebra over R, V a vector space over R, and p a 
representation of n in V. Prove that there are invariant subspaces V; (O ::;; i 
::;; s) of V such that (i) V0 = O c; V1 c; · · · c; V, = V, (ii) the representations 
induced on V;/ V;_ 1 are irreducible for 1 ::;; i::;; s, and (iii) dim( VJ V1_ 1)::;; 2, 
1 ::;; i::;; s. Deduce the existence of ideals g1 (0::;; i::;; r) of g such that rJo = 

O c; rJ 1 c; · · · c; g, = g with dim(gJg,_ 1)::;; 2, 1::;; i::;; r. 

30. Let g bea Lie algebra over k, q = rad rJ, ţ1 = [q,rJ). Let Gp be the group con­
sidered in Theorem 3.14.2. Prove that Gn = ( exp ad Z: Z E lJ.} 

The next exercise leads to an alternative proof of Weyl's theorem that does not 
use cohomology (cf. Chevalley [3], pp. 70-73). 

31. Let g be a semisimple Lie algebra over k,G'J its universal enveloping algebra. 
(a) Suppose that p is an arbitrary representation off.YJ. Prove that tr(p(X)) =O 

for ali X E g. Deduce that if p is one-dimensional, p(X) = O for ali 
XE g. 

(b) Let p bea representation off.YJ in Wand Jet W1 bea subspace of dimension 
1 invariant under p. Prove the existence of an invariant subspace that is 
complementary to W1 • (Hint: Use induction on dim( W). Let p 1 n -=!=- O 
and Jet R- = n.;c 1 range(p(roP)•), N+ = u.21 (null space of p(WP)•). 
Then R- and N+ are invariant, W = R- + N+ is a direct sum, R- -=!=-O, 
and W1 c; N+. 

(c) Let u bea representation of G'J in V. Let E be the exterior algebra over V 
and Ek (k;::::: O) the homogeneous subspaces of E. For X E rJ let ă(X) 
be the derivation of E that extends u(X). Prove that ă is a representation of 
g in E leaving each of the Ek invariant. 

(d) Let U be a subspace of V invariant under u. Let u = x 1 1\ · · · 1\ x, 
where (x~> ... ,x,} is a basis for U. Prove that ă(X)u =O for ali X E rJ. 



Chap. 3 Exercises 253 

(e) Show that there is a subspace of V complementary to U and invariant under 
a. (Hint: Use Exercise 13). 

32. Let A bea finitely generated associate algebra over k. Suppose M is a two­
sided ideal in A such that dim (A/ M) < oo. Prove that M has a finite ideal 
hasis, i.e., that there are a" ... ,a, E M such that M = L 1";;,;, Aa1A. Prove 
also that dim(A/M') < oo for aii s ~ l. 

Exercises 33 and 341ead to Hilbert's theorem on invariants (cf. Cartier, Expose 
n• 1, Seminaire "Sophus Lie" [1]; also Harish-Chandra [5]). 

33. Let g bea Lie algebra over k, pa semisimple representation of g in a vector 
space V over k. S is the symmetric algebra over V and S. (n ~O) is the 
homogeneous subspace of S of degree n. For each X E g, p(X) is the deriva­
tion of S that extends p(X). J is the algebra of aii u E S such that p(X)u = O 
for aii X E g. 8 (resp. 8x) is the set of aii equivalence classes of irreducible 
(resp. nontrivial irreducible) representations of g over k. For each b E 8,Sb 
is the linear span of aii subspaces U s S with the foiiowing property: U is 
invariant under p and the corresponding subrepresentation is irreducible and 
belongs to b. If u E S. we say that u transforms according to b if u E Sb· 
(a) Prove that for each n > O, S. is invariant under p and the corresponding 

subrepresentation of g is semisimple. 
(b) Prove that S = LbE& Sb, the sum being direct. Writing sx = LbE&x Sb, 

deduce that sx is the linear span of aii elements of the form p(X)u 
(X E g, u E S), that Sis the direct sum of J and sx, and that sx is the 
unique p-invariant subspace of S complementary to J. 

(c) Show that each Sb is a J-module. 
(d) Let J+ = J n (Ln>o S.). Prove that there are families (u" ... ,u,} of 

homogeneous elements in J+ such that SJ+ = L 1 ,;;1,;, Su1• For any such 
(u~o ... ,u, }, prove that J = k[u" ..• ,u,]. (Hint: Let u r--. u be the projec­
tion S ----> J modulo S x. Show that Vii = vu for v E J, u E S. Hence, if 
d, = deg (u,), u E S., then u = L 1 ,;t<;;r [;u, with [; E Sn-d,, and u = 
L !,;t,;;,j1u1• Now use induction on n.) 

(e) Fix b E 8, and Jet Â. be an irreducible representation of g in a vector space 
U over k such that the class of Â. is contragredient to b. Let a = p ® Â.. 
Put 

W = (w: w E S ® U, a(X)w =O for aii X E g}. 

Let (e" ... ,em} bea hasis for U. For any w = L 1";t5.mh ® e1 inS® U, 
Jet L(w) be the linear span of the/;. Prove that L(w) does not depend on the 
choice of the hasis of U. Prove further that if w of:; O and w !ies in W, then 
L(w) is irreducibly invariant under p and L(w) s Sb· Prove, finaiiy, that 
if T is a subspace of Sb that is irreducibly invariant under p, there is a 
w E W such that T = L(w). 

(f) Regard S ® U as an S-module by the rulef·(gQS) u) = fg ® u(f, g E S. 
u E U). Let W be the smallest sub S-module of S ® U containing W. 
Prove that W is a J-module and that there are w" ... , w P E W such that 
(i) W = L 1:s;;,;p S · w1, and (ii) for each i, L(w1) consists entirely of homo­
geneous elements. (Hint: S is Noetherian and S ® U is a finite S-module) 
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(g) Let Wt. ... ,wq E W be such that W = L 1 ~1~q S·w1• Then prove that 
W = L 1 ~1~q J ·w1• (Hint: Let T be the linear span of aii a(X)w, with 
X E g, w E S ® U. Use Exercise 12 to prove that S ® U is the direct 
sum of Wand T. Now Jet w E W, and write w = L 1 g~q};•w1 • Observe 
that (.t;- j 1)·w1 E Tfor ali i, and deduce that w = L 1~t~qit•Wt.) 

(h) Prove that there exist homogeneous elements ft. ... .!P in. Sb such that 
Sb = L 1 ~i,;",p J.t;. 

34. Let g,f) be Lie algebras over k, p a semisimple representation of g in f) such 
that for each X E g, p(X) is a derivation of f). Let .p be the universal envelop­
ing algebra of f), and for each X E g, Jet fi(X) be the derivation of .p that 
extends p(X). Let 2l = {u: u E .p, fi(X)u = O for ali X E g}. For each b E & 
Jet •Pb be the linear span of ali subspaces U of .p with the following property: 
U is invariant under fi, and the corresponding subrepresentation is irreducible 
and belongs to b. 
(a) Prove that 2l is an algebra and that .p is the direct sum of the .Pb· 
(b) Let S = S(f)), and Jet J and Sb be defined as in the previous exercise. 

Prove that l maps J onto 2l and Sb onto .Pb for ali b. 
(c) Prove that 2l is finitely generated. 
(d) Prove that each .Pb is a finite lll-module. (Hint: Choose homogeneous 

/1, ... ,[q such that Sb = L 1 g.;;q J • /;. Then prove that •Pb = 
L 1.;;1-;;q ~l·l(fl).) 

35. Let G be an analytic group and A an analytic subgroup. Let B = Cl(A). Prove 
that DB = DA. (Hint: We may assume B = G. Let G be the universal covering 
group of G, A the analytic subgroup of G lying above A. Observe that A is 
normal and that DG c Cl(DA) = DÂ.) 

36. Prove that if G is a simply connected solvable analytic group, then G does not 
have nontrivial compact subgroups. 

37. G is a real analytic group and H is a closed simply connected normal analytic 
subgroup of G. If H is solvable and G/H is compact, prove that there exist a 
compact analytic subgroup B of G such that HB = G, H n B = {1}. (Hint: 
Use induction on dim (H). First prove the result when H is a vector group, 
i.e., when DH = {1}. If dim(DH) >O, choose a closed analytic subgroup T 
such that DH c:; T, HT = G, H n T = DH, and T/ DH is compact.) 

38. G is a real analytic group and H c:; G a closed normal subgroup such that 
G/H is compact. Suppose p is a representation of G such that piH is semi­
simple. Prove that p is semisimple. (Hint: Let V be the space of p and W oi= V 
a subspace invariant under p[G]. Let L bea projection operator in Vvanishing 

on W and commuting with p[H]. Let M = J (xLx- 1) dx where x ~--+ x 
G(H 

is the canonica! map of G onto G/H; consider the subspaces u.~ 1 (null space 
of M•) and n.~ 1 range (M•), and use induction on dim (V).) 

39. Let G be a real analytic group with Lie algebra g. 
(a) Prove that g is reductive if and only if the adjoint representation of G in 

g is semisimple. 
(n) Let g be reductive. Prove that a necessary and sufficient condition for every 

representation of G to be semisimple is that G/Cl(DG) be compact. 
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40. Let G be a semisimple real or complex analytic group having a faithful repre­
sentation. Prove that G has finite center. Give an example to show that the 
converse is not necessarily true. 

Exercises 41-45 deal with the structure of real analytic groups possessing faithful 
linear representations. For a systematic study of these and other structural questions 
we refer the reader to the book of Hochschild (l] (cf. also Harish-Chandra [3]). 

41. Let G bea real analytic group, Q the radical of G, and Ma Levi subgroup of G. 
(a) Prove that Q n M c:; center (M). 
(b) Write t[m](q) = mqm- 1• Then show that y((q,m) ~ qm) is an analytic 

homomorphism of Q x, M onto G and that y is a covering map. 
(c) Suppose center (M) is finite. Prove that y is a closed map. Deduce that M 

is closed. 
(d) Let ( be a faithful representation of G. lf N is any analytic subgroup of 

G such that ( 1 N is a unipotent representation, prove that N is closed and 
simply connected. 

(e) Let G have a faithful representation. Prove that M, [Q,G], and DG are ali 
closed, that [Q,G] is simply connected, and that DG is isomorphic to 
[Q,G] x, M. (Hint: Observe that [Q,G] is closed and simply connected by 
(d), and that [Q,G] n M = (1} by Exercise 36.) 

(f) Deduce from (e) that 1l 1(DG) and 1l 1(M) are isomorphic. 

42. Let G bea solvable real analytic group. Prove the equivalence of the following 
statements: 

(i) G has a faithful representation. 
(ii) DG is closed and simply connected. 

(iii) G is a semidirect product of a simply connected solvable group and a 
compact abelian group. 

(Hint: For (ii) ===> (iii) write G/ DG as V x T where Vis a vector group and 
T is a torus. Let M be the preimage of V x ( 1 r} in G. Prove, by considering 
covering groups, that M is simply connected. Now use Exercise 37.) 

43. A real analytic group is said to be reductive if it has a faithful representation 
and ali its representations are semisimple. Prove the equivalence of the follow­
ing statements concerning a real analytic group G: 

(i) G is reductive. 
(ii) DG is closed in G, center (G) is compact, and DG is a semisimple group 

with a faithful representation. 
(iii) G = MA, where M and A are closed subgroups of G, M is a semisimple 

analytic group with a faithful representation, and A is a compact abelian 
group centralizing M. 

44. Let G be a real analytic group with a faithful representation. Let Q be the 
radical of G. Denote by o the Lie algebra of G and by q the subalgebra of o 
defined by Q. 
(a) Prove that Q =PA, where Pisa simply connected closed normal sub­

group of G that contains [Q,G], A is a compact abelian subgroup of G, 
and P n A = ( l }. (Hint: [Q,G] is closed and simply connected by Exercise 
41. Now argue as in Exercise 42.) 
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(b) Prove the existence of a Levi subgroup M centralizing A. (Hint: Let n 
be the subalgebra of n defined by A. 1 f 3 is the centralizer of n in l}, then 
n = ,) + [11,[1], the sum being direct. Show that G = ,) + ~.) 

(c) Let H =MA. Prove that H is a closed analytic subgroup of G with 
G = PH and P n H = {1]. 

(d) Prove that H is reductive. 
(e) Deduce that an analytic group has a faithful representation if and only if 

it is a semidirect product of a simply connected solvable group and a reduc­
ti ve group. 

45. Let G bea real analytic group and let n bea representation of G in a vector space 
V. Prove that [n[G],n[G]] is a closed subgroup of G L( V). Deduce that a 
reductive analytic subgroup of GL(V) is necessarily closed in GL(V). (Hint: 
Assume that G c::: G L( V) and that n is the identity. Write G = C/(G) and use 
Exercises 35 and 41. If G is reductive, G = (DG)· (center (G)) and center (G) is 
compact.) 

46. Let G bea simply connected solvable analytic group with Lie algebra [1. Let 3 
be the center of [1, Z the center of G. 
(a) Suppose that 3 n :Dn 7= O. Then show that there are discrete nontrivial 

subgroups of Z n DG and that if Dis any such subgroup, G/ D does not 
have a faithful representation. 

(b) Prove that if n is nilpotent and nonabelian, 3 n :Dn *O. 
(c) Assume that 3 = O. Then prove that any analytic group locally isomorphic 

to G has a faithful representation. (Hint: Consider G/Z""' Ad [G] and its 
covering groups, and use Exercise 42.) 

(d) Let n;;:::: 2, k = R or C, and P the subgroup of SL(n,k) consisting of ali 
matrices (a;) E SL(n,k) with a;j = O for i > j. Let G be the universal 
covering group of P. Prove that Zis discrete and that P is isomorphic to 
G/Z. 

47. The following statements are designed to lead to an example of an analytic 
group G with a reductive Lie algebra for which [G,G] is not closed in G. 
(a) Let G0 be the universal covering group of SL(2,R), and Z the center of 

G0 • Prove that Zis isomorphic to the additive group Z of integers. 
(b) Show that there is a discrete subgroup D of R x Z such that (R x Z)/ D 

is isomorphic to the circle group T and the image of [OJ x Zis dense in T. 
(Hint: Let c be an irrational number, and let D be the kernel of the homo­
morphism (t,v) 1---> exp 2in(t , cii) of R x Z onto T; here v ~---> v is an 
isomorphism of Z with Z.) 

(c) Let G = (R x G 0)/ D, C = center (G), and let n be the canonica! map 
of R X G0 onto G. Prove that [G,G] = n[[OJ x G0 ] and that C = 

n[R X Z]. 

Exercises 48-52 discuss some aspects of complexifications of real analytic groups. 
The development begun here will be completed in the exercises for Chapter 4. Let 
G bea real analytic group. A pair (G"'y) consisting of a complex analytic group Ce 
and an R-analytic homomorphism y of G into Ce will be called a universal complexi­
fication of G if the following is satisfied: given any complex analytic group Hc and 
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an R-analytic homomorphism V of G into Hc, there is a unique C-analytic homo­
morphism Ve of Gc into Hc such that Ve o y =V. 

48. (a) Suppose that G is a real analytic group and that (G"'y), (G;,y') are two uni­
versal complexifications of G. Prove the existence of a unique C-analytic 
isomorphism O of Ge onto G; such that O o y = y'. 

(b) Suppose (l is a Lie algebra over R and Ge is its complexification. Let Ge 
be a simply connected complex analytic group with Lie algebra Ge· Prove 
that there is an R-analytic automorphism ( of the R-analytic group under­
lying Ge such that d' is the conjugation of Ge induced by the real form (l. 

If G is the component of 1 in the subgroup of Ge consisting of ali points 
left fixed by ,, prove that G is closed in Gc and is the R-analytic subgroup 
defined by (l. 

(c) Let G bea covering group of G and Jet n be the covering homomorphism. 
Prove that (Gc,n) is a universal complexification of G. 

49. Let G be a real analytic group with Lie algebra (l, G the universal covering 
group of G, and n (G ____, G) the covering map. We assume that the Lie algebra 
of G is identified with (l in such a way that dn is the identity. Let F be the 
kernel of n. Let Ge be the complexification of (l, and Ge a simply connected 
complex analytic group with Lie algebra Gc· 
(a) Prove that there is a unique R-analytic homomorphism a of G into Ge 

such that da is the natural inclusion map of (l into Ge· 
(b) Suppose He is a complex analytic group and v is an R-analytic homo­

morphism of G into Hco Prove that there is a unique C-analytic homo­
morphism Ve of Ge into Hc such that V o n =Ve o a. Deduce that a[F] 
c::; kernel (ve). 

(c) Let P be the intersection of the kernels of Ve as He and v vary. Prove that 
Pisa closed normal complex Lie subgroup of Ge containing a[F]. 

(d) Let' be the R-analytic automorphism of Ge such that d' is the conjuga­
tion of Ge induced by (l (cf. Exercise 48). Prove that ([P] = P. (Hint: 
With notation as in (b), Jet He be the complex analytic group opposite 
to He. Prove that Ve o' is the C-analytic homomorphism of Ge into He 
such that v o' =(Ve o n) o a. Observe now that kernel (ve o O = 

nkernel (vJ].) 
(e) Let Ge = Gc/P and Jet 11 be the natural map Ge ____, Ge. Detine y (G ____, GJ 

by y(n(x)) = 17(a(x)) (x E G). Prove that (Gc,y) is a universal complex­
ification of G. 

(f) Let §e be the Lie algebra of Ge and Jet g = d17[g]. Prove that g is a real form 
of §e and that d17 intertwines the conjugations of Q.c and §e. Prove further 
that there is a unique R-analytic automorphism ' of the underlying R­
analytic group of Ge such that d(, is the conjugation of §c induced by g, 
and that 11 intertwines ' and (,. Prove, finally, that y[G] is the R-analytic 
subgroup of Ge defined by g and coincides with the component of the 
identity of the set of fixed points of (,. 

50. Let notation be as in Exercis6 49. Prove that the following conditions are 
equivalent: (i) a[F] is a discrete subgroup of G"' (ii) P = a[F], and (iii) 
dimc(Gc) = dima(G). Prove also that this happens when G has a faithful 
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representation and· that in this case y is an R-analytic isomorphism of G onto 
y[G]. If conditions (i)-(iii) are satisfied, (G"'y) is called a regular universal 
complexification. 

51. Let G be a solvable real analytic group, and Jet (Gc,y) be its universal com­
plexification. Prove that (Gc,y) is regular, that y[G] is closed in Gc, and that 
y is an R-analytic isomorphism of G onto y[G]. Prove also that Gc is simply 
connected if and only if G is. (Hint: Use Exercise 49 and observe that a[G] is 
closed and simply connected by the results of §3.18; a is thus injective. Observe 
now that Gc = Gc/a[F].) 

52. Let G bea solvable real analytic group and (Gc,y) its universal complexification. 
Prove that if G has a faithful representation, then Gc has a faithful complex 
analytic representation. (Hint: Use Exercise 42 to write G as a semidirect 
product A x ~ B, where A is simply connected and solvable and B is compact 
abelian. Let (Ac,oc) and (Bcofi) be the universal complexifications of A and B. 
Then prove that Gc =Ac X~, Bc for a suitably chosen 1'/c· Prove, finally, that 
Bc is isomorphic to C*• for some n and hence that Bc has a faithful complex 
analytic representation. Now use the results of §3.18.) 

53. G is a real analytic group with Lie algebra g. Let ili be the universal enveloping 
algebra of the complexification !Jc of g . .8 is the center of 0). 
(a) Let 1t (x ~---> 1t(x)) be an irreducible representation of G in a complex vector 

space V of finite dimension. Let [R,. be the linear space spanned by the 
functions on G of the form x 1--> v*(1t(x)v) (v E V, v* E V*). Prove that 
the elements of 'iiR,. are analytic and that if 1t is irreducible, dim 'iiR,. = 

dim(V) 2 • 

(b) Let 1t be as above, [v 1 , ••• ,vd] bea basis for V, and the functions aij be 
defined on G by 1t(x)vj = ~ 1 ~1-::d aij(x)v1 (x E G). Let r (x ~---> r(x)) denote 
the representation of G in the space of ali analytic functions on G given 
by (r(x)f)(y) = f(yx) (fanalytic, x, y E G). Prove that 'iiR,. is invariant 
under r, the subspaces CR 1 spanned by aij (1 :::;; j:::;; d) are invariant under r 
for 1 :::;; i:::;; d, and the representation induced on CR1 by ris equivalent to 1t. 

(c) Let s be an integer?: 1, V• the Cartesian product V x · · · x V (s times), 
and 1t', the representation x 1--> 1t'(x) of G in V' where 1t'(x)(vh .. . ,v,) = 

(7t(x)vh ... ,1t(X)l1,) ((v 1, ... ,v,) E V•). If (uh ... ,u,) E V•, then it is 
cyclic for 1t' (i.e., 1t'(x)(u h .•. ,u,) span Vas x runs through G) if and only 
if u~> ... ,u, are linearly independent in V. 

(d) Let lfl,.(x) = tr 1t(x) (x E G). Prove that lfl,. E 'iiR,. and that it is cyclic 
for the representation r on 'iiR,.. 

(e) Let 1 :::;; i:::;; d and Jet C1 be an isomorphism of CR1 with V that intertwines 
the restriction of r to CR 1 and 1t. Let r and 1t denote the respective associated 
representations of (1} in [R,. and V. Prove that r(a)f = af (f E 'iiR,., 
a E m) and that 'l(r(a)f) = 1t(a)C;(f) (a E CYJ,f E CR;). Hence deduce 
that zf = x.Cz)f for f E 'iiR,., z E 3, x. (3----> C) being the infinitesimal 
character of 1t. 

(f) Prove that lfl,. is the unique element of [R,. that is invariant under ali the 
inner automorphisms of G and takes the value dim (V) at 1. 
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54. Let the general notation be as in the previous exercise. Let G = SU(2,C), 
and identify !) canonically with the Lie algebra of ali 2 >< 2 skew Hermitian 
matrices of trace O. A function on G is said to be invariant if it is invariant 
under ali the inner automorphisms of G. 

(a) Prove that !) is semisimple. Let A = ( ~~ t)• B = C~2 i~2 ). and 

C = (i/2 .1° )· Prove that cu = AZ + B 2 + C 2 generates 3. o ~12 

( a+ ib c +- id) (b) Write any element x E G in the form x = . 1 'b , where 
~c +- u a -- 1 

a, b, c, d E R and a 2 + b2 + c2 + d 2 = 1. Let c+ be the set of ali x 
where b *O. Prove that a, c, and dare coordinates on G+. Determine the 
expression for cu in these coordinates. Prove also that if rp is any invariant 
analytic function on G, a;ac rp = a;ad rp =O on c+. 

(c) Let T be the diagonal subgroup of G, T+ = T n G+. For any analytic 
function rp on G let fii be rp 1 r+. Prove that for any invariant analytic func­
tion rp on G, (curp)- = wip, where w is the differential operator on T+ 
whose expression in the coordinate a is !O ~ a 2)(az;aa 2 ) ~ i,a(a;aa). 

(d) For () E R Jet Uo = (e;o 0 a)• and Jet (djd()) be the usual differential o e-•v 
operator on T. Let n be an irreducible representation of G with infinitesimal 
character X~ and global character x •. Let f. = lfl, 1 T, A = X.(cu). Prove 
that f. is a finite Fourier series with integral coefficients, invariant under 
the involution u9 ~ u_ 9 of T. Prove further, using (e) of the previous 
exercise and (c) above, that the function g,: u9 ~ f.(u9 ) sin() satisfies the 
differential equation (d 2 /d0 2 )g, = (4A ~ 1)g •. 

(e) Deduce from (d) that, for some integer m ~ 1, 4A ~ 1 = ~m2 and 
f.(u0) = c,(e;mo ~ e-;mO)f(e;o ~ e-;o) (u0 E T), c, being a nonzero con­
stant. 

(f) Let V= C 2 , n = n< 11 the representation x ~ x of G in V, V<d = 

V@· · · @ V (r factors), and n <<1 the representation x ~ x@ · · ·@ x 
of G in V<' 1• Let W, denote the subspace of ali symmetric tensors of V<' 1• 

Prove that W, is invariant under n <r). Let a, denote the representation of 
G induced on W" 'fi, the global character of a,. Prove that 1f1 ,(u0 ) = 
(eHr+ 1 )O - e-Hr+ llO)f(e;O - e-;O) (uo E T). Deduce from (e) that the (]' r 
(r ~ 1), together with the trivial representation of G, exhaust the irreduci­
ble representations of G up to equivalence, and that the constant c, of 
(e) is 1. 

55. Let G be an analytic group,!) its Lie algebra, and (X~> ... ,Xml a basis for g. 
Assume that !) is solvable and that for any i, 1 ~ i S: m, the linear span of 
X;, . .. ,Xm is an ideal ing. Let k = R or C according as G is real or complex. 
Let cu 1> ••• ,CUm be the left invariant 1-forms on G such that CU;(Xj) = b;j, 
1 S: i, j S: m, and Jet W; be the 1-form on km that corresponds to CU; under the 
map (tl> ... ,tm) ~ exp t 1 X 1 • • • exp tmXm. Prove that ro 1 = dt 1 and that for 
r > 1, ro,= dt, + L; 1";,-;, A" dt" where A"(tJ, ... ,tm) = B"(ts+J> ... ,t,_ 1) 

+ t,C"(ts+J> ... ,t,_ 1), B" and C" being analytic on km. 



CHAPTER 4 

COMPLEX SEMISIMPLE LIE ALGEBRAS 

AND LIE GROUPS: 

STRUCTURE AND REPRESENTATIONS 

From now on we shall be concerned almost exclusively with semisimple 
Lie algebras and their representations. In this chapter we develop the structure 
theory of semisimple Lie algebras in full detail. This will then be followed by 
a treatment of the finite-dimensional representations of semisimple groups, 
both from the infinitesimal and global points of view. 

Much of the algebraic theory is valid in an arbitrary field of charac­
teristic O. However, we work exclusively in the real or complex case. In view 
of the interplay between the global and infinitesimal aspects of the theory, 
this restriction is a natural one, if one does not want to get involved with the 
theory of algebraic groups. 

In order that the exposition not be interrupted, we have discussed in an 
appendix to this chapter certain results in the theory of finite linear groups 
generated by reftections that are very useful in the theory of semisimple Lie 
groups and Lie algebras. 

Throughout this chapter, k is either R or C. If Vis a vector space over R, 
we write Ve for its complexification and regard V as canonically imbedded 
in Ve. As usual, ali Lie algebras are of finite dimension, unless we state 
otherwise. 

4.1. Cartan Subalgebras 

Let g be a Lie algebra over k of dimension m. Let T be an indeterminate, 
and for X E g let (cf. (3.9.1)) 

( 4.1.1) 

Pm = 1, and the p1 are polynomial functions on g; sin ce det ad X= O, p 0 -O. 
We denote by 1 the smallest integer r > O such that p, =i= O, and call it the 
rank of g (rk(g)). Clearly, 1 < 1 < m, and 1 = m if and only if g is nilpotent. 
It is obvious that when k = R, the rank of g is the same as the rank of Bc· 

260 
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We write 

( 4.1.2) 11 = Pt-

An element X E g is said tobe regular or singular according as I'J(X) -::;te. O or 
I'J(X) = O. We put 

( 4.1.3) g' ={X: X E g, X regular}. 

In view of (3.9.4), it is clear that if k = R, 

(4.1.4) 

Since the Pi are invariant under the group of aU automorphisms of g (cf. 
(3.9.3)), it foUows that g' is an open set that is invariant under the adjoint 
group of g (i.e., the analytic subgroup of GL(g) defined by ad g ::::: gl(g)). 

For any X E g, Jet 

( 4.1.5) 
v(X) = multiplicity of the root O of the characteristic 
equation of ad X. 

Then v(X) is the smaUest integer r >O such that p,(X) -::;te. O. So v(X) > rk(g) 
for aU X E g, and v(X) = rk(g) is and only if X is regular. 

To get an idea of what is meant by regularity, we consider an example. 
Let l be an in te ger > 1. V a complex vector space of dimension 1 + 1, and 
g = 13(( V). For any X E g, Jet X be the endomorphism of the dua1 V* of V 
given by (Xv*)(v) = -v*(Xv) (v E V, v* E V*). lf A. 1 , ••• ,A., are the dis­
tinct eigenvalues of X and v j is the multiplicity of A.j as a root of the charac­
teristic equation of X(1 <.i < r), it is easily seen that O is a root of the 
characteristic equation of X 1 , 1 = X® 1 + 1 ®X, of multiplicity vî + · · · 
+ v;. N ow g(( V) is the direct sum of g and C ·1, and [X, 1] = O; conseqnently, 
we may conclude from Lemma 3.1.10 that v(X) = vî + · · · + v;- 1. 
Since L; 1c;ic;r V;= l + 1, it follows that v(X) > /, and that v(X) = 1 if and 
only if v1 = · · · = v, = 1, i.e., X has 1 + 1 distinct eigenvalues. If Â1, ••• , 

ÂI+ 1 are these eigenvalues, an easy calculation shows that 

( 4.1.6) 

For arbitrary g, Whitney's theorem [l] implies that g' has finitely many 
connected components if k = R; if k = C, g' is actuaUy connected. 1 

1 The fact that (l' is connected if k = C is immediate from the following result: if V 
is a vector space of finite dimension over C, and if fis a polynomial on V, then V' = [v: v 
E V,f(v) *O} is connected. To prove this it is enough to assume f;E O and show that given 
v, v' E V', there is a connected set Wv,v' s; V' containing both v and v'. Letg(t) = 

f(tv + (1 - t)v') (t E C; v, v' E V', fixed). Then g is a polynomial and g ;E O. Let Z be 
the set of zeros of g and Wv,v' = [tv + (1 - t)v': t E C\Z}. Then Wv,v', being the continu­
ous image of the complement in C of a finite set, is connected; and v, v' E Wv,v'· 
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Let LJ be a subalgebra of g. By the normalizer of t) in g we mean the set of 
all X E g such that [X,tJ] s f); it is a subalgebra of g that contains LJ as an 
ideal in it. {J is said to be a Cart an subalgebra ( CSA) of g if (i) {J is nilpotent, 
and (ii) t) is its own normalizer in g. These subalgebras play a fundamental 
role in the theory of semisimple Lie algebras. 

Lemma 4.1.1. Let g bea Lie algebra over k, LJ aCSA. Then: (i) LJ is maxi­
ma/ ni/potent. (ii) lf 3 is any subalgebra of g such that {J S 3 S g, then LJ is a 
CSA of0. (iii) lf k = R,{Jc is a CSA of 9c· (iv) Let 

(4.1.7) Cr,(X) = det (ad X)s/lJ (X E tJ); 

then ( 1, is a po/ynomial function =1= O on t) that does not vanish identically. 

Proof (i) Let t) bea CSA of g, 11 =F f) a nilpotent subalgebra containing 
{J. By Engel's theorem (cf. §3.5) applied to the nil representation H ~ (ad H)n'lJ 
(H E tt) of (J in tt/(J, we see that there is an X E tt, X tţ. (J, such that [X,(J] s 
f); this is a contradiction. (ii) is obvious. If 6 is any subalgebra of g and m is 
its normalizer in g, then in the case k = R, it is obvious that mc is the normal­
izer of 6c in 9c· This proves (iii). We come to (iv). In view of (iii) we may as­
sume that k = C. Then p ( Y ~ (ad Y)9:r,) is a representation of t) in g/(J. If 
(~=O, det p(Y) =O for all Y E tJ. From Theorem 3.5.8 we can conclude 
that O must be a weight of p. So the subrepresentation of p defined by the 
weight subspace corresponding to the weight O is a nil-representation. So by 
Engel's theorem we conclude that there is an X tţ. t) such that (X,{J] s f), a 
contradiction. 

We shall now describe a method of constructing CSA's. 

Theorem 4.1.2. Let g be a Lie algebra over k. For X E g, Jet 

(4.1.8) t)x = [Y: Y E g,(ad X)'(Y) =O for some integer s > 1}. 

Thenfor any regu/ar X, t)x is aCSA, and dim L)x = rk(g). In this case, if(r,x is 
defined by ( 4.1. 7) and 11 is given by ( 4.1.2), 

( 4.1.9) 

In particular, Y E L)x is regu!ar if and only if C lJx( Y) =F O. 

Proof Let X E g be regular and let us write t) for (Jx· If Y E t), (ad X)' 
( Y) = [X,[ X, . .. ,[X, Y)] · · ·] = O for some s > 1. So 

-----------s terms 

(ad X,[ad X,[··· [ad X, ad Y] · · ·] =O 
s terms 

Theorem 3.1.5 then shows that ad Y leaves t) invariant. t) is thus a subalgebra. 
We assert that f) is nilpotent. Let ( = C~x be defined by (4.1.7), so that 
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C( Y) = det(ad Y)91~, and let I)' = { Y: Y E (j, C( Y) :;t: 0}. By Theorem 3.1.5, 
g is the direct sum of (j and m, where m = n,~ 1 range((ad X)'), and for any 
Y E (j, ad Y leaves hoth (j and m invariant. If Y E (j', (ad Y) 1 m is invertible, 
so (jy s; (j. On the other hand, since X is regular, dim((j) = rk(g) < v( Y) = 
dim{f)y) (cf. (4.1.5)), so {jy = (j. In other words, (ad Y) 1 f) is nilpotent for Y E 

(j'. Now C(X) :;t: O, soC =f=. O. SoI)' is dense in (j. This implies that (ad Y) 1 f) is 
nilpotent for all Y E (j. · 

Let n be the normalizer of f) ing. If X' E n, then [X,X'] E f), so X' E 

f) too. So n s; f). This completes the proof that (j is aCSA. Note that dim(f)) 
= rk(g)( = 1, say). 

It remains to prove (4.1.9). For Y E f), (ad Y)l (j is nilpotent, so there is 
a hasis for (j in which the matrix of (ad Y) 1 f) has zeros on and helow the main 
diagonal. Combining this with a hasis for m, we obtain a hasis for g. If we 
calculate the determinants in this hasis, we easily ohtain (4.1.9) from (4.1.1). 

We now prove Chevalley's theorem on the conjugacy of the Cartan suh­
algehras of a complex Lie algebra under the adjoint group (Chevalley [3]). 

Theorem 4.1.3. Let g bea Lie algebra over k. Then any CSA of g is of 
theform fJxfor some regular element X. There arefinitely many CSA's f)" ... , 
f), such that any CSA of g is conjugate to o ne of the ()1 through an element of the 
adjoint group G of g. If k = C, al/ CSA's are mutually conjugate under G. 

Proof We note that if f) is aCSA and X E (j is a regular element, then 
(j = fJx· In fact, since f) is nilpotent, f) s; fJx; since fJx is nilpotent and f) is 
maxima! rtilpotent, f) = fJx· In particular, if two CSA's contain a regular 
element in common, they must coincide. 

This said, we take up the proof of the theorem. Let (j be a CSA of g and 
C = C!i he defined hy (4.1.7). Let 

(4.1.10) f)' = {Y: y E f), C(Y) * OJ. 

Then, hy Lemma 4.1.1, (j' is a dense open subset of(). We now introduce the 
analytic map 

(4.1.11) tp: (x,X) ~ X" 

of G x (j into g, and calculate its differential. We canonically identify the 
tangent spaces to G, g, and f) at each of their points with g, g, and f) respec­
tively. Then, for Y E g, H E {), 

(dtp)cx,x,(Y,H) = (dtp)rx,X)(Y,O) + (dtp)cx•Xl(O,H) 

= (!!_X" exp •Y) + (!!_(X+ tH)") 
dt t•O dt t•O 

= [Y,X]" + H". 
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Let 

(4.1.12) Lx(Y,H) = [Y,X] + H (Y E g, H E f)). 

Then 

(4.1.13) (drp)cx,x> = Ad(x) o Lx (x E G, X E 1)). 

In particular, for x E G and X E L), 

(4.1.14) range ((dlfl)cx.x>) = ((J + range (ad X)Y. 

Now, for any X E LJ, LJ + range (ad X)= g if and only if ad X induces an 
invertible endomorphism of g/1), i.e., ((X)* O. So the relation (4.1.14) shows 
that (dlfl)cx,x> is surjective if and only if X E f)'. 

It foliows from this last assertion that (1)')0 = lfi[G x 1)'] is an open subset 
of g and that '1' is a submersion of g x f)' onto (1)')0 . Since the set g' is dense 
in g, it foliows that (lJ')0 n g' * 0. Since g' is invariant, we must ha ve 1)' 
n g' -::F 0. So lJ contains a regular element, say X. Then LJ = LJx, as we had 
observed at the outset. 

It remains to examine the conjugacy question. Let g1,. •• ,g, be the con­
nected components of g', and Jet X1 E g1 be arbitrary, 1 < i < r. Write fti = 

L)x, (1 < i < r). Since G is connected, it is clear that the g1 are invariant under 
G. Fix i, 1 < i < r. For any X E g;, write 1)~ = L)x n g', and let LJ! be the 
connected component of f)~ that contains X; let IJ x = (()1)0 • Then f)! is open 
in 1)~, and it foliows from the submersive nature of the map (y,Y) ~ P of 
G x t)~ onto (f)~)0 that IJ x is a connected open subset of g'. Thus IJ x ~ g1• If 
Z E f)_i;, it is clear that fJi = f)_ţ, so bz = bx. If X, Y E g; and bx n IJy -:f= 0, 
it is obvious that Y is conjugate to some element Z in t)}, so by =' IJz = bx. 
In other words, two members of the family {IJ x: X E g;} are either identica! 
or disjoint. Since they are ali open and g, is corinected, ali of them must 
coincide with g1• Thus g1 = bx,, 1 < i < r. Suppose f) is aCSA, X a regular 
point such that t) = t)x· Then X E g, for some i, so X= ZY for some Z E 

f)_i;,, y E G (1 < i < r). This implies that fJr = 1). Finaliy, if k = C, g' is con­
nected. So r = 1 in the above discussion, and any CSA of g is conjugate, via 
G, ta () 1 • This proves the theorem. 

Corollary 4.1.4. The dimension of any CSA is the rank of g. If f) is any 

CSA 

q(Y) = det (ad Y)91 [J (Y E f)). 

We give two examples. 

(1) Let 1 be an integer > 1, Va vector space of dimension 1 + 1 over C, 
and g = {l((V). Let X E g be regular. We have then seen that X has 1 + 1 
distinct eigenvalues. So there is a basis { v1 : 1 < i < 1 + 1} of V in which the 
matrix of X is diagonal. X is clearly semisimp1e, so ad X is semisimp1e. Thus 
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(Jx becomes the centralizer of X in g. f)x is thus the space of ali endomor­
phisms of trace O of V whose matrices in the above basis are diagonal; rk(g) 
= !. 

(2) Let g=§((2,R);k=R. Let H=(b -~)· X=(8 b)· Y= 
(~ 8). It is then easy to verify that H and X- Y are regular, and that 

n = R·H and lJ = R·(X- Y) are the CSA's containing Hand X- Y 
respectively. But CI and lJ are not conjugate because, for any t E R, the 
eigenvalues of ad(tH) are O, 2t, and -2t while those of ad(t(X- Y)) are O, 
2it, and - 2it(i2 = -1 ). However, Clc and lJc are conjugate in 9c under the 
adjoint group of 9c· 

From now on, g is semisimple, and ( ·, ·) is its Cartan-Killing form. 

Theorem 4.1.5. Let g be a semisimple Lie algebra over k and (J <;; g a 
subalgebra. Then (J is aCSA ({anei only if(a) f) is maxima/ abelian, and (b) 
ad H is semisimple for any H E (J. Moreover, in this case, the restriction of 
( ·, ·) to t) X LJ is also non-singular. 

Proof We prove first that if LJ is any CSA of g, the restriction of the 
Cartan-Killing form to LJ x t) is non-singular. Let X be a regular element 
such that (J ~~ (Jx· lf Sis the semisimple component of X (cf. Theorem 3.10.6), 
then [X,S] = O, soS E lJ; moreover, since ad Sis the semisimple component 
of ad X, they both ha ve the same characteristic polynomials, from which we 
conclude that Sis regular. So (J = l)s, and the semisimplicity of S shows that 
(J is the centralizer of Sin g. Let q = [S,g]. Then Theorem 3.1.5 implies that g 
is the direct sum oflJ and CJ. If H E t) and Y E g, we see from (3.9.9) that 

(H,[S, Y]) = -([S,H], Y) 

Therefore, (J and CJ are mutually orthogonal with respect to ( ·,. ). We may 
therefore conclude that CJ is the orthogonal complement of (J with respect to 
( ·, · ), and therefore that ( ·, ·) is nonsingular when restricted to (J x (J. 

Let N be an element of (J such that ad N is nilpotent. By Theorem 3. 7.3, 
there is a basis-for 9c when k = R, and for g itself when k = C-with 
respect to which the matrices of ad H, H E (J, have zeros below the main 
diagonal; since ad N is nilpotent, its matrix will then have zeros even on the 
main diagonal. Consequently, tr(ad N ad H) =O for ali H E (J, i.e., (N,H) 
= O, H E (J. From the previous result we see that N must be O. On the other 
hand, Jet f)' be the set of ali elements of (J which are regular in g. If X E (j' 
and N is its nilpotent component, NE (J as [X,N] =O, so by the result proved 
just now, N = O. So f)' consists of semisimple elements. If X E l)', (J is then 
the centralizer of X ing. So [X, Y] = O for X, Y E (j'. Now since f)' is open in 
t), we can find a basis for (J whose members belong to f)'. Since these elements 
commute and are semisimple, it follows that (J is abelian and that ad H is 
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semisimple for aU H E t). Since q is maxima! nilpotent, it must a fortiori be 
maxima! abelian. 

Conversely, Jet t) be a maxima! abelian subalgebra such that ad H is 
semisimple for ali H E {). Then H f-> ad H is a semisimple representation of 
q ing. So we can find a subspace q of g that is invariant under ad q and com­
plementary to {). Suppose now that q is not a CSA. Then therc is a Y E g 
such that Y rţ q and [Y,q] s; t). If we write Y = H + Y', H E {), Y' E q, 
we see that Y' =F O and [ Y',tJ] s; {). On the other hand, [ Y',{J] s; q, so [ Y',q] = 

O. This contradicts the fact that t) is maxima! abelian. The theorem is com­
pletely proved. 

Note that not every maxima! abelian subalgebra of g is a CSA. For 

example, Jet g = 0{(2,R) and n = R· X, where X= (2 6)· Then n is max­

ima! abelian but not a CSA, because ad X is not semisimple. 
Roughly the same arguments as above lead to the following theorem. 

Theorem 4.1.6. Let g bea semisimple Lie algebra mw k. Then an element 
ofg is semisimple if and only ifit belongs to some CSA ofg. Let X bea semisim­
ple element of g, .3 the centralizer of X, and q = [X,g]. Then 0 and q are or­
thogona/ complements of each other with respect to < ·, · ), 0 is a subalgebra of 
the same rank as g, and g is the direct sum of 0 and q. M oreover, < ·, ·) is non­
singular on 0 X 3· 

Proof Let X be semisimple. 0 is obviously a subalgebra. As in the 
previous theorem, we prove that g = 3 + q is a direct sum, and that 3 and 
q are orthogonal complements of each other with respect to < ·, · ). This al­
ready implies that < ·, ·) is non-singular on 0 x 0. Note also that if there is a 
CSA of g, say 1), containing X, then X E 1) s; 0, so LJ will also bea CSA of 3; 
this will imply that rk(3) = rk(g). So it remains to prove that there is a CSA 
of g containing X. It is sufficient to prove that 0 n g' =F 0. For if Y E g' 
and !ies in 3, then t) = qy is a CSA containing X. 

For Z E 0, ad Z leaves 3 and q invariant. Let 

'(Z) = det(ad Z)q· 

Then' is a polynomial function on 3 and {(X) =F O. Put 

(4.1.15) 'o = [Z: Z E o, '(Z) =F 0}. 

Then '0 is a nonnull open subset of 3 containing X. Let VI be the map (z,Z) f-> 

zz of G x 3 into g. As in Theorem 4.1.2, we find that 

(4.1.16) (dlfl)cz,z>(X',Z') = {[X',Z] + Z'}' (X' E g, Z' E o). 
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This relation shows that diJI is surjective at (z,Z) if and only if 3 + range 
(ad Z) = g, i.e., if and only if ad Z maps q onto itself, i.e., if and only if 
Z E '3. But then ('3)<' = IJI[G x '3] is an open subset of g. In particular, 
since g' is dense ing, ('3)0 n g' -:f: 0, so that '3 n g' -:f: 0. 

It is quite useful to isolate the submersive nature of IJI as a corollary. 

Corollary 4.1.7. Let X E g be semisimple, 3 the centralizer of X in g, 
and '3 as in (4.1.15). Then 1/J: G x '3-+ g is everywliere submersive. In particu­
lar, ('3)0 is an open subset ofg im•ariant under G. 

4.2. The Representations of ~((2,C) 

The Lie algebra 18((2,C) is simple, and its properties are of fundamental 
importance in the theory of semisimple Lie algebras. The abject of this sec­
tion is to present the basic results concerning the (finite-dimensional) repre­
sentations of this Lie algebra. 

Let g = 18((2,C), G = SL(2,C), and let (SJ denote the universal enveloping 
algebra of g. Write 

( 4.2.1) 

then 

(4.2.2) [H,X] = 2X, [H,Y] = -2Y, [X,Y] = H. 

Also 

(4.2.3) <H,H) = 8 <X,Y) = 4. 

The representations n1• Since g is semisimple, aU of its representations 
are semisimple by Weyl's theorem. We shall now determine the irreducible 
representations of g. We need a Lemma. 

Lemma 4.2.1. Let p be an integer > O. Then we have the fo/lowing identi­
ties in (SJ: 

(4.2.4) 
XP+ 1 = yp+IX + (p + l)P(H- p) 

YXP+I = XP+I y- (p + l)XP(H + p). 

Proof We use induction on p. For p =O, this is clear, since XY- YX 
= H. Assume (4.2.4) for some p >O. Since HY = Y(H- 2), 
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xyp+z = (YP+lx + (p + 1)P(H- p))Y 

= YP+2X -+- p+lH + (p + 1)YP+l(H- p- 2) 

= p+zx + (p + 2)P+ 1(H- p- 1). 

Chap. 4 

The second relation in (4.2.4) is established similarly. 

Theorem 4.2.2. Let p be a finite-dimensional irreducible representation of 
o in a complex vector space V. Then p(H) is semisimple, its eigenvalues being 
ali simple and integral. Moreover, there is an integer j >O and a basis {v0 ,v1, 

... ,v1} for V sucit that 

p(H)vp = (j ---- 2p)vp (p = 0,1, ... ,j) 

(4.2.5) p(X)v0 =O, p(X)vP = p(j- p + l)vp-I (p = 1, ... ,j) 

(p=O,I, ... ,j-1) 

Conversely let j >O be any integer. Then there is exact/y one equil•a/ence c/ass 
of irreducible representations of g of dimension j + 1, and (4.2.5) defines a 
member of this class. Final/y, each of these representations is equivalent to its 
contragredient. 

Proof Let p be an irreducible representation of 0 in a finite-dimensional 
vector space V. For any A E C, write V;. for the eigenspace of p(H) cor­
responding to the eigenvalue A, if A is an eigenvalue of p(H); otherwise, put 
V;.= O. Since [p(H),p(X)] = 2p(X) and [p(H),p( Y)] = -2p( Y), we see 
easily that for any A E C 

(4.2.6) P(X)[V;.] s; A;.+z 

Now, we can tind an eigenvaluej of p(H) such thatj + 2 is not an eigenvalue. 
lf v 0 =1:- O is an eigenvector corresponding to the eigenvalue j, we get from 
(4.2.6) 

(4.2.7) p(X)v0 =O. 

Let 

(4.2.8) vs = p(Y)'v0 (s = 0,1, ... ). 

By ( 4.2.6), p(H)vs = (j - 2s)vs for s >O. As the numbers j- 2s cannot ali 
be eigenvalues of p(H), we can tind s > 1 such that vs = O. Let m >O be 
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chosen so that 

(4.2.9) vp =F O (O< p < m), vm+l =o. 

The vp(O < p < m) are linearly independent, since they are eigenvectors of 
p(H) for distinct eigenvalues. Moreover, by the first formula of (4.2.4) we 
ha ve, for O < p < m, 

p(X)vP = p(XYP)v0 

= p(j- p + I)vp-t 

Consequently, the subspace Los::ps::m C·vP is invariant under p(H), p(X), and 
p( Y). Since p is irreducible, we must ha ve 

At the same time, since vm+t = p(Y)m+ 1v 0 =O, we have 

O= p(XYm+t)vo 

= (m + l)(j- m)vm. 

This implies that j = m. Therefore j is an integer > O, the dimension of V 
is j + 1, and one has the relations (4.2.5). The semisimplicity of p(H) is 
obvious. 

Conversely, Jet j be an integer > O. Let V be a vector space over C of 
dimensionj + 1. We choose a hasis [v 0 ,. •• ,vj} for Vand define the endomor­
phisms p(H), p( Y), and p( Y) by (4.2.5). A straightforward calculation shows 
that the map hH + xX + yY~ hp(H) + xp(X) + yp(Y) (h, x, y E C) is a 
representation of g in V. This representation must be irreducible. For, if 
W =F O is an invariant subspace of V, the invariance of W under p(H) implies 
that W is spanned by the v P it contains. If s is the smallest of the integers 
q >O for which v. E W, then s =O; for if s >O, p(X)v, is a nonzero multi­
ple of V s-1 and !ies in W, showing that V s- 1 E w. So V o E w. But then 
VP=p(Y)Pv0 E WforO<p<j.Thus W= V. 

For each integer j > O, we thus have a unique equivalence class of ir­
reducible representations of g, of dimension j + 1. Since the contragredient 
of an irreducible representation is an irreducible representation of the same 
dimension, the last assertion follows immediately. This proves the theorem. 

Corollary 4.2.3. Let p be a representation of g. Then p(H) is semisimple, 
whi!e p(X) and p( Y) are nilpotent. The eigenvalues of p(H) are al/ integers; 
and the set of eigem•alues of p(H) is invariant under the symmetry s ~ -s of 
the additive group of integers. 



270 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

It is enough to prove these assertions for irreducible p; for such p, they 
are immediate from (4.2.5). 

Corollary 4.2.4. Let n be a representation of g in a finite-dimensional 
vector space V. Assume that (i) al! eigenvalues of n(H) are of multiplicity 1, 
and (ii) the difference between any two eigenvalues of n(H) is even. Then n is 
irreducible. 

Proof n is seen to be either irreducible or equivalent to the direct sum 
of nj and nr where li- j' 1 is odd, on noting that in the irreducible represen­
tation p corresponding toj> O the eigenvalues of p(H) arej,j- 2, ... ,-}; 
the second alternative is impossible in view of (ii). 

The following corollary is immediate from the proof of Theorem 4.2.2. 

Corollary 4.2.5. Let p be a representation of g in a (not necessarily finite­
dimensional) vector space V, and va non zero vector in V such that: (i) p( X)v =-, 

O and p( Y)'v = O for some integer s > 1, and (ii) p(H)v = AV for some A E C. 
Then A is an integer >O; moreover, the subspace L:oc-k::::;_ C· p( YYv is p­
im•ariant, and it defines the irreducible representation of dimension A + 1. In 
particular, p( Y)!-+ 1v =O. 

The eigenvalues of p(H) are called weights of p; the eigenspaces arecalled 
the weight spaces. If p is irreducible and of dimensionj + 1 ,j is the 1argest of 
the weights of p; j is called the highest weight of p, and we denote by n j the 
irreducible representation of g with highest weight j. 

The left ideals WCj. The representations nj are so important that it may 
be worthwhile looking at them from other angles. From the point of view of 
the universal enveloping algebra, we have 

Theorem 4.2.6. Let v0 bea nonzero vector ofweightjfor nj. Then C·v0 

is the nul! space of n/X). lf 

(4.2.10) IJJ(j = [a: a E (\),n/a)v 0 = 0}, 

then wcj is a maximalleft ideal ofili, and 

(4.2.11) 

Proof It is clear from (4.2.5) that C·v0 is the null space of n/X). Since 
nj is irreducible, WCj is a maximalleft ideal of G:l. Let WC be the subspace of C'>3 
given by the right side of (4.2.11). Then, since X, H- j, and yj+l E wcj, 
(cf. (4.2.5)), WC c;; WCj. On the other hand, if r, s, and t are integers >O, we 
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have, modulo 9Jl, 

o if t >o 
j'Y' ifs>O,r<j,t=O 

O if s > O, r > j + 1, t = O. 

So, sin ce ili is spanned by the monomials Y' H' X', we ha ve 

(ij = I)J( + :E C· Y'. 
o-:;;.r:::;;,j 

In other words, dim(ili/9Jl) < j + 1. But dim(ili/9R1) = dim(n1) = j + 1, so 
we must have 9Jl = 9Jl1. 

Remark. Given any integer j >O, it is possible to prove directly that 
9Jl1, as defined by (4.2.11), is a maximalleft ideal ofili, thus providing one with 
an alternative method of constructing the 1!';. We shall take this method up 
in the case of arbitrary g later on. 

Corollary 4.2.7. Let w = H 2 + 2H + 4 Y X+ 1. Then w !ies in the 
center ofCJ9, and 

(4.2.12) 

Proof It is an easy verification that w lies in the center of ill. So, by 
Schur's lemma, n/w) = c1 ·1 for some constant c1. ·In particular, n/w)·v0 = 
c1v0 • But 

n/w)v0 = n/H)2v0 + 2nlH)v0 + V 0 + 4n/Y)n/X)v0 

= (j + 1)2v0 • 

Concrete realizations. We shall proceed to the concrete realizations of 
the n1• Since G = SL(2,C) is simply connected, the n1 can be lifted to complex 
analytic representations of G; these will also be denoted by n1. 

Let V 1 = CZ, and let us write elements of V 1 as 2 x 1 column vectors; the 
elements of g and G act as endomorphisms of V, through matrix multiplica­
tion. Put 

(4.2.13) 

Then 

(4.2.14) Xv 1 , 0 =O, 
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So the representation Z ~ Z is equivalent to n 1 • Let S be the symmetric 
algebra over V1 , and for any integer r >O, Jet S, be the homogeneous sub­
space of degree r of S. For Z E g, Jet dz be the derivation of S that extends 
the endomorphism v ~ Zv of V 1• The dz Ieave S, invariant and so induce a 
representation Z ~ dz 1 S, on S,. For r = O, this is the trivial representation 
of g; for r = 1, this is the representation Z ~ Z considered above. Let r > 2, 
and Jet 

( 4.2.15) v,,p = v;~tvf, 1 (O< p < r). 

The v,.P (O< p < r) form a hasis for S" so dim(S,) = r + 1. A straight­
forward calculation shows that 

dHvr,p = (r - 2p)v,,P (O <p < r) 

dxV,, 0 = O, dyv,,, = O 
( 4.2.16) 

dxvr,p=pv,,p-l (l<p<r), 

(O< p < r- 1). 

(4.2.16) makes it clear that the representation defined by S, is equivalent to 

S is canonically isomorphic to the polynomial algebra on Vf; identifying 
Vf naturally with V 1 , we obtain an isomorphism of S with the algebra P of 
polynomials on V 1 • A straightforward verification shows that G acts on Pin 
the following way: 

(4.2.17) (x·p)(u) = p(x'·u) (u E V~>p EP) 

(t denotes matrix transposition). The space P, of homogeneous polynomials 
of degree r is then invariant under this action and defines a representation 
equivalent to n,. 

Characters. Let rp 1 and rp 2 be respectively the linear functions (~~) ~ u 1 

and (~:) ~ u 2 on V 1 • For any A. E C* Jet 

(4.2.18) 

It is then clear from ( 4.2.17) that 

So the trace of the endomorphism q ~ x.\ ·q (q E P1) is found tobe .A.1 + .A_J-z 
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+ ... + A_-i. Let 

( 4.2.19) lfllx) = tr nlx) (x E G). 

Then 

(4.2.20) 

IJii is a continuous function invariant under aU the inner automorphisms of 
G. Further, any x E G with distinct eigenvalues is conjugate, via some inner 
automorphism of G, to an x, with A. =F- ± 1. As the set of such x E G is a 
dense open subset of G, (4.2.20) determines IJii completely. From (4.2.12) we 
see (cf. Exercise 54, Chapter 3) that IJii satisfies the foUowing differential 
equation: 

(4.2.21) 

4.3. Structure Theory 

Let g be a complex semisimple Lie algebra, LJ a CSA. We fix g and LJ 
throughout this section. The aim ofthis section is to make a detailed analysis 
of the structure of g through an examination of the spectral theory of ad t). 
This is not difficult, since t) is abelian, and ad H is semisimple for aU H E tJ. 

We write <., ·) for the Cartan-Killing form of g; if a and 6 are two sub­
spaces of g, we write a _L 6 when (X,Y) =O for X E a, Y E 6; aj_ = 
f Y:(X,Y) = O for aU X E a}. 1)' is the set of regular points of t). As usual, 
dim({J) = 1. 

1. Roots and root subspaces. Let LJ* be the dual of tJ. For A. E t)* Jet 

(4.3.1) g, = {X: X E g, [H,X] = A.(H)X for ali H E tJ}. 

Since t) is the centralizer of any element of t)', it is obvious that g0 = LJ. 
A. E t)* is called a root of (g,IJ), or simply a root, if A. =F- O and g, =F- O. We 
write Â for the set of roots. 

(4.3.2) Â =fA.: A. E tJ*, A. a root}. 

For any A. E Â, g, is caUed the root subspace corresponding to A.. To the 
representation H f--'> ad H we apply Theorem 3.5.8. Since ad H is semisimple 
for H E t), it is clear that the weight subspaces are the root subspaces. Hence 
we have the decomposition 

(4.3.3) 
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the sum being direct. We call (4.3.3) the root space decomposition of g with 
respect to fJ. 

Lemma 4.3.1. Let A., ţt E f)*. Then [gA,g,.] <;; gA+~; if A. + ţt ::;t:. O, gAj_ g~ 

Proof. Since ad H is a derivation of g, we have, for X E gA and Y E 

g~, [H,[X, Y]] = [[H,X], Y] + [X,[H, Y]] = (A. + ţt)(H)[X, Y], showing that 
[X, Y] E 9A+w If A. + ţt ::;t:. O and X and Y are as above, then for any v E 

f)*, ad X ad Y maps g. into 9A+~+·• which is different from g •. Hen ce (X, Y) = 
tr(ad Xad Y) =O. 

Corollary 4.3.2. 9A j_ f) (A. E &). If IX E &, then -IX E &. Moreover, 
( • , .• ) is non-singular on g., X g_., for any IX E &. 

Proof. The first relation is clear, since A. * O. lf IX E L\ but -IX rţ. &, 
then g., j_ gp for ali p E &. So, since g., j_ f) too, g,. j_ g, contradicting the 
non-singularity of ( ·,· ). If X E g,. and X j_ g_,., then the same argument 
shows that X j_ g, so X = O. This gives the last result. 

Lemma 4.3.3. C·& = f)* 

Proof. For H, H' E f) we have 

(4.3.4) (H,H') = 1: dim(g,.)1X(H)1X(H'). 
"Eâ 

If C·& ::;t:. f)*, there will be an H ::;t:. O in f) such that IX(H) =O for all IX E &. 
Then H j_ f) by ( 4.3.4), contradicting the non-singularity of ( ·, ·) when 
restricted to f) x f). 

Since < ·, ·) 1 f) x f) is non-singular, there is a natural isomorphism of {J* 
onto f). For any A. E tJ* its image in f) will be denoted by HA. Thus 

(4.3.5) A.(H) = (H,H1) (A. E f}*, H E f)). 

We also transfer ( ·, ·) to a symmetric non-singular bilinear form < ·, ·) on 
f)* X f)* via this isomorphism. Thus 

(4.3.6) 

Note that H., ::;t:. O for any IX E &. 

Lemma 4.3.4. Let IX E &, X E g,., Y E g_,.. Then 

(4.3.7) [X,Y] = (X,Y)H.,. 
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In particular, 

( 4.3.8) 

Proof By Lemma 4.3.1, [g~,B-~1 s:; t). If X, Y are as above, then 
(H,[X, Y]) = rx(H)(X, Y) = (H,(X, Y)H~) for any HEt). This proves 
( 4.3. 7) and shows that [9~·9-~1 s:; C · H~. By Corollary 4.3.2, we can find 
X, Y as above with (X, Y) = 1; then [X, Y] = H~. This proves (4.3.8). 

Since H~ = [X, Y] for suitably chosen X E 9~ and Y E 9-~· ad H~ = 
[ad X, ad Y] for such X, Y. Then tr(ad H~ 1 V) =O for any subspace V of 9 
invariant under both ad X and ad Y. This remark leads to the next two lem­
mas. 

Lemma 4.3.5. Let rx, p E Â. Then there is a rational number qp~ such that 

(4.3.9) 

Moreot•er, (rx,rx) is a rational number >0. 

Proof Let V= I:Hz 9p+h (the sum is finite). By Lemma 4.3.1, [9~, V] 
s:; V, [9-~, V] s:; V. Let dk = dim(9P+h). Then, by the remark made above, 
tr(ad H~ 1 V) = O. So 

I: di(P,rx) + k(rx,rx)) =O. 
k 

As I:k dk > d0 >O, we can solve for (p,a,) from this relation to get (4.3.9) 
with qP~ = -(L:k kdk)/(L:k dk). lf (rx,rx) = O (p,a,) = O for ali p E Â by 
the above result. So (rx,..t) =O for ali A. E t)*, showing that a,= O, a con­
tradiction. Thus (a,,a,) -=F O. By (4.3.4) and (4.3.9) 

Since (rx,rx) -=F O, we can solve for it from this relation to get (rx,rx) = 
CI:PEA q~~ dim(9p))- 1 , which is rational and > O. 

Corollary 4.3.6. Let 

(4.3.10) 

Then dima L)a = /. Moreover, ( ·, ·) is a positi1•e definite scalar product on 
L)a X L)a· Each root is real-valued on L)a· 
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Proof By (4.3.9) it is clear that each root is real-valued on t)a· By (4.3.4), 

<H,H) = L; dim(gp)P(H) 2 (H E t)a)· 
ftE!i 

Since p(H) is real for H E t)a, p E .:1, <H,H) >O for H E t)a· If <H,H) =O 
for some H E t)a, then ft(H) = O for all p E .:1, showing that H = O. So 
< ·, ·) is a positive definite scalar product on t)a X t)a· Since dim t) = /, we 
can select lX 1, ••• ,rx1 E .:1 such that H,.,, ... ,H,., span t) over C. If H = 

I; 1 ,;:~"; 1 c1H,., E t)a (c1 E C), we have the equations 

Now the matrix ( <rx1,rx1) ) 1:;::1, 1";1 is invertible because < ·, ·) is non-singular on 
t)* x t)*. Also, its entries are real. Consequently, as the rxiH) are real, the c1 

are also real. In other words, fJa is spanned by the H., (l < i < /) over R. 
This proves that dima t)a = /. 

Lemma 4.3.7. Let rx E .:1. Then dim(g.) = l, andnone of ±2rx, ±3rx, ... , 
are roots. 

Proof Select X E g., Y E 9-. such that H. = [X, Y], and let V= 
C · Y + C · H. + L;k:o, 1 gk It is clear that Vis invariant under both ad X ad 
Y. Hence tr(ad H.l V) = O. Write dk = dim(gka.), k = l ,2, .... Then 

<rx,rx)(-1 + d 1 + 2d2 +···)=O. 

Since <rx,rx) :::/=O, d 1 > 1 and d1 >O (i > 2), we must ha ve d 1 = 1, d2 = d3 = 
... =0. 

Since <rx,rx) is a rational number :::/= O, we can find a rational number q. 
such that rx(q.H.) = 2(rx E .:1). Let H. = q.H •. Thus: 

(4.3.11) 
- 2 

H. = -< )H" (rx E .:1). rx,rx 

(4.3.12) 

Write 

(4.3.13) 

Then o. is spanned by H.,x., and X_. and is a subalgebra of g isomorphic 
to {1((2,C). Put 

(4.3.14) p.(X) = ad X (X E o.); 
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p,. is then a representation of b,. in g. We now examine this representation 
using the results of §4.2. 

Lemma 4.3.8. Let OG, p E A with p * ±OG. Then there exist two integers 
p = p(a,p) and q = q(a,p), both > O, such that for any integer k, p + ka E 

A if and only if -q < k < p. The representation p,. is irreducible on I:kEZ 

!Jp+h· Moreover, p(it) = q- p is an integer, and p- p(fi,.)·OG E A. 

Proof p + ka * O, k = O, ± 1, ±2, ... , so dim(gp+h) < 1 for ali k. 
Let 

(4.3.15) 

p,. leaves !Jp.,. invariant. lf !Jp+k,. *O, its elements are eigenvectors for p,.(fi,.) 
for the eigenva1ue p(fi,.) + 2k. So, ali eigenvalues of p,.(fi,.) 1 !Jp,,. are of 
mu1tip1icity 1, and any two of them differ by an even integer. By Corollary 
4.2.4, p,. acts irreducibly on gp,a.· Letj be the highest weight of the irreduci­
ble representation defined by !Jp,,.· Then since gp s; !Jp,,., we see that p(fi,.) is 
an integer, while j- p(fi,.) and p(fi,.) + j are nonnegative even integers. 
Let p = tU - p(fi,.)), q = tU + p(fi,.)). It is then obvious that 

(4.3.16) 

Finally, - p(fi,.) must be an eigenvalue of p,.(fi,.) 1 !Jp.,. (Corollary 4.2.3), so 
there is a k with -q < k <p such that (p + ka)(fi,.) = -p(fi,.). Solving 
for k, we find that k = - p(fi,.): So 

(4.3.17) 

Corollary 4.3.9. Let OG E A. If c E C, then ca is a root if and on/y if 
c = ±1. 

Proof We may assume that c * O. Let p = cOG. Then 2c = p(fi,.) is an 
integer. Similarly, sin ce OG = c 1 p, 2c- 1 is an integer too. So c = ±t, ± 1, 
or ±2. If c * ± 1, then either OG = ±2P or p = ±2a, both of which are 
impossib1e by Lemma 4.3.7. Soc= ± 1. 

Corollary 4.3.10. Suppose OG, p E A and p * OG. Jf p - OG is not a root, 
<a,p) <O; moreover, in this case, q =O and p = -P(fi,.). 

Proof lf p- OG is nota root, gp,,. = gp + !Jp+a. + · · · + !Jp+pa.· So p(fi,.) 
is the lowest eigenvalue of p,.(fi,.) in !Jp,,., hence p(fi,.) <O. This implies that 
<a,p) < O. The rest is obvious. 

Corollary 4.3.11. Suppose that OG, p E A and OG + p E A. Then [g,.,gp] 
= Ba.+B· 
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Proof Otherwise [9~,9p] = O, so L:-q,:;k,:;o 9p+k~ is invariant under P~· 
This implies that p = O or p + IX rţ. A, a contradiction. 

Corollary 4.3.12. Let IX, p E A, with p =F ±IX, and Jet p, q be as in Lemma 
4.2.8. Then p + q < 3. Furthermore, the possible values of 2(1X,fi)/(1X,IX) are 
O, ±1, ±2, ±3. 

Proof Let m = 2(1X,fi)/(1X,IX) n = 2(fi,IX)/(fi,p). Then both m and n 
are integers. Suppose m =F O. Then n =F O also. On the other hand, by Corol­
lary 4.3.6, < ·, ·) is a positive definite scalar product on L:rE~ R · y; so, using 
the Cauchy-Schwarz inequality, and remembering that IX and p are linearly 
independent, we get O < 1 m Il n 1 < 4. So m = ± 1, ± 2, or ± 3. Replacing p 
by p + piX in this result, we see that the highest weight of the representation 
P~ in 9~.p, namely (p + ptX)(it), is at most 3. Hence dim(9p.~) < 4. So p + 
q< 3. 

Corollary 4.3.13. Let IX,p E A, with p =F ±IX, and let p, q be as in Lemma 
4.3.8. Suppose that Z~ E 9~ and Z_~ E 9-~, both =F 0. Thenfor any X E 9p, 

(4.3.18) (1X,IX)( ) [Z~,[Z_~,XJ] = - 2 - Z~,Z-~ q(p + 1)X. 

Proof Let X~ E 9~, X_., E 9-~ be such that (4.3.12) is satisfied. Since 
jj~ = (2/(tX,tX))H~ and [X~.X-~l = (X~,x_.)H~ (cf. (4.3.7)), we have 

2 
<x~,x-.) = <->· IX,IX (4.3.19) 

Let z. = c.X., z_. = c_.x -·· lf j is the highest weight of the representation 
P~ in 9p .• , it is clear that 9p = (ad X_.))P[9p+p•], so we obtain from (4.2.5) 

ad x. ad x_. ·X= (p + 1)(j- p)X (X E 9p). 

On the other hand, dim(9p .• ) = p + q + 1, so j = p + q. So 

(4.3.20) [X~,[X_.,X]] = q(p + 1)X (X E 9p). 

Now, (4.3.19) imp1ies that (Z.,,Z_.,) = c.c_., ·2/(tX,IX), so we get (4.3.18) from 
(4.3.20). 

Consider now IX E A. Let 

(4.3.21) a.= {H: H E tJ, tX(H) = 0}. 

a., is a hyperplane in LJ. Since tX(H.) >O, H~ rţ. a •. So f) is the orthogonal 
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direct sum of a~ and C·ft. We now introduce the "reftection" s~ in the 
hyperplane a~. This is the endomorphism offJ given by 

(4.3.22) 

Note that s~ leaves I)R invariant and s~ 1 {JR is the reftection in the null space of 
oc in {JR· It is easy to verify that 

(4.3.23) 
s! = 1 

Let tu be the subgroup of GL(I)) generated by the s~ (oc E M. It is called the 
Weyl group of (g,f)), or simply, the Weyl group. ltJ acts naturally in {J* too 
and the two actions are intertwined by the map A. f-+ H;.. 

Lemma 4.3.14. ltJ is a finite subgroup of the orthogonal group of{) with 
respect to ( ·, · ). Each element oflu induces a permutation of~. 

Proof If oc E ~. then for any f3 E ~. f3 - fJ(it)oc = y is also in~. But 
H, = Hp- fJ(lt)H~ = Hp- oc(Hp)H~ = s~·Hp. So forthe action of tu in 
{J*, s~·/3 = y. Thus s~·~ <;; ~. Since s~ is one-to-one, s~·~ = ~. Hence 
s·~ = ~foranys E lu. Foranys E tu,letsbethepermutationof~induced 
by s. Then s f-+ s is a homomorphism of ltJ onto a finite group. If s is the 
identity, it is clear from Lemma 4.3.3 that s is the identity. So s f-+ s is an 
isomorphism. tu is thus finite. It is obvious from {4.3.23) that s~ is an ortho­
gonal transformation for each oc E ~. So each s E ltJ is orthogonal. 

The essential results in the foregoing analysis may now be summarized as 
follows. Our notation is as above. 

Theorem 4.3.15. The root spaces are one-dimensional. If oc, f3 E ~ and 
oc + f3 -:7:- O, then [g~,gp] = O or = goc+P according as oc + f3 tţ ~ or E ~; if 
X E g., Y E 9-~· [X, Y] =(X, Y)H~. ~ = -~; if oc E ~. then ±oc are the 
only multiples of IX which are roots. Jf IX, f3 E ~. (1X,IX) is > O, both (oc,IX) and 
(1X,/3) are rational numbers, and 2(1X,/J)/(1X,IX) is an integ-er whose possible 
values are O, ±1, ±2, ±3. c.~ = LJ*,{JR = L:~Et. R·H~ is of dimension 1 
over R, and ( ·, ·) is positive definite on LJR X t)R· For each IX E ~. s~: H f-+ 

H- (21X(H)/(1X,IX) )H~ is a refiection in LJ in the nul/ space (hyperplane) of IX, 

and the group generated by the s. is a finite subgroup IU of the orthogonal 
group off) relatil•e ta(·,·); moreol•er, s·~ =~for each sE IU. t) l_ g. 
(IX E M, and g. l_ gp if IX, f3 E ~ but IX + f3 -:7:- O; ( ·, ·) is nonsingular on 
l) X l) and G~ X 9-• (IX E ~). 
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2. Positive and simple systems of roots. Weyl group. A set P s; Â of 
roots is called a positive system if 

(4.3.24) 
Pn (-P) = 0, Pu(-P)=Â 

IX, ft E P, IX + ft E Â -=> IX + ft E P 

Note that P then contains exactly half the number of elements of Â. A set 
S s; Â of roots is called a simple system if (i) S = {tX 1 , ••• , tXt} has 1 elements, 
and (ii) if IX E Â, there are integers m1 ( 1 < i < 1), either all > O or ali < O, 
such that IX= m 1tX 1 + · · · + m1tX1• Note that S must bea hasis fort)*, and 
the m1 corresponding to a given IX are uniquely determined. If S = {tX 1 , ••• , 

tX1} is a simple system, the set of ali roots of the form m 1tX 1 + · · · + m1tX1, 

where the m1 are ali integers > O, is easily verified to be a positive system; it 
is called the positive system corresponding to S. It is obvious that if P is a 
positive system, Sis a simple system, and t E tu, then t ·Pisa positive system, 
and t · S is a simple system; if P corresponds to S, t · P corresponds to t • S. 

Before constructing positive and simple systems, we examine some of 
their properties. Let S = {tX 1 , ••• ,tXt} be a simple system. If P is the corre­
sponding positive system and tX E P, then write 

(4.3.25) 

O(tX) is called the order of IX. O(tX) > 1 for IX E P, and = 1 if and only if 
IX E S. 

Theorem 4.3.16. Let S = {tXt> ... ,tXt} bea simple system of roots, and let 
P be the corresponding positive system. Then: 

(i) lf 1 < i, j < 1 and i =F j, then IX; - tXj is nota root, and 

(4.3.26) 

(ii) Jf l < i < /, 

(4.3.27) 

tu is generated by s«,, .. . , s«,, and 

(4.3.28) Â = U lO•IX;. 
t=:;.i::;:;/ 

(iii) Jf Q is an arbitrary positil•e system, Q = P if and only if IX; E Q for 
1 < i < /. 

(iv) L:«EP g« (resp. L:«EP g_«) is the subalgebra ofg generated by L:t:e;::;t9«, 
(resp. I; 1,;,1::;1 g_«.), whi/e g is the algebra generated by L: t::;;::;~9«, + L: t:e:;:et9-«•' 
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Proof If m1a 1 + · · · + m1a1 is a root, then we must have either aU 
mi> O or ali mi <O. So ai - a1 cannot be a root if i -=1= }; by Corollary 
4.3.10, (ai,a1) <O in this case. Fix i, 1 < i < 1, and Jet p E P, p -=1= ai. 
Then p = m 1a 1 + · · · + m1a1, where m1 >O for some j -=1= i. Now s~,P = 
p + ca1 for some integer c, so s~,P = m1a1 + ~P,.. 1m~ap, where the m~ are 
integers. Since s~,P is a root and m1 > O, s~,P must be in P and, in fact, in 
P"-..{aJ. For if s~,P = a1, then p = s~,·a1 = -a1• This proves (4.3.27). 

Let tu 0 be the subgroup of tu generated by s~,, ... ,s~,· We prove tirst that 

â = U IU 0 ·a1 
t::.,i~l 

Sin ce IU 0 ·ai= IU 0 s~, · a1 = -IU0 • a1, it is enough to prove that P <;; U 1 9 o':1 1U0 • a1• 

We shaU prove by induction on O(a) that a E u1o':I::::IIUo•a; for ali a E P. 
If O( a) = 1, a = a1 for some i, so we may assume that O( a) > 1. Then 
we can tind i, 1 < i < 1, such that (a,a) >O; for otherwise, (a,a1) <O 
for aU j, so that, writing a= m1a 1 + · · · + m1a1 (m1 > 0), we wou1d have 
(a,a) = ~ 1 :::; 1 ,;1 m1(a,a1) <O. Let p = s~,a. Then p =a- cai, where c 
is an integer >O. On the other hand, since a -=1= a1, p E P by (4.3.27). Since 
O(p) = O( a) - c < O( a), p E U 1 ,;~:;11U 0 ·ai by the induction hypothesis. 
This shows that a = s~,P has the required property. In particular, (4.3.28) is 
proved. 

It remains to prove that tu 0 = tu. It is enough to prove that s~ E lu 0 for 
aU a E â. Since s~ = s_~, we may assume a E P. Let a E P. Then we can 
tind 'l' E IU 0 and i, 1 < i < 1, such that a = T ·a,. Sin ce s~ and s~, are the 
orthogonal reflections in the null spaces of a and a1 respectively, it is clear 
that s~ = T·S~,·T- 1 . Hence, s~ E IU 0 • 

For (iii), Let Q be a positive system with a, E Q, 1 < i < 1. We shall 
prove by induction on O(p) that any p E P belongs to Q. lf p E P and O(p) 
= 1, p = ai for some i, so that p E Q. Suppose p E P and O(p) > 1. As 
before, we can tind i, 1 < i < 1, for which (p,a) > O. Now, p - a1 -=1= O, so 
by Corollary 4.3.10, p- a1 must bea root. Since O(p- a 1) = O(p)- 1 > 
O, this root must be in P. So p - a1 E Q by the induction hypothesis. Hence 
p = (p - aJ + ai E Q. Thus P <;; Q. Since both P and Q have the same 
number of elements, P = Q. 

We now consider (iv). Let ţJ = ~~EP B~· a = ~ 1 :;i::;; 1 B~.· Since Pisa posi­
tive system, ţJ is a subalgebra containing a. Let p' be the subalgebra generated 
by a. Then p' <;; p. We shall prove by induction on O(p) that \Jp <;; p' for 
each p E P. This is obvious if O(p) = 1. Suppose p E P and O(p) > 1. 
As in the proof of (iii), we can tind y E P and i (l < i < /) such that p = 
y + a1• Since O(y) < O(p), Br <;; p' by the induction hypothesis. Hence 
flp = [Br·B~J <;; p' (Corollary 4.3.11). So ţJ s;: p', proving that p = ţ.J'. A 
similar argument proves that ~~EP B-~ is the subalgebra of g generated by 
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Lt:s:l:o9- .. ,· Since [9 ... 9- .. ] = C·H .. , it is clear that 9 is the subalgebra gener­
ated by Lt:s:tst9 .. , + Lt:s:i:s:t9-.,· 

We now show that positive and simple systems exist, and determine 
them. We need a lemma. 

Lemma 4.3.17. Let V bea real vector space with a positive definite scalar 
product ( • ,· ). Let v 1, ••• ,v, be elements of V with thefollowing two properties: 
(i) (v1,v1) <O for i ;f::. j, 1 < i, j < s, and (ii) if mi> ... ,m, are nonnegative 
numbers with m 1v 1 + · · · + m,v, =O, then m1 = · · · = m, =O. Then the 
v1 are independent. 

Proof Suppose to the contrary. Let c1v 1 + · · · + c,v, =O be a non­
trivial relation between the v~s. By throwing away the v1 for which c1 = O, 
we may assume that c1 *O, i = 1, ... ,s. By (ii) the c1 cannot ali be of the 
same sign. Sos> 2, and we may renuniber the c1 and v1 in such a manner 
that for a suitable r with 1 < r < s, c 1, ••• ,c, are> O and c,+t• ... ,c, are 
<O. Write c1 = -d1, r < i < s. Then d1 >O, and we have the re1ation 
c 1V1 + · · · + c,v, = d,+ 1V,+ 1 + · · · + d,v, = w (say). But then (w,w) = 
l; 1 ,;;1:s;,<J:S:s c1d1 (v1,v1) <O, by (i). So w =O, contradicting (ii). 

Let 'f)~ be the set of ali regular points in 'f.lR· 'f)~ is a dense open subset of 'f.la 
and consists precisely of those points in 'f.JR where no root vanishes. Any 
connected component of(J~ is called a Weyl chamber in 'f.la, or simply a cham­
ber. Let C be a chamber. Then each root takes values of the same sign on C, 
so for each o; E Â we can find t"c{a) = ± 1 such that Ec(a)o; is positive on 
C. If C' = {H: H E 1Ja, Ec(a)a(H) >O for ali a E Â}, it is clear that C ~ 
C' ~ 'f)~. On the other hand, C' is an open convex set, hence connected. So 
C = C'. In particular, C is a convex cone, i.e., 

(4.3.29) H, H' E c, t, t' >o, t + t' >o==> tH + t'H' E c. 

Since the number of± 1-valued functions on Â is finite, there are only finite1y 
many chambers. Let P(C) be the set of ali roots which take only positive 
values on C. It is then easily verified thatP(C) is a positive system. Thus posi­
tive systems exist. Since C is the set of points of 'f.JR where the members of 
P( C) take positive values, the correspondence C ~ P( C) is one-to-one. If 
t E tu, t•lJ~ = 'f)~; hence t permutes the chambers, and P(t·C) = t·P(C). 

Theorem 4.3.18. For any chamber C, Jet P(C) be the set of roots which' 
are positive on C, and let S(C) be the set of elements of P(C) which cannot be 
expressed as a sum of two elements of P( C). Then S( C) is a simple system, and 
P(C) is the corresponding positive system. Moreover, the correspondence 
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C f--+ S( C) (resp. C f--+ P( C)) is a bijection of the set of ali chambers onto the 
set of al/ simple systems (resp. positive systems); and the Weyl group acts in a 
simply transitive manner on the set of ali chambers (resp. simple systems, 
positive systems). 

Proof Let C bea chamber and Jet P(C) be defined as above. Let S(C) be 
defined as in the theorem. We shall first prove that S(C) is a simple system 
of roots. To this end, Jet H E C be fixed. If a, p E S(C) and a; ::;t:. p, then 
a; - p is not a root; for if it is a root, then either a; - p or f3 - a; would be 
in P(C), and the relations a;= f3 +(a- /3), p =a;+ (/3- a) would then 
contradict the definition of S( C). By Corollary 4.3.1 O, <a,/3) < O. On the 
other hand, Jet S(C) = fa 1 , ••• ,ap}, and Jet m, be numbers >O such that 
m 1rt 1 + · · · + mpa;p =O. Then L:tsio:p m,a;(H) =O. Since alH) >O for 
1 < i < p, we must have m 1 = · · · = mp =O. In other words, a; 1 , ••• ,a;P 
satisfy the conditions of Lemma 4.3.17. So they are Iinearly independent. We 
claim now that if f3 E P(C), we can find integers m 1 , ••• ,mp >O such that 
f3 = m 1a; 1 + . · · + mpap. Suppose in fact that this is not true. Then we can 
tind a f3 E P(C), with the smallest possible value of fJ(H), such that p cannot 
be expressed as a nonnegative integral linear combination a; 1, ••• ,a;P" Clearly, 
f3 tf: S(C), so we can write f3 = /3 1 + /32 , where /3 1,/32 E P(C). Since /3 1(H) 
and f3 2(H) are > O, fJ,(H) < fJ(H) for i = 1, 2, so we can tind integers 
mu >O (i = 1, 2, l <j < p) such that p, = L:tsjsp muai. But then p = 
L:tsjsp (m1i + m 2Jrxi, a contradiction. Our claim is thus proved. Since 
â = P(C) u ( -P(C)) spans {J*, we see at once that p = l and that S(C) is a 
simple system. If S(C) = frx 1 , ••• ,rxJ, note that 

(4.3.30) C = fH: H E f)R, a;(H) > 0 for i = 1, ... ,/}. 

For the remainder of the proof we fix a chamber C, and write S( C) = S = 
frx 1 , ••• ,rxJ, P(C) = P. Sis a simple system, and P is the corresponding posi­
tive system. We shall first show that tu acts transitively on the set of aii 
positive systems. Let Q bea positive system, and Jet r(Q) be the number of 
roots in P which are not in Q. We prove by induction on r(Q) that for some 
fEIU,t·Q=P. 

If r(Q) = O, P c;: Q, so P = Q; we may then take t = 1. Suppose r(Q) > 
1. Then P ::;t:. Q, so by assertion (iii) of Theorem 4.3.16, we can tind i, 1 < 
i :::::; l, such that rx; ~ Q. Let Q' = s,, o Q. Then Q' is a positive system. lf 
P E Q n P, then p E P" frxJ, so s~,/3 E Q' n P by (4.3.27); moreover, Q 
being a positive system, -rx, E Q, so rx, = s~,( -a;,) E Q' n P. So Q' n P 
has more elements than Q n P, i.e., r(Q') < r(Q). By the induction hypoth­
esis, there is a t' E tu such that t' · Q' = P. Then t· Q = P if we write t = t' s~,· 

If Q = s o P for s E tu, then Q = P(s • C), and Q is the positive system 
corresponding to the simple system s · S. So we conci ude that tu is transitive 
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on the set of chambers and the set of simple systems, and that the correspon­
dences C ~ P(C) and C ~ S(C), are bijective, from the set of chambers onto 
the set of positive systems and the set of simple systems. 

It remains to show that the action of tu is simply transitive on these sets. It 
is enough to consider o ne of them, say the set of chambers. By the definition 
of simple transitivity, we must show that if t E ltJ and t·C = C, then t = 1. 
Let t• C = C. Let{H" ... ,HJ} be the hasis oflJa over R dual to {~X" ... ,~XJ}. 
Since t leaves C invariant, it must leave S(C) invariant. Hence t permutes the 
H1 amopg themselves. Let H = H 1 + · · · + H1• Then t·H = H. On the 
other hand, ~X1(H) = 1, 1 < i < /, so ~X(H) >O (resp. <O) if ~X E P(C) 
(resp. -P(C)). In particular, H is regular. tu being a finite reflection group, 
the stabilizer of any regular point is trivial, by Lemma 4.15.15 of the ap­
pendix. So t = 1. 

Corollary 4.3.19. Let P be a positive system, C, the corresponding cham­
ber. Then -Pisa positive system with corresponding chamber -C, and there 
is a unique element sa E tu such that saP = -P. Moreover, s~ = 1. 

Proof -P is obviously the positive system corresponding to -C. Ex­
istence and uniqueness of Sa are clear. Since s5P = P, sa = 1. 

Corollary 4.3.20. Let P be any positive system, and /et S be the set of 
roots in P which cannot be expressed as asum of two elements of P. Then S is a 
simple system, and P is the positive system corresponding to S. 

Proof Obvious, since the result is valid when P = P(C). 

Corollary 4.3.21. Let w be the order of ltJ. Then there are exactly w 
chambers (resp. simple systems, positive systems). 

Proof Obvious. 

It is often useful to ha ve alternative ways of constructing positive systems 
at our disposal. To introduce these we need to consider the concept of order­
ing a real vector space. 

Let V be a real vector space of dimension n( 1 < n < oo ), and let V* be 
the dual of V. By an ordering of V we mean a relation < between pairs of 
elements of V such that the following properties are satisfied: (i) If u, v, w E 

V and u < v, v < w, then u < w. (ii) If u, v E V, then exactly one of the three 
relations u < v, v < u, u = v is valid. (iii) If u, v, w E V and u < v, then 
u + w < v + w. (iv) If u, v E V, u < v, and c =1= O is in R, then cu < cv 
or cv < cu according as c > O or c < O. It is usual to write u > v instead 
of v < u, and u < v (or v > u) to mean that one of the two relations u < v, 
u = v is valid. It follows from the above assumptions that if u < v and u' 
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< v', then u + u' < v + v', and that if u1 , ••• ,u, are >O, U 1 + · · · + u, 
can he zero if and only if ali the u1 are O. 

Let {v 1, ••• ,v.} he a hasis for V, {vf, ... ,v:J the dual hasis for V*. Given a 
v * O in V, there is a unique integer r, with 1 < r < n, such that v~(v) *O 
while v~(v) = O for 1 < s < r; we detine O < v if v~(v) > O. If u, v E Vand 
u * v, we detine u < v ifO < v- u. It is easy to verify that < is an ordering 
of V. It is said to he the lexicographic ordering on V induced by the hasis 
{v~> ... ,v.}. Simi1arly, we have the lexicographic ordering induced on V* hy 
{vf, ... ,v:}; if v* E V* and v* #O, then v* > O if and only if the tirst non-
zero memher of the sequence v*(v 1), .•• ,v*(v.) is positive. 

Returning now to g and 1), since the roots are real-valued on 9a. we may 
re gard them as elements of the dual 1): of the real vector space 9a. Let < he an 
ordering in 9:, and let P he the set of ali roots which are > O in this ordering. 
It is then clear that P is a positive system of roots (this is the reason for the 
name). Every positive system can he ohtained in this manner. In fact, let P 
he an arbitrary positive system, and let S = {1X 1, ••• ,IXt} he the simple system 
such that P is the positive system corresponding to S; it is then ohvious that 
in the lexicographic ordering of 9: ind uced hy the hasis {IX 1, ••• ,IXt}, P is the 
set of ali roots which are > O. 

3. Weyl hasis. For IX, p E â let a«.P = 2<1X,P)/<1X,IX). We now determine 
the extent to which the integers a«,P determine the semisimple Lie algebra g. 
We shalilook at this question from a much more signiticant point of view 
later; for the present we foliow Weyl's discussion of this prohlem [cf. Weyl, 
2, 3, 4]. 

Select elements Z« E g« (IX E â) such that 

(4.3.31) 

By (4.3.7), 

(4.3.32) 

Now detine the memhers N«.P (IX, p E â, IX+ p *O) hy 

(4.3.33) 
[Z«,Zp] = N«.Pz«+P 

N«.P =o 
if IX, p, IX + P E â 

if IX, P E â, IX + p i â. 

It is clear from Corollary 4.3.11 that N«.P * O if IX, p, IX + p E â. The fol­
lowing lemma details the relations satistied hy the N«·P· 

Lemma 4.3.22. Let N«.P be defined as above. Then: 
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(ii) i/IX, p, y E .1. and IX+ p + y =O, then 

(iii) lf IX, p, y, o E .1. are such that the sum of no two of them is O, and 

if IX + P + y + o = O, then 

(iv) Let IX, p E .1. with p oF- ±IX, and /et p, q >O be defined as in Lemma 
4.3.8. Then 

N~.pN-~.-P = !(IX,IX)p(q + 1) 

Proof (i) is trivial. For (ii) note that none of IX + p, p + y, y + IX van­
ishes, so N«.P Np, and N,.« are ali defined. From the relation [Z«,[Zp,Z,]] + 
[Zp,[[Z,,Z«]) + [Z,,[Z«,Zp]] = O we then get, since p + y = -IX, etc., 

Comparing this with the relation H« + Hp + H, = O, we get 

Wenowtakeup(iii). Weassertthat[Z«,[Zp,Z,]] = -Np,,N«. 6Z_ 6 • lf p + y tţ_ 

.1., then since p + y o:;t:. O, Np,, = O, and the assertion is trivial. If p + y E 

.1., [Z«,[Zp,Z,]] = Np.,N«.P+,Z- 6 ; and N«.P+r = -N«. 6 by (i) and (ii). Similarly 
we have [Zp,[Z,,Z«]] = -N,.«Np, 6Z_ 6 , and [Z,,[Z«,ZP]] = -N«.pN,, 6 Z_ 6 • (iii) 
now follows from the Jacobi identity. We finally come to (iv). By the defini­
tion of p and q, f3 + k(- a) is a root if and only if - p s k s q. So, from 
(4.3.18), we get 

This implies that when IX + p is a root, 

(1X,IX) 
N« . .BN-«,«+P = --2-p(q + 1). 

Since N_«.«+.B = -N-«.-P by (i) and (ii), we get (iv), when IX+ p E .1.; when 
IX + p tf:- A, N«.P =O and p = O, so (iv) is trivially true. 

We now formulate and prove the main result towards which this discus­
sion has been directed, namely, that the integers a«.P determine g up to 
isomorphism. To this end, Jet g be another semisimple Lie algebra over C 
with CSA fj, and Jet Li be the set of roots of (g,fj). We put 

(4.3.34) _ 2(&-,P> c- P- A) 
a11,p = (ă,ă) IX, E a , 
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where ( ·, ·) is the bilinear form induced on fj* X fj* by the Cartan-Killing 
form of g in the usual way. 

Lemma 4.3.23. Let e bea linear isomorphism oj{J onto fj with the property 
that its dual e* maps .â onto â. Then e preserves the respective restrictions ofthe 
Cartan-Kil/ing forms, and 

ă4,p = a{'«,{'P (ă.,P E .â). 

Conversely, let C be a bijection of .â onto â such that,for some constant c =1:- O, 

ă4,p = ca,,,.,,p (ă.,P E .â); 

then c = 1, and there is a unique linear isomorphism e off.) onto fj such that 
e*oc =Că. for ă. E .â. 

Proof Let e be a linear isomorphism of t) onto fj such that e* .â = â. 
Then, for any H, H' E L), 

(eH,eH') = 2: ă.(eH)oc(eH') 
li. Eli 

= 2: Ce*oc)(H)(e*oc)(H') 
li. Eli 

= :E rx(H)rx(H') 

= (H,H'). 

So e preserves the respective restrictions of the Cartan-Killing forms. The 
relations 

ă4,p = a~·~~.~·p (ă.,P E .â) 

follow at once from this. For the converse, let C be a bijection of .â onto â 
with the properties described in the Iemma. Let c(ă.) (ă. E Ă) be constants. 
We assert that 

(4.3.35) :L; c(ă.)ă. = O<~ :E c(ă.)Că. = O 
.xEA «EA 

In fact, 

:E c(ă.)ă. = <=--> :E c(ă.)(ă.,P) = O V P E Ă 
d!E•ll II.Ell 

<=> :E c(ă.)ăp,~~. =O V P E .â 
«Eli 

<=-=> :L: c(ă.)(Că.,p) =O V P E â 
«Eli 

<=-=> :L; c(ă.)Că. = O. 
d!Ell 
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It follows from (4.3.35) that there is a unique linear isomorphism 17 of g* 
onto g* such that 11 coincides with ( on .1. Ifwe taken ~ta be the linear isomor­

phism of f) onto fi such that c;* = 17, we are through. 

Theorem 4.3.24. Let g be a semisimp/e Lie algebra over C, fi, a CSA of 

g, and .1 the set of roots of(g,g). Suppose that c; is a linear isomorphism off) 

onto fi such that c;*! = !:J.. Then c; extends to an isomorphism of g onto g. 

Proof We select a lexicographic ordering in {J~. For any a E !:J. with 

a> O, write 

Â(a) = {IX: IX E Â, -a < IX < a}. 

For any IX E !:J., Jet ii. E .1 be such that c;*a. = IX. Choose elements Z« E g« 

such that (Z.,Z-.) = -1 for ali IX E Â, and detine the numbers N«.P by 

(4.3.33). It is enough to construct elements Z4 E g4 (IX E Â) such that 

(4.3.36) 
(a) (Z4 ,Z_ 4 ) = -1 (IX E Â) 

(b) [Z~~.,Zp] = N«,pZup (IX, p E Â, IX+ p -=F O) 

(in (b) we re gard the right si de as O if IX + p tţ !:J.); the unique linear map '1 

of g into g, which is c; on {J, and which sends Z« tai~~., is then an isomorphism 

between the two Lie algebras. 
Suppose that a E Â is > O and that we have constructed elements Z4 E 

9a for ali IX E !:J.(a) such that (a) above is satistied for ali IX E !:J.(a) and (b) 

above is satistied for ali IX, p E !:J.(a) for which IX + p -=F O and -a < IX + 

p < a. We now detine the elements i~a· If there are no IX, p E !:J.(a) such that 

fX + p =a, we detine Za E 9a to be any nonzero element therein; otherwise, 

we choose y, o E !:J.(a) with y + o = a, and detine i" by the following 

requirement (this is possible, since N,. 6 -=F O and ji + J = 0'): 

( 4.3.37) 

We then detine i_" E 9-d by the requirement that (Za,Zd) = -1. Let p be 

the immediate successor to a in Â with respect to the ordering <. We prove 

(a) of (4.3.36) for ali IX E !:J.(p), and (b) of (4.3.36) for ali IX, p E !:J.(p) for 

which IX + p * O and - p < IX + p < p. This will carry forward the induc­

tive detinition of the elements i~~. and complete the proof. For IX, p E !:J.(p) 

with IX+ p *O and -p <IX+ p < p, N«.P is defined as follows: if ii.+ 

P tţ !, N«.P = O; if ii. + P E !, it is defined by 

[i~~.,ip] = R«.Piup· 

It is then enough to prove that N«.P = N«.P whenever IX, p, and IX + P are 

in !:J.(p). Severa! cases arise. 
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Case 1: tx, p, and tx +pare in A(u). The result follows from the in­
duction hypothesis. 

Case 2: tx, p E A(p), tx + p =o-. Then both tx and p must be > O and 
so must belong to A(u). In view of (4.3.37) we may assume that neither of tx 
and p is equal to either of Jl and J. Note that Jl and J are also both > O. Then 
tx + p + ( -}') + ( -J) = O, and no two of tx, p, -)1, -J add up to O. Ap­
plying (iii) of Lemma 4.3.22 we get 

N~. 11N_1,- 6 = -N11,- 1N~.-6 - N_7.~N11,-6 

ii~./ii-y,-6 = -ii11.-rii~.- 6 - fi_ 7.~N11.-6 

Now, p +(-}')*O and -o-< p, J!, p +(-}')<o-, so N 11,_1 = N11._1 by 
the induction hypothesis. Arguing similarly with the other terms, we con­
clude that the right si des of the above equations are the same. Hence 

We now note that ali these numbers are nonzero. On the other hand, since 
N 1, 6 = N1 , 6 , we conclude from (iv) of Lemma 4.3.22 and the isometric nature 
of~* that N_ 7._6 = N- 1,-6 • So N~. 11 = N~.fl· 

Case 3: tx, p E A(u) tx + p = -q. Then -tx, -P E A(p) and ( -tx) 
+ (-p) =o-. So, by the previous case, N-~.-fl = N-~.-11 • Once again, using 
(iv) of Lemma 4.3.22 and the isometric nature of~*, we conclude that N~. 11 = 
ii~.fl· 

Case 4: tx, p E A(p), tx + p E A(u). Unless one of tx and p is ±o-, we 
would be in Case 1. If tx = o-, then p must be in A(u). So, since (tx + p) + 
(-p) =o-, we are in Case 2. Consequently N~+fl,-fl = N~+fl,-fl· From (i) 
and (ii) of Lemma 4.3.22, we get N-~.-P = N-~.-fl· As before, this implies 
that N~.fl = N~. 11 • The other alternatives for tx and p are handled similarly. 

This completes the proof of the theorem. 

Corollary 4.3.25. There exists an automorphism rp of 9 which coincides 
with -1 on t). Any such automorphism is involutive, and if rp is one such, rp 
maps 9~ onto 9-~for al/ tx E A. 

Proof The existence of rp is immediate from the theorem. The fact that rp 
maps 9 .. onto 9-~ is also straightforward. We now prove that rp2 = 1. Select 
Z~ E 9 .. such that (Z~,Z- .. ) = -1 for ali tx E A. Then there are constants 
c(tx) such that rpZ .. = c(tx)Z_~ for ali tx E A. So rp 2Z~ = c(tx)c( -tx)Z .. (tx E A). 
On the other hand, since < ·, ·) is invariant under rp (cf. §3.9), we ha ve 
(rpZ~,rpZ_~) = -1 (tx E A), so c(tx)c( -tx) = 1 for ali tx E A. This proves 
that rp 2 is the identity. 
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Let {HI> ... ,Ht} bea hasis for t)R over R, and let Z,. bea nonzero element 
of g,. for each OG E .&. Then the Hi (l < i < l) and the Z,. (OG E .&) form a hasis 
for g over C. We shall call this a Weyl hasis if (i) (Z,.,Z_,.) = -1 for ali 
OG E .&, and (ii) ifthe constants N,.,p are defined by (4.3.33), then N,.,p = N - ... -p 
for ali OG, p E .â with OG + p * O. 

Tbeorem 4.3.26. g a/ways admits a Wey/ hasis. If Hi (l < i < /) and 
Z,.(OG EA) are memhers of a Weyl hasis, the corresponding constants N,.,p are 
real, and 

(4.3.38) Oo = L)R + ~ R·Z,. 
txEA 

is a real form of g. 

Proof Let P be a positive system of roots and rp an automorphism of g 
such that rp 1 f) = -1. It is obvious that we can select, for each OG E P, a 
Z,. E g,. such that (Z,.,rpZ,.) = -1; we detine Z_,. to be rpZ,.. Since rp is in­
volutive, (Z,.,rpZ,.) = -1 for OG E .â. N ow rpZ,. = Z_,. for ali OG E .â; so, on 
writing the condition that rp is an automorphism of g, we see that N,.,p = 

N_,., -P· So the Z,., together with a hasis for f)R over R, constitute a Weyl hasis. 
Sin ce 

N;,p = !(OG,OG)p(q + 1) > 0 

by (iv) of Lemma 4.3.22, we conclude that the N,.,p ha veto be real numbers. 
In particular, if we detine g0 by (4.3.38), g0 will be a Lie algebra over R. 
Obviously, dimR O o= dimc g, so g0 is a real form of g. This proves the theorem. 

Cartan matrices and Dynkin diagrams. Let r be an in te ger > 1, and 
A = (ali) an r x r matrix. We say that A is a Cartan matrix if the following 
conditions are satisfied: 

(4.3.39) 

(i) ai} is an integer for ali i,j; aiJ <O if i * j, ai<= 2 for ali 
i; ali = O if and only if a11 = O 

(ii) det(A) * O 
(iii) Let V be a vector space over C with a hasis fv 1, ••• ,v,}, 

and let s1 be the endomorphism of V such that siv1 = 
vi- aljvi (l < i, j < r). Then s,, ... ,s, generate a finite 
subgroup of GL(V). 

ris said tobe the rank of A. The finite group in (iii) is called the Wey/ group 
of A. Note that if s1 is the endomorphism of Vwith siv1 =vi- ai1v1 (1 < i, 
j < r), then sivi = -v1 and sfv1 = v1 by direct calculation; so si E GL(V) 
and sf = 1, 1 < i < r. A simple argument shows that s1v = -v if and only 
if v E C ·vi, so each si is a reflection in V. Two Cartan matrices A = (a il) and 
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A' = (a~q) are said tobe equi~·alent if they have the same rank (say r), and if 
there is a permutation i~ i' of [1, ... ,r} such that au= a;.r, 1 < i,j< r. 
A Cartan matrix A = (aij) of rank r is said to be reducible if we can find a 
partition of p, ... ,r} into two nonempty sets S 1 and S2 such that aij =O 
for i E: S 1 andj E: S 2 ; if there is no such partition, A is said tobe irreducible. 
lf two Cartan matrices are equivalent, and one of them is irreducible, so is 
the other. 

Let S = [a 1, • •• ,aJ bea simple system of roots of (g,l)), and let 

( 4.3.40) 

Then the 1 X 1 matrix A = (a1j) is easily verified to be a Cartan matrix of 
rank /; we remark that if i -=F j, aij <O by (4.3.26), while aij =O<~ aj1 =O 
<'= (a1,a) = O, and the group in (iii) of (4.3.39) is the Weyl group of (g,lJ). 
The construction of A depends on the choice of the CSA and the choice of 
the simple system S of roots. Since the CSA's of g are mutally conjugate under 
the adjoint group, and since the simple systems of roots of (g,l)) are mutually 
conjugate under the Weyl group of (g,f)), it is clear that different choices of 1) 
and S will change A only to an equivalent matrix. Thus we can associate with 
g a unique equivalence class of Cartan matrices of rank equal to !. We then 
ha ve 

Theorem 4.3.27. Two semisimple Lie algebras over C are isomorphic if 
and only if the corresponding equivalence c/asses of Cart an matrices are identi­
ca!. A Lie algebra over C is simple if and only if the associated equivalence 
class of Cart an matrices consists entirely of irreducible e!ements. 

Proof. Let g, t) be as usual. Let g be a semisimple Lie algebra over C 
with CSA f), and suppose that the two Lie algebras give rise to the same equiv­
alence class of Cartan matrices. Then we can find simple systems S = [a 1, 

... ,aJ and S = {ă 1 , ••• ,ă1} of roots of (g,t)) and (g,f)) respectively such that 

(4.3.41) 2(a1,aj) = 2(_ă,,ăj) (l < i,j < /). 
(a,,aj) (a.1,aj) 

Let .!\ be the set of roots of (g,f)) and fu its Weyl group. 
We can obviously find a linear isomorphism t; of tJ onto f) such that its 

dua( t;* mapS ă; OntO (XI for 1 < Î < f. Jt ÎS then cJear from (4.3.41) that 
c- 1s._,t;* = s,., for 1 < i < l. Consequently, c!*- 1 ·tu·c!* = ltJ. Since ~ = 
U 1,;;,;1tu·a.1 and .!\ = U 1 ,;1 ,;~1tl·ă 1 , we see at once that c!'*.!\ = ~- Theorem 
4.3.24 now implies that we can extend c; to an isomorphism of g onto g. 

We now take up the second assertion. Let g, t) be as usual and Jet S = 

{a. 1, ••• ,a.1} bea simple system ofroots. Suppose g is not simple. Then we can 
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write g as the direct sum of two ideals g 1 and g2, both nonzero. Sin ce [11 1 ,(\2] 
=O, ad X ad Y =O for X E g1 and Y E 11 2, so g1 j__ g2. Since g1 and fh are 
invariant under ad (J, it is clear that for any A. E (J*, gl = (gl n g1) + (l1l n 
g2). As the root spaces are one-dimensional, we see that for any rx E ~. either 
B~ ~ g1 orB~~ g2. Let S, = fj: 1 <j< !, B~ ~ gJ, i = 1, 2. Suppose 
S 1 = 0. Then B~, ~ g2 for 1 <j < 1. Hence B~ ~' g2 for all rx E P by (iv) of 
Theorem 4.3.16. Since g2 is an ideal, and since [g_~,g~] = C· H~, [g_~,C· H~] = 
B-~· we see that g2 contains {J and 11-~ for all rx E P. So g2 = g and 11 1 =O, 
which is impossible. Similarly, S2 =F 0. SoS is the disjoint union of the non­
empty sets s1 and s2. If i E s1 and j E S2, then the above argument shows 
that H~, E g1 and H~, E g2. Hence (rx1,rx1) = (H~,,H~) =O. This shows 
that the Cartan matrices corresponding to 11 are reducible. 

Conversely, suppose the Cartan matrices associated with 11 are reducible. 
Then we can find nonempty disjoint subsets S 1 and S2 of fl , ... ,1}, whose 
union is {1, ... ,/}, such that (rx1,rx1) =O for i E S1,j E S2. Let tu, be the 
subgroup of w generated by s~. (i E S,), and Jet ~r = uiES)U•rx; (r = 1, 2). 
Clearly, ~ = ~1 u ~2· For i E s1,j E S2, s~,rxj = rxj, s~,rxj = rx,; [rom this 
we see easily that s~,s~, = s~,s~,· Thus the elements oftu 1 commute with those 
of ttl2. This shows that w = tu1w2 and ~r = uiES, tu,•rx;, r = 1, 2. The 
elements of~, are therefore integral linear combinations of only the rx,, with 
i E S,. Thus ~ 1 n ~2 = 0; moreover, if s, E tu" i E S1, j E S2, then 
(s1rx1,s2rx1) = (rx1,rx1) = O. We conclude from this that if rx E ~ 1 and P E 

~2 , (rx,P> = O and rx + p is neither O nor a root. Define {J, to be the sub­
space of (J spanned by the H~, (i E S,), and Jet 

g, = tJ, + L: B~ (r = 1, 2). 
otEL\, 

It follows from the above observations that g, is a subalgebra of g for r = 1, 2, 
g is the direct sum of g 1 and g2, and [g 1 ,g2] = O. Consequently, g 1 and g2 are 
ideals =F O, and g is their direct sum. So g is not simple. This completes the 
proof of the theorem. 

The natural question at this stage is whether one can, given an arbitrary 
equivalence class of Cartan matrices, construct a semisimple Lie algebra which 
gives rise to this class. In view of Theorem 4.3.27, we may assume the matrices 
in this class to be irreducible. That this can be done was first shown by E. 
Cartan. In his famous 1894 thesis [1] he classified the equivalence classes of 
irreducible Cartan matrices and showed that they form four infinite sequences 
and fi ve isolated ones; he then proved the theorem by verifying that the four 
sequences of equivalence classes come from the classical simple Lie algebras, 
and by explicitly constructing simple Lie algebras corresponding to each of 
the five isolated classes. The simple Lie algebras corresponding to the five 
isolated classes of Cartan matrices are usually called exceptional. 
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It is clearly desirable to obtain a general (i.e., not involving case-by-case 
consideration) proof of this result. This was first done by Chevaiiey and 
Harish-Chandra. We shaii prove it is §4.8 by foiiowing essentiaiiy the method 
of Harish-Chandra. 

The above correspondence between Cartan matrices and semisimple Lie 
algebras can be used to determine aii the simple Lie algebras over C. The 
problem is combinatorial, and its solution is effected by the use of the so­
caiied Dynkin diagrams. Let g, l) be as usual, S = {1X 1, ••• ,IX,} a simple system 
of roots, and A = (a1j) the associated Cartan matrix. We then associate with 
g, {J and Sa graph consisting of 1 points P1,. • • ,P,, wherein P, is given a weight 
proportional to (et,,IX), and P1 and Pj are connected by a1pj, lines (i =F)). 
The resulting graph is caiied the Dynkin diagram of g. Note that a,jaj, is > O, 
and is in fact 4(et1,etj)2/(et,,et)(rxj,et), so that it can take only the values 
O, 1, 2, 3. Since (for i =F j) 

( 4.3.42) 

it is clear that A is determined by the Dynkin diagram. It is easy to see that 
A is irreducible if and only if the Dynkin diagram bas the foiiowing property: 
given i, j with i =F j, 1 < i, j < !, we can find integers i0 = i, i 1, ••• ,i, = j 
(r > 1,1 < i0 , ••• ,i, < !, i, =F i>+ 1 for s = 0,1, ... ,r- 1) such that P,, and 
P,,., are connected for s = O, 1 , ... ,r - 1. Such a dia gram is said to be con­
nected. 

We shaii first examine the classical algebras over C, prove that they are 
aii simple, and determine their Dynkin diagrams (§4.4). Then we shaii classify 
aii possible connected Dynkin diagrams (§4.5). It turns out that apart from 
the diagrams coming from the classical Lie algebras, there are only five more 
possibilities. An elementary calculation reveals that each of these comes from 
an irreducible Cartan matrix. In view of the correspondence between Cartan 
matrices and semisimple Lie algebras, we then conci ude that each of the fi ve 
possibilities is the Dynkin diagram of a simple Lie algebra over C. Thus the 
simple Lie algebras over Care aii determined (cf. also Dynkin [1]). 

4.4. The Classical Lie Algebras 

We now examine the structure of the classical Lie algebras. We show that 
they are semisimple and construct their Cartan matrices aad Dynkin dia­
grams. The fact that they are aii simple wiii foiiow from the fact that their 
Dynkin diagrams are connected. 

Lemma 4.4.1. Let g be a Lie algebra over C. Let {) be an abelian sub­
algebra of g, ..1. a finite subset of[)*"'- {0}. For each A E 1)* let 

gl ={X: X E g, [H,X] = A.(H)X for al/ H E LJ}. 
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Suppose the following conditions are satisfied: 

(i) Ll spans {J* 
(ii) Ll = - Ll, and (9..\3- .] =/:- O for each oc E Ll 

(iii) r + "' 9 = ) ,;;...ocE6. 9. 

Then 9 is semisimple, l) is aCSA, and (iii) is the root space decomposition oj9 
with respect to L). 

Proof It is obvious that (iii) is a direct sum, LJ = 90 , and [9.~,9,~·] s; 9.~+.1' 

for ali A., A.' E {J*. In particular, [9 •• 9-.] s; fJ for oc E il. It is clear from (ii) 

that 9. * O for oc E Ll. 
Fix oc E Ll. In view of (ii), we may select X~ E 9. and X'_. E 9-. such 

that H~ = [X~,X'_.] =/:-O. Now we argue as in Lemma 4.3.5 to conclude that 
for suitable rational numbers qp •• 

p(H~) = q p.oc(H~) CP E Ll). 

If oc(H~) = O, then p(H~) =O for ali p E Ll, so H~ =O by (i). Consequently, 

oc(H~) *O. 

We may then argue as in Lemma 4.3.7 to conclude that 

dim 9. = 1 (oc E Ll). 

( 4.4.1) [H.,X.] = 2X., [H.,L.] = -2X_., 

Let q = rad(9). Since q is invariant under ad LJ, we must ha ve q = q n LJ + 
~aE6.(q n 9.). We claim that q n 9. = o for ali oc E Ll. Suppose otherwise, 
and Jet oc E Ll be such that q n 9. * O. Detine B., X., X_. as above. Since 
dim9. = l, x. E q. q being an ideal, we conclude from (4.4.1) that H., 
x_. E q also. Now q is solvable, but the space c. B. + 9. + 9-. is a sub­
algebra of q which is not solvable, a contradiction. So q s; f). lf q * O and 
H E q is nonzero, we can choose oc E Ll such that oc(H) =1:- O; then X.= 
oc(H)- 1[H,X.] E q, a contradiction. Therefore q =O i.e., 9 is semisimple. It 
is clear from our assumptions that {J is maxima! abelian and ad H is semisim­
ple for ali H E {J. So {J is a CSA. This proves the lemma. 

The algebras A1 (/ > l). Let 9 = 15{(/ + 1 ,C), 1 being an integer > 1. It 
is customary to write A1 for this Lie algebra. Let {J be the abelian subalgebra 
of ati diagonal elements of 9; if a 1 , ••• ,a1+ 1 E C, diag(a 1 , ••• ,a1+ 1) denotes 
the diagonal matrix with a 1, ••• ,a/+ 1 as its diagonal entries. We write E,j for 
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the matrix whose ijth entry is 1 and aU of whose other entries are O, 1 < i, 
j < 1 + 1. Obviously, the matrices 

Eii- Ez+1,i+1 (1 < i < /), Eij (i 7:- j, 1 < i, j < 1 + 1) 

form a basis for g. 
Let J.. 1 , ••• ,J..Z+ 1 be the linear functions on t) defined by 

Clearly, 

J..1 + · · · + J..l+ 1 = O. 

Sin ce 

we have 

(4.4.2) 

Let 

Then 

( 4.4.3) 

and 

(4.4.4) 

It follows from Lemma 4.4.1 that g is semisimple, {J is aCSA, and (4.4.3) is 
the root-space decomposition. Note also the commutation rules 

( 4.4.5) 

We now calculate the Cartan-Killing form. For H = diag(a~> ... ,a/+ 1) 

and H' = diag(a;, ... ,a;+ 1), both in t), we have 

<H,H') = L; (a;- a)(a;- a~) 
i#-j 

= 2(1 + 1) L: a;a; 
1.~i:;;J+1 

It follows from this that for i 7:- j, 

( 4.4.6) 
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so 

( 4.4.7) 

Let 

(4.4.8) 

Then 

( 4.4. 9) A= (±(a,.+ a,.+l + · · · + aj): 1 < i <i< /}. 
So 

is a simple system of roots. The corresponding positive system is the set of ali 
A.,. - li with i < j. From (4.4.6) we get 

(4.4.10) 

The rank of g is obviously /. 
Let A = (a,.) be the Cartan matrix of g. The otf-diagonal entries are now 

easily seen to be given by 

(4.4.11) 
o if li- i 1 > 2 

-1 if li- il= 1 

It is clear from the above discussion that the Dynkin diagram of g is 

0-0-·. ·-O-O 

g is thus simple. 
Let II, be the group of permutations of ( 1, ... ,r}. For s E II,+ 1, we write 

s for the linear transformation of {J given by 

If i =F j, it is easily seen that the Weyl reflection corresponding to the root 
A.,. - lj is s,.j, where S;j E II,+ 1 is the permutation that interchanges i and j, 
leaving the other elements fixed. Since the permutations of this form generate 

II/+1, we have 

(4.4.12) tu= [s: sE rr,+d; 

here tu is the Weyl group of (g,l)). 
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The' algebras D1 (l > 2). Let 1 > 2 be an integer and V a vector space 
over C of dimension 2/. Let ( ·, ·) be a non-singular symmetric bilinear form 
on V x V. We consider the Lie algebra g of ali endomorphisms L of V such 
that 

( 4.4.13) (Lu,v) + (u,Lv) = O (u, v E V). 

It is customary to denote this Lie algebra by D 1• 

It is easy to show the existence of a hasis { u 1 , ••• ,u2 z} for V such that 

(4.4.14) 

For any endomorphism L of V, Jet L denote its matrix with respect to the 
hasis {u 1, ••• ,u21}. If 

where O and 1 are the 1 x 1 zero and identity matrices respectively, then it is 
easy to show that g is the set of aii endomorphisms L for which 

( 4.4.15) L'F+ FL =o 

(t denoting matrix transposition). If we write, for any endomorphism L, 

__ (A B) 
L- ' C D 

where A, B, C, D are complex 1 X 1 matrices, then L E g if and only if 

(4.4.16) D =-A', B' = -B, C' = -C. 

we write (A,B,C) for the element L E g for which 

_ (A B ) 
L = C -A' (B' = -B,C' = -C). 

A straightforward calculation now shows that 

(4.4.17) 

where 
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(4.4.18) 

Complex Semisimple Lie Algebras and Lie Groups 

A= [A 1,A 2] + B 1C2 - B 2C 1 

B = (A 1B 2 - A 2 B 1)- (A 1B 2 - A 2 B 1)' 

C = (CtAz- C2 A1) -- (C1A2 -- C2 A1)' 

Chap. 4 

We write Eij for the 1 x 1 matrix whose ijth entry is 1, the other entries being 
O. For 1 < p < q < !, 1et Fpq = Epq-- Eqp· 

Let LJ be the set of ali elements of g of the form (A,O,O), where A is an 
arbitrary diagonal matrix. Let A., (1 s i < /) be the linear functions on f) 

defined by 

(4.4.19) 

We then obtain the following commutation rules, valid for 1 s i,j s /, 
1 < p < q < 1, H E L). 

(4.4.20) 

Now, 

[H,(Eij,O,O)] = (A., - .A.J(H)(Eij,O,O) 

[H,(O,Fpq,O)] = (.A.p -l .A.q)(H)(O,Fpq,O) 

[H,(O,O,Fpq)] = -(.A.p l· .A.q)(H)(O,O,Fpq). 

g = LJ + L; C·(E,i,O,O) + L; C·(O,Fpq,Q) l L; C·(O,O,Fpq). 
i'l'-j p<q p q 

Moreover, 

(i *j) 

[(O,Fpq,O),(O,O,Fpq)] = ( -Epp -- Eqq,O,O) (p < q). 

Therefore we conci ude from Lemma 4.4. 1 that g is semisimple of rank l and 
that t) is a CSA. Obviously, 

Let 

(4.4.22) 

Then {cx 1 , ••• ,cxt} is a simple system of roots. In fact, ~ = P u -P, where 

and the elements of P can be expressed in terms of the rx, as follows: 

( 4.4.23) 
A.,- .A.j = rx, + rx,+ 1 + · · · + rxj-t (1 < i <j s 1) 

A.P + Aq = (rxP + · · · + rx,_ 2 ) + (rxq + · · · + cx,) ( 1 S p < q < l). 
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Let H = (diag(a 1, ••• ,a1),0,0), H' = (diag(a'1, ••• ,a;),O) be in f). It follows 
from (4.4.21) that 

<H,H') = 4(/- 1) L; a1a;. 
1 S.i:s;.l 

In particular, we find 

Therefore 

(4.4.24) 1 
<oc1,oc1) = 2(1- 1) (1 < i < /). 

Let A = (a11) be the Cartan matrix of g with respect to f) and the oc1• For the 
off-diagonal elements aiJ (i =F j) we ha ve 

(4.4.25) 
-1 if 1 < i, j < 1 - 1 and 1 j - il = 1, or if one 

of i and j is /, and the other is 1 - 2 
O otherwise 

Thus the Dynkin diagram is 

If 1 = 2, the diagram is 

If 1 = 3, the diagram is 

IX1-1 

o 

IX 1 IX2 IX1_ 2/ 1 

0-0-·· ·-0 

1'\_ 
0 IX1 

D2 thus splits as the direct sum of two copies of A 1 ; D 3 is isomorphic to A 3 • 

For 1 > 3, D1 is simple. 
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Let 111 be the group of permutations of {1, ... ,/}, and 1et s+ be the mu1ti­
plicative group of all/-tuples (e 1, ... ,e1), where the ei are ali ± l, 11 1 ,:;~,;1 ei = 

1, and multiplication is component-wise. We allow 111 and s+ to act on f) as 
follows: s: (diag(a 1, ... ,a1),0,0) ~---> (diag(a,-.( 1>, ••• ,a,-•m),O,O) and (e 1, ... ,e1): 

(diag(al> ... ,ai),O,O) 1--> diag(e1a1, ... ,elai),O,O) (s E 111, (el> ... ,el) E s+). 
This gives faithful representations of 111 and 8+, so we identify 111 and s+ 
with their images in GL(f)). We now observe that if 1 < i < 1- 1 and s1 is 
the permutation that interchanges i and i + 1, then s1 is the Weyl refiexion 
s~,, while (1, ... , 1, -1, -1) is the Weyl refiection s~,· It follows easily from 
this that 1118+ = &+111 is the Weyl group of(g,f)) and that it has /! 21- 1 ele­
ments. 

The algebras C1 (/ > 2). Let 1 > 2 be an integer, V a vector space of 
dimension 2/ over C. Let ( ·, ·) be a non-singular skew-symmetric bilinear 
form on V x V. We now examine the Lie algebra g of ali endomorphisms L of 
V for which 

(4.4.26) (Lu,v) + (u,Lv) = O (u, v, E V) 

It is customary to denote this Lie algebra by C1. It is not difficult2 to show that 
there is a hasis { u 1, ... ,u u} for V such that 

(4.4.27) { o if li - i 1 =1= 1 
U U· = 

( l• } ) 1 if j = 1 + i. 

For any endomorphism L of V, 1et L be its matrix in this hasis. Then L E g 
if and only if 

(4.4.28) DF+ FL =O, 

where 

(4.4.29) F = ( O 1)· 
-1 o ' 

here O and 1 are the zero and identity 1 x 1 matrices. An easy calculation then 

2This may be seen as follows. For any subspace W s V, let W _1_ be defined as {w: (u,w) 

=O for ali u E W); then dim(W) + dim(W_l_) = 21. Since (u,u) =O 'V u E V, we can 
select u1 =F O such that (u1,u1) =O. Then u1 E (Cu1)_1_ = W, and dim W = 2/-1. Select 
u1+t $ W such that (ut,UI+1) = 1. Let V0 =Cut+ Cul+t, and write Vt = V-d-. Then 
V= V o + Vt is a direct sum, dim Vt = 2(1- 1), and ( ·, ·) 1 Vt x Vt is skew-symmetric 
and nonsingular. Our claim follows now by induction on /. 



Sec. 4.4 The Classical Lie Algebras 301 

shows that g is the set of ali L for which 

(4.4.30) _ (A B ) L =c 
C -A' 

where A, B, Care complex 1 X 1 matrices and both B and Care symmetric. 
We shall write L = (A,B,C), if Lis as in (4.4.30). 

The calculations are similar to the case of the algebras D1• We use the 
same notation. In particular, {J is the abelian subalgebra of ali elements of 9 
of the form (A,O,O), where A is any 1 X 1 diagonal matrix. Let Eii be as before 
and Iet Gpq = Epq + Eqp• 1 :::;:; p < q < /. Let A.1 be defined by (4.4.19). We 
then ha ve the following commutation rules, valid for 1 < i, j < /, 1 < p < 
< q < /, H E {): 

(4,4,31) 

[H,(E11 ,0,0)] =(A.,- A.1)(H)(E11,0,0) 

[H,(O,Gpq,O)] = (A.p + A.9)(H)(O,Gpq,O) 

[H,(O,O,Gpq)J = - (A.p + Â.9)(H)(O,O,Gp9). 

Now, [(Eii,O,O), (E1"0,0)J = (E11 - EJJ,O,O), while [O,Gp9,0),(0,0,Gpq)] = 
(Epp + EwO,O). Further, 

so Lemma 4.4.1 is applicable, and we conci ude that 9 is semisimple, of rank 
/, and that {J is a CSA. If 11 is the set of roots, then 11 = P u -P, where 

(4.4.32) 

Let 

( 4.4.33) fX; = A., - Ai+ I ( 1 < i < 1 - 1 ), 

Then {rx 1, ••• ,rx;} is a simple system; for 

A.;- A.1 = rx1 + · · · + rx1_ 1 (1 < i <j < /) 
(4.4.34) Ap + Âq = (rxp + · · · + rxt-t) + (rxq + · · · + rx1) 

(1 <p < q < /) 

lf H = (dîag(a 1, ••• ,a1),0,0) and H' = (diag(a'1, ••• ,a;),O,O) are two elements 
of f), then a simple calculation shows that 

(4.4.35) (H,H') = 4(/ + 1) L a1a;. 
1$1$/ 



302 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

In particular we find 

Thus 

(4.4.36) 

1 
2(1 -+- 1) if 1 < i < 1 - 1) 

1 
1 + 1 

if i = 1 

For the off-diagonal entries a11 (i -=1=- j) of the Cartan matrix A = (a11) as­
sociated with g, {J, and fot 1, ••• ,ott}, we obtain the following formulae: 

( 4.4.37) l 
-1 if 1 < i, j < 1 - 1 and Jj - i 1 = 1, or if i = 1 and 

j=l-1 

-2 if i = 1- 1 and j = 1 

O otherwise 

The Dynkin diagram of g is thus 

otz 
o-o-·· ·-o=o 

2 

g is thus simple. 
Let n be as before the group of permutations of fi, ... ,/}, and let S be 

the multiplicative group of ali /-tuples (e 1 , ••• ,e1), where each e1 = ± 1 and 
multiplication is component-wise. n1 and S act on {J, if we associate with 
S E n1 and (e 1, ••• ,e1) E S, the linear transformations of{) as in the previous 
discussion. This gives faithful representations of n1 and S in {J, so we may 
identify ni and s with their images in GL{{J). For 1 < i < 1 - 1' let SI be the 
permutation that interchanges i and i + l while leaving the others fixed. It is 
then easy to verify that the Weyl reflection s,., is s; (1 < i < 1- 1) while the 
reflecţjon s,., is (1, ... , 1, -l). It follows that n1s = sn1 is the Weyl group of 
(g,f)) and that it has /!21 elements. 

The algebras B1 (1 > 1). Let 1 be an integer > 1, V a vector space of 
dimension 2/ + 1 over C. Let ( ·, ·) be a non-singular symmetric bilinear form 
on V x V. We write g for the Lie algebra of aii endomorphisms L of V for 
which 

(4.4.38) (Lu,v) + (u,Lv) = O (u, v E V). 
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The algebra is usually denoted by B1• We now selecta hasis {u0,u 1, ••• ,u21J 
for Vwith 

(4.4.39) { 
1 if i, j > 1 and lj - i 1 = 1 or if i = j = O 

(ui,u1) = . 
O otherw1se 

For any endomorphism L of V, 1et L be its matrix in this hasis. If 

where Om.• is the m X n zero matrix, and 1"·" is the n X n identity matrix, 
then L E g if and only if 

(4.4.40) DF+ FL =o. 
A simple calculation shows that this is the case if and only if 

(4.4.41) ( 
O a b ) 

L = -b' A B 

-a1 C -A' 

where A, B, Care 1 x 1 matrices, a, bare 1 x 1 matrices, and B, Care skew­
symmetric. We write 

L = (a,b: A,B,C). 

Let the 1 x 1 matrices Eij and FP• be defined as in the discussion of the 
algebras D1• Let e, (1 < r < /) be the 1 x 1 matrix whose entries are c5,~>· .. , 
c5" (Kronecker delta). 

We now introduce the set 1) of ali elements of g of the form (0,0: A,O,O), 
where A is an arbitrary diagonal matrix. LJ is clearly an abelian subalgebra of 
g. Let A, (l < r < 1) be the linear functions on f) defined by 

(4.4.42) 

Then the following commutation rules are valid for 1 < i,j < /, 1 < p < 
q < /, 1 < r < 1 and H E f) : 

( 4.4.43) 

[H,O,O: Eij,O,O)] = (Ai - A,)(H)(O,O: Ei,, 0,0) 

[H,(O,O: O,Fp.,O)] = (A.p + A..)(H)(O,O: O,Fp.,Q) 

[H,(O,O: O,O,Fp.)] = -(Ap + ..t.)(H)(O,O: O,O,Fp.) 

[H,(O,e,: 0,0,0)] = A.,(H)(O,e,: 0,0,0) 

[H,(e"O: 0,0,0)] = -A.,(H)(e"O: 0,0,0) 
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The first three relations follow at once from ( 4.4.20); the last two follow ·rrom 
the relation 

[(0,0: A,O,O),(a,b: 0,0,0)] = ( -aA,bA': 0,0,0). 

The conditions of Lemma 4.4.1 are now easily seen to be satisfied. In fact, 
since the elements of g ofthe form (0,0: A,B,C) forma subalgebra isomorphic 
to D 1, this reduces to verifying that [(O,e,: O,O,O),(e"O: 0,0,0)] ::;t:. O; but this 
commutator is (0,0: - E"'O,O), so Lemma 4.4.1 may now be used to conclude 
that g is semisimple, is of rank /, and that 1) is a CSA. The set A of roots is 
Pu-P, where 

(4.4.44) 

Let 

(4.4.45) 

Then 

(4.4.46) 

P = {A.i- 11 : 1 < i < j < /) u [A.p + Aq: 1 < p < q < /} 

U [A.,: 1 < r < /}. 

A.i- 11 = oci + · · · + rt1-1 

A.p + Aq = (ocp + · · · + oc1) + (ocq + · · · + oc1) 

A,= a,,+ ... + OCt 

(1 < i <j < /) 
(l<p<q<l) 

(1 <r<l) 

These formulae show that [a, 1 , •• • ,a,1J is a simple system of roots. 
If H = (0,0: diag(a 1 , ••• ,a1),0,0) and H' = (0,0: diag(a;, ... ,a;),O,O) are 

in 1), a simple calculation shows that 

(4.4.47) (H,H') = 2(2/- 1) l: aia;. 
l~i=:;;l 

In particular, we ha ve 

(4.4.48) 

1 
H,.,= 2(21 _ 1{0,0:Eu-Ei+ 1.i+ 1,0,0) (1 <i</-1) 

- 1 . ) H,.1 - 2(2/ _ 1)(0,0. E11,0,0. 

Thus 

(4.4.49) { 
1/2/ - 1 1 < i < 1 - 1 

(oci,ocl) = 1/2(2/- 1) i = 1. 

The off-diagonal entries a,1 (i ::;t:. j) of the Cartan matrix associated with g, LJ, 
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and {~ 10 •••• ~J} are thus given by 

(4.4.50) ! -1 if 1 < i, j < 1 - 1 and lj - i 1 = 1 or if i = 1-
1, j = 1 

ai} = 2 'f . 1 . 1' 1 - ll=,j=-

O otherwise 

The Dynkin diagram of g is thus 

~1 

0-0-···-0=0 
2 2 2 1 

g is thus simple. For 1 = 1, B 1 is isomorphic to A 1 ; for 1 = 2, B 2 is isomorphic 
to c2. 

Let Il1 and 8 ha ve the same meaning as in the discussion of the C,. Pro­
ceeding in an analogous manner, we may define faithful representations of Il, 
and 8 in~. using which we can identify Il1 and 8 with their images in GL@. 
The form (4.4.45) of the. simple roots ~~ shows as before that Il18 = 8Il1 is 
the Weyl group of (g,~). 

Summarizing, we have shown that the classical algebras A1 (1 > 1), B1 

(/ > 2), C1 (/ > 3), and D 1 (/ > 4) are aii simple, and ha ve determined the 
corresponding Dynkin diagrams. It is obvious from the diagrams that these 
Lie algebras are mutually nonisomorphic. 

4.5. Determination of the Simple Lie Algebras over C 

We now proceed to the determination of ali the simple Lie algebras over 
C (up to isomorphism). Our aim is to prove that in addition to the classical 
simple Lie algebras A1 (/ > 1), B1 (1 > 2), C1 (/ > 3), and D1 (/ > 4), there 
are precisely fi ve exceptional simple Lie algebras: G2 , F 4 , E 6 , E 7 , and E 8 (of 
respective ranks 2, 4, 6, 7, and 8), and that no two of these are isomorphic. 

Let V bea real Euclidean space, the scalar product and norm of which are 
denoted respectively by ( ·, ·) and 1 • 1· By a scheme (in V) we understand a set 
S s;; V with the following properties: 

(4.5.1) (ii) 1 
(i) the elements of S are linearly independent. 

if ~. p E S and ~ -=1= p, then a,.,p = 2(~.P)/(~.~) is an in­
teger <O (by the Schwartz inequality, a,.,pap,,. E {0,1,2,3} 
in this case). 
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The number of vectors inS is called the rank of S (rk(S)); each vector of S 
is called a ~·ertex of S. It is obvious that each subset of a scheme is a scheme, 
and these will be referred to as subschemes. A scheme S is said to be connected 
if, given cx, p E S with cx * p, one can find y0 = cx, y1, ••• ,yp = p E S such 
that (y;,Jii+ 1) *O, O< i < p- 1. 

Given a scheme S, o ne can associate with it a dia gram consisting of points, 
with weights and lines connecting pairs of these points, called the graph of 
S. This is done as follows. We represent the vertices cx of S by points cx with 
weights proportional to 1 cx 12 , and connect distinct vertices cx, p by aa.,pap. a. 

lines. A pair {cx,ft} (unordered) of vertices of S is called a link if they are 
connected by at least o ne line; if cx, p E S' s; S, the link is said to be from 
S'. A link is said tobe simple, double, or triple according as the number of 
connecting lines is 1, 2, or 3. A cycle in a scheme Sis a subset {cx 1, ••• ,cx.+ d 
(n > 1) such that {cx 1,cx 2},{cx2 ,cx 3}, ••• ,{cx.,cx.+t},{cx.+~>cxtl are alllinks. A chain 
is a scheme {cx 1, ••• ,cx.+d (n > 1) such that {cx;,cx,+d (1 < i < n) are precisely 
aU its links. Chains are connected schemes. A chain is called simple if aU its 
links are simple. Note that if {cx,ft} is a simple link in a scheme S, aa.,p = ap,a. 

= -1, so 

(4.5.2) (cx,cx) + 2(cx,ft) = O. 

Thus the graph of a simple chain has the form 

(4.5.3) o--o-·· ·-o-o 

A vertex of a scheme is said tobe simple, double, triple, etc. according as the 
number of lines issuing from it is 1, 2, 3, etc. 

Lemma 4.5.1. Let S be a scheme with n elements. Then there cannot be 
more than n - 1 links from S. 

Proof Let S = { cx 1, ••• ,cx.}, let P be the set of links from S, and let p be 
the number ofmembers of P. Define cx = ~ 1 ::;;,-::n lcx;l- 1cx;. Clearly, cx *O, so 

(4.5.4) O< lcxl 2 = n + 2 ~ ((cx,ft)/lcxi·IPJ). 
[a.,p]EP 

But aa.,pap, a. > 1 for {cx,ft} E P, implying that 2(cx,ft)/l cx H P 1 is < -1 for 
{cx,ft} E P. So we find that n- p >O from (4.5.4). 

Corollary 4.5.2. No scheme can contain a cycle. If Sis a scheme, S 1 is a -
connected subscheme -=1=- S, and p E S "- S 1, then p cannot be linked to more than 
one vertex of S 1• 



Sec. 4.5 Determination of the Simple Lie Afgebras over C 307 

Proof Since a cycle with n elements has at least n links, the first asser­
tion is clear. For the second, if ( rx,,p} are links (rx 1 , rx 2 E S 1 , rx 1 =F rx 2), we can 
find Yo = rx~> Y~> ... ,yP = rx 2 in S 1 such that fy,,y,+ 1} are alllinks (O< i < 
p- 1); then [p,y 0 , ••• ,yP} would bea cycle. 

Corollary 4.5.3. The number of /ines issuing from a given vertex in a 
scheme cannot exceed 3. 

Proof Let rx bea vertex of S, p 1, ••• ,pp distinct vertices such that [rx,pJ 
are alllinks, 1 < i < p. lf y is the orthogonal projection of rx on the linear 
span of the p,, (y,y) < (rx,rx). On the other hand, (p,,p) = O for i =F }, for 
otherwise [rx,p,,pi} would bea cycle. So 2y = L; 1:;;1:;;p ap,,. p,, and 4(y,y) = 

(L; 1<::t<::p ap.,. a •. pJ (rx,rx). We therefore have L; 1:;;1:;;p ap".a •. p, < 4. 

Lemma 4.5.4. Let C = (rx 1 , ••• ,rxn+d (n > 1) be a simple chain in a 
scheme S, and Jet rx = rx 1 + · · · + rx.+t· Then lrxl 2 = lrx,l 2 (1 < i < n + 1), 
and (S"" C) U { rx} is a scheme whose graph can be obtained fram that of S by 
replacing C by the sing/e vertex rx and cannecting any p E S"" C ta rx by p 
lines, where p is the mu/tip/icity with which p is /inked to same vertex 3 of C. 

Proaf That 1 rx 12 = 1 rx, 12 (1 < i < n + 1) follows at once from (4.5.2). 
Fix p r::: S" C, and choose i with 1 < i < n + 1 such that (p,rxi) =O for 
j =Fi. Then (p,rx) = (p,rx1), so 2(p,rx)/(rx,rx) = a."p' 2(p,rx)j(p,p) = ap .• ,. 
This implies the assertions of the lemma. 

Lemma 4.5.5. Let C be a chain with at /east one doubfe link. Then the 
graph of C has the form 

o-o-·· ·-o--o=o--o-· ··-o--o 
2 2 2 2 

where p, q are integers > 1, and either min(p,q) = 1 ar p = q = 2. 

Praof We observe first that C does not have more than one doub1e 
link. If it did there would bea subscheme C' of C whose graph has the form 

=0-·. ·-0= 

3 By Corollary 4.5.2, there can beat most one such vertex, so p is uniquely determined; 
also, p = O if there is no such vertex. 
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The double li nesat p 1 and Pn indicate that p 1 and Pn are linked to vertices in 
C "-.._ C' with double Iinks; but then, on using Lemma 4.5.4 and replacing C' by 
the single vector p = fi 1 + · · · +fin, we would obtain a scheme in which 4 
lines issue from a vertex, namely p. Thus the graph of C has the form Xpq 
withp, q > 1. 

N ow Jet rx = :I: 1 .,;;,;p irx;, p = :I: 1 ,;j,;q j p j; then rx, p are Iinearly indepen­
dent, and (rx,p) = pq(rxp,pq). Further, it follows without difficulty from 
(4.5.2) that (rx,rx) = '7.p(p + l)(rxp,rxp) and (fi,p) = 'T.q(q + l)(fiq,pq). Now, 
(fiq,pq) = 2(rxp,rxp), so (rxp,pq) = -(rxp,rxp). The inequality (rx,p)2 < (rx,rx) 
(fi,p) then gives us 2pq < (p + l)(q + 1), or (p- 1)(q- 1) < 2. Since p 
and q are integers > 1, either min (p,q) = 1 or p = q = 2. This proves the 
lemma. 

Lemma 4.5.6. Let S be a connected scheme whose links are ali simple and 
whose graph has a triple vertex. Then the graph of S has the form 

where either q = r = 2 and p > 2 is arbitrary, or r = 2, q = 3, and 3 < p < 5. 

Proof Note first that S does not have more than one triple vertex. If it 
does, the connectedness of S implies the existence of a scheme s;; S whose 
graph has the form 
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On once again using Lemma 4.5.4 and replacing {p1, ••• ,pn} by the single 
vector p = p 1 + · · · + Pn, we would then obtain a scheme with a vertex 
(namely p) from which 4 lines issue. 

Let â be the unique triple vertex. Then S bas subschemes with graphs of 
the form Yabc with â as the triple vertex. Let S' bea maxim al such subscheme. 
We assert that S' = S. Otherwise, since Sis connected, we can find a link 
{1X,p} with IX E S' and p E S"'-. S'. If IX is an extreme vertex of S', S' U fP} 
would be a scheme with a graph of the form Yabc• contradicting the maxi­
mality of S'; IX ;f= â, since â is already a triple vertex of S'; IX cannot be o ne 
of the remaining vertices of S', for that would mean that S, bas more than 
one triple vertex. We must therefore have S' = S. Clearly, we may assume 
that the graph of Sis of the form Ypqr with p > q > r > 2. 

Let IX= L 1 s;~,;;p- 1 iiX1, p = L 1 ,;;1,;;q- 1 jp1 , y = L 1 ,;;k,;;,_ 1 kyk. Let c be the 
common value of J v J2 for v E S. Then 

(IX,IX) = fp(p - l)c, (p,p) = fq(q - l)c, (y,y) = fr(r - l)c. 

Moreover, IX, p, and y are mutually orthogonal and 

(1X,â) = -f(p - l)c, (p,o) = -!(q - l)c, (y,â) = -f(r - l)c. 

The vectors IX, p, y, and â are linearly independent, so the matrix M of their 
scalar products is positive definite. A simple calculation shows that det(M) = 
(c4/16)(p- I)(q- l)(r- I)(pq + qr + rp- pqr). So we must have pq + qr 
+ rp > pqr or 

(4.5.5) p-1 + q-1 + ,-1 > 1. 

If p > q > r > 3, thenp- 1 + q- 1 + ,- 1 < 1. So r = 2 for any integral solu­
tion (p,q,r) (with p > q > r) of (4.5.5), and p- 1 + q- 1 > !· If q > 4, p- 1 + 
q- 1 < !• so q = 2 or 3. If q = 2, p > 2, and if q = 3, p < 6. The integral 
triple (p,q,r) with p > q > r > 2 is thus seen to satisfy (4.5.5) if and only if 
eith:erq = r = 2 andp > 2 is arbitrary, or r = 2, q = 3 and 3 < p < 5. This 
completes the proof. 

Theorem 4.5.7. Let S bea connected scheme of rank /. Then the graph of 
S has one-of the following forms: 

(A,): 0-0-.. ·-0-0 
1 

(B,): 0-0-···-0=0 
2 2 

(/ > 1) 

(/ > 2) 
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~1 «z «/-1 «/ 
(C/): 0-0-.. ·-0=0 (/ > 3) 

2 

«/-1 
o 

(D/): 
«1 «z «1-/ 1 

0-0-.. ·-0 
1 1 1 ""'«/ 

o 

(1> 4) 

«1 «z 
(4.5.6) (Gz): 0===:0 

3 

«1 «z «3 «4 

(F4): 0-0=0-0 
2 2 

«6 
o 1 

«1 «z r] «4 «s 
(E6): 0-0-0-0-0 

1 

«7 
01 

«1 «z «3 1«4 «s «6 
(E,): o--o-o-o-o-o 

01 
«1 «z IX3 IX4 j«s «6 «, 

(Ea): o-o-o-o-o-o-o 
1 1 1 
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Proof Let r be the graph of S. If 1 = 1, r = A 1• So we may assume 
that 1 > 2. Suppose first that r has a triple link {1X,p}. By Corollary 4.5.3, 
neither of IX and p can be linked with any other vertex of S. Since S is con­
nected, S = {1X,p}, and hence r = G2 • We may assume therefore that r has 
no triple link. 

Assume next that alllinks of r are simple. Let C be a maxima! chain of S. 
If C = S, r = A1• Suppose now that C *- S. Let the graph of C be 

P1 P.+l 
0-0-· · ·-0-0 (n > 1). 

Since Sis connected, there would exist a vertex in S"' C linked with some p j· 
j cannot be 1 or n + 1, because C is a maxima! chain. So 2 < j < n, 1 > 4, 
and S has a triple vertex. Lemma 4.5.6 is now applicable and allows us to 
conclude that either r = D1 or ris one of E 6 , E7 , E8 • 

It remains to consider the case when r has a double link. Let C bea maxi­
ma! chain with a double link. By Lemma 4.5.5, the graph of C has the form 
Xpq with either min (p,q) = 1 or p = q = 2. We assert that C = S. Suppose 
C =F S. Since Sis connected, there exists a vertex p of S""' C linked with a 
vertex IX of C. IX cannot be either of the extreme vertices of the chain C, be­
cause C is maxima!; nor can IX be o ne of the vertices forming the double link 
from C. IX is thus one of the remaining vertices of C, so S contains a sub­
scheme S' with graph 

Pn+l 

o 
P1 P. = :/t 

=0-···-0 

1 1 ""'Pn+2 
o 

(n > 2), 

the double line at p 1 indicating that p 1 is in double link with a vertex of S. 
By Lemma 4.5.4, we may then replace {p ~o ... ,p.J by P = p 1 + · · · + P. 
and deduce the existence of a scheme having a vertex (namely ft) from which 
4 lines issue. This contradiction shows that C = S. But then Lemma 4.5.5 
implies that either r = Bt (1 > 2), r = CI(/> 3), or r = F4. This com­
pletes the proof of the theorem. 

Remark. We have not shown that each of the above diagrams is the 
graph of a scheme. We shall presently prove a much stronger result. How­
ever, an independent proof of this fact is not difficult. It is based on the simple 
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observation that an 1 X 1 matrix is the matrix of scalar products of /linearly 
independent vectors in a Euclidean space if and only if it is positive definite. 
We leave it to the reader. 

Let g bea simple Lie algebra over C, {) a CSA, and S = {1X 1, ••• ,1X1} a 
simple system of roots of (g,{J). Then it follows from our work in §4.3 that S 
is a connected scheme (the Euclidean space in which Sis imbedded in the 
space L; 1 ,;;;,;;1 R·IX1 equipped with the Cartan-Killing form), and that its 
graph is none other than what we ha ve called the Dynkin diagrams of g. We 
may therefore conci ude that the Dynkin dia gram of a simple Lie algebra over 
C has one of the forms indicated in Theorem 4.5.7. On the other hand, it 
follows from the calculations of §4.4 that the diagrams (A 1) - (D1) are the 
Dynkin diagrams of the classical simple Lie algebras over C. In order to 
complete the determination of the simple Lie algebras over C, one need 
therefore only examine which of the remaining graphs are the Dynkin dia­
grams of simple Lie algebras. 

For any scheme S = {1X 1 , ••• ,1X1} let us associate the 1 x 1 matrix A(S) 
whose ijth element is 2(1X"IX)/(1X1,1XJ (1 < i, j < /). In view of the relations 
that exist between Cartan matrices, Dynkin diagrams and semisimple Lie 
algebras (cf. §§4.3, 4.8), S will be the Dynkin diagram of a complex simple 
Lie algebra if and only if Sis connected and A(S) is a Cartan matrix. For the 
"exceptional" graphs of Theorem 4.5.7 the associated matrices A(S) are as 
follows: 

(4.5.7) A(G2) = ( 2 
-] -~) 

( 2 

-1 o 

-~ -] 2 -2 
A(F4 ) = ~ -1 2 

o -1 

(4.5.8) 

2 -1 o o o o o o 
-1 2 -1 o o o o o 

o -1 2 -1 o o o o 
o o -1 2 -1 o o o 

A(E8 ) = o o o -1 2 -1 o -1 
(4.5.9) 

o o o o -1 2 -1 o 
o o o o o -1 2 o 
o o o o -1 o o 2 

A(E7 ) is the matrix obtained from A(E8 ) by deleting the first row and column; 
A(E6 ) is obtained from A(E8 ) by de1eting the first two rows and columns. 
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Turning now to the conditions defining a Cartan matrix, it is easy to verify 
that the five matrices described above satisfy (i) and (ii) of (4.3.39). It can be 
shown that they also satisfy the crucial finiteness condition (iii) of ( 4.3.39). 
The verification of this is quite straightforward, although somewhat tedious; 
a method of doing this is indicated in the Exercises at the end of this chapter. 
One may therefore conclude that each of the exceptional diagrams of Theo­
rem 4.5. 7 is the Dynkin dia gram of a simple Lie algebra over C. It is custom­
ary to denote these simple algebras by the same symbol as the corresponding 
Dynkin diagram, and refer to them as the exceptional Lie algebras. We have 
thus obtained the following result, using the results of §4.8: 

Theorem 4.5.8. The Lie algebras A1 (1 > 1), B1 (1 > 2), C1 (1 > 3), D1 

(1 > 4), G2 , F4 , E6 , E1 , and E 8 are simple. Any simple Lie algebra ol'er C is 
isomorphic to exactly one of these. 

We refer the reader to the Exercises for some of the details concerning 
the dimensions, root structures, and representations of the exceptional Lie 
algebras. 

Corollary 4.5.9. The connected schemes are precisely the Dynkin diagrams 
of complex simple Lie algebras. 

4.6. Representations with a Highest Weight 

Let g be a semisimple Lie algebra over C. One of the main problems of 
the theory is the determination of the irreducible finite-dimensional represen­
tations of g. Let q be a CSA, S = fa~' ... ,a1} a simple system of roots, and 
H 1 =it, (l < i < 1). Let q* be the dual of q. Then we shall be able to as­
sociate with any A E fJ* an irreducible representation n~. of g in such a 
manner that the correspondence sending A to the equivalence class of n~. is 
one-to-one. However, n~. is in general infinite-dimensional. We shall prove that 
71:;. is finite-dimensional if and only if A(H,) is an integer > O for 1 < i < 1, 
and that corresponding representations n~. exhaust al! the irreducible finite­
dimensional representations of g up to equivalence. 

It was E. Cartan who first proved that the irreducible finite-dimensional 
representations of g are determined by 1-tuples of nonnegative integers. His 
proof was, however, based on the classification of simple Lie algebras over C 
and required detailed calculations in the case of the exceptional Lie algebras 
[2]. General prcofs (i.e., those not based on the classification of simple alge­
bras) were first given by H. Weyl [2, 3, 4]. Weyl's methods were transcendent­
al, involving integrations on compact groups. It was Harish-Chandra who 
first suceeded in developing a general algebraic theory of the irreducible 
representations of g [4]. 
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The method of Harish-Chandra, also discovered independently by Cheval­
ley (6], goes much further. Let A = (a0 ) 1<:oi,j<:ot be an arbitrary Cartan matrix 
ofrank /. Let g bea Lie algebra over C, not necessarily of finite dimension, with 
the property that g is generated by 3/linearly independent elements H1, X1, Y1 

(1 < i < l) satisfying the following commutation rules, valid for 1 < i,j < l: 

(4.6.1) 
[H1,Hj] =O, 

[H1,Xj] = a0 Xj, 

[X1,Yj] = O;jH1• 

[H~>Yj] = -a 0 Yj. 

Then the method of Chevalley-Harish-Chandra, as modified by Jacobson 
[1] and Serre [1], leads to a complete description of the irreducible finite­
dimensional representations of g. Taking for g a (finite-dimensional) semisim­
ple Lie algebra, one may obtain by this method the main results of the 
representation theory of such Lie algebras. One the other hand, we may take 
for g the universal Lie algebra corresponding to the commutation rules 
( 4.6.1); then o ne can use the finite-dimensional representations of this algebra 
to construct a (finite-dimensional) semisimple Lie algebra having A as its 
Cartan matrix, thereby solving the problem raised in §4.3. 

Let A = (aij)t<:oi,j<:ot be a Cartan matrix ofra 1k /. We work with a Lie 
algebra g over C, generated by 31 linearly independent elements H1, X1, Y1 

(1 < i < 1) which satisfy the commutation rules ( 4.6.1 ). Unless otherwise 
stated, neither g nor its representations are finite-dimensional. Let f) be the 
linear span of H 1, ••• ,H1, and let rxi (1 <j < 1) be the linear functions on f) 
defined by 

(4.6.2) 

Note that the rxi are linearly independent because det(A) ::f::. O. Put 

r = {mtflt + ... + mlrxl: m!, ... ,mi are integers >o with 

m 1 + · · · + m1 > 0}. 
(4.6.3) 

r induces a partial ordering --( on {j*; elements A, .A_' E {j* being given, A--( 
.A_' (or .A_'>- .A_) if .A.' -A E r. A E {j* is called integral if .A.(H1) is an integer 
for 1 < i < 1; it is called dominant if .A.(HJ is real and > O for 1 < i < 1. 
The elements of r are clearly integral. For q = mlrxl + ... + mlrxl E 

r u {0}, let O(q) = m 1 + · · · + m1• 

We shall begin with some lemmas on the a1gebraic structure of g. 

Lemma 4.6.1. For any .A. E f)* let 

( 4.6.4) g, = {X: X E g, [H,X] = .A.(H)X for aii H E f)}. 

Put 

(4.6.5) 
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Then n+ (resp. n-) is the suba/gebra of9 generated by X 1, ••• ,X1 (resp. Y1, ••• , 

Y 1), and 9 = g + n+ + n-, the sum being direct. In particular, g = 9o and is 
its own norma/izer in 9· 

Proof Since [9,~,9,~,] s; 9.~~ 1, for Â., .1.' E tJ*, n+ and n- are subalgebras 
of 9· Let q+ (resp. q-) be the linear span of the Xk and ali elements ofthe form 
(ad X1, • • • ad X1.)(X1) (1 < i 1, ••• ,i.,j, k < /) (resp. Yk and the (ad :r;, · · · 
ad Y1.)(Y1)). Clearly, q± s; n±, while g, n+, n- are linearly independent. Put 
9 = g + q+ + q-. Clearly, it is enough to prove that q± = n± and 9 = g + 
n+ + n-. AII ofthis will be immediate ifwe prove that 9 = 9· Since 9 contains 
H 1, X 1, and Y 1 which generate 9, it is enough to prove that 9 is a subalgebra 
of 9· We shall, in fact, prove that [9,9] s; 9. Since H1, X1, Y1 (l < i < 1) 
generate 9, it is sufficient to verify that ad H 1, ad X 1, and ad Y 1 lea ve 9 
invariant for 1 < i < 1. 

Since q+ is spanned by the Xk and the elements (ad X1, • • • ad X1.)(XJ 
(l < i 1 ,. •• ,i.,j, k < 1), and these are eigenvectors for ad H(H E g), we see 
that [g,q+] s; q+. Similarly, [g,q-] s; q-, so [{),9] s; 9. We shall prove that 
[X1,9] s; 9, 1 < i < 1; the argument for Y1 is similar. Fix i, 1 < i < /. Clearly, 
[X1,q+] s; q+ and [X1,g] s; C·X1 s; q+. From (4.6.1) we get [X1,YJ E g, 
l < j < /. We now prove by induction on v > l that [X1, Y] E q-, where 
Y = (ad Yh · · · ad Y1.)(Y1) (l < j 1, ••• ,j.,j < 1). For V= 1, [X1, Y] = OiJ, 
[H1, YJ + 0il[Yh,H;] E C · Yh + C · Y1• lf v > l, writing Z = (ad Yil · · · 
ad Y1.)( Y,), we find [X1• Y] = [Y1,[X1,Z]] + oil,[H1,Z] E q- by the induction 
hypothesis. So [Xi,q-J s; q-. Thus ad Xi leaves 9 invariant by 1 < i < l. As 
observed earlier, this proves the lemma. 

Corollary 4.6.2. dim 9±«, = l(l < i < /), and dim 9±.~ < oo (Â E r). In 
particular, the dimension of 9 is at most countab/e. 

Proof n+ is spanned by the Xk and the (ad X" · · · ad X1.)(X1) (l < 
j 1, .•. ,jv, j < l, v > 1), which belong respectively to Sa. and g;. with A.= 
ah+···+ a1• + a1. Itisclearthatifv > l and l < i </,ah+···+ a1• 
+ a 1 cannot coincide with a1 for any choice of j 1, ••• ,j.,j, and moreover that 
for any Â. E r, Â. = ah + · · · + a1• + a1 for only finitely many choices of 
v, j 1, ••• ,j., and j. It follows at once that dim 9 .. , = 1 (1 < i < 1) and dim 
91 < oo (Â E r). The arguments for 9- .. , and 9-;, are similar. 

Lemma 4.6.3 De.fine4 ,Jor l < i,j < 1 with i =F j, 

01~ = (ad xJ-•"+'(X1) 

Oij = (ad Y;)-•"+ 1(Y). 
(4.6.6) 

Then,for l < k < /, 
(4.6.7) 

4 Note that for i =1= j, al} :::;; O. 
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Proof Since the proofs for 0/j and Oij are similar, we prove only the 
relation [Yk,Oi}] = O. If k =1= i and k =1= j, this is immediate, since [Yk,XJ = 
[Yk,XJ = O. There are thus two remaining cases. 

Case 1: k = i. Since H;, X 1, and Y1 span a subalgebra isomorphic to 
~{(2,C), we have, by (4.2.4) 

(ad Y;)(ad X;)t'+ 1 = (ad X1)"+ 1(ad Y;)- (f.l + l)(ad X;)"(ad H 1 + fJ.·l) 

for any integer f1. > O. In particular, for f1. = -a;1, 

[Y;,01j] = (ad X1)-a"+ 1(ad Y1)(X1)- ( -a;1 + l)(ad X;)-a"(ad H;- a0 l)(X1) 

=0 

from (4.6.1). 

Case 2: k = j. Then ad Y1 commutes with ad X;, so 

[Y1,0;j] = -(ad X1tao+1(H1). 

Now, [X1,H1] E C·X;, so the result follows if -au> O. If au= O, then 
a1; = O (cf. (4.3.39)), so [Y1,01j] = -[X;,H1] = O by (4.6.1). 

Let n bea representation of g in a vector space V. As we mentioned earlier, 
we allow V to be infinite-dimensional. Let (S) be the universal enveloping 
algebra of g. We extend n to a representation of(S) in Vand denote the exten­
sion by n too. For any A. E 'f)* Jet 

(4.6.8) V1 = {v: v E V,n(H)v = A.(H)v for ali H E t)}. 

A. is said to be a weight of n if V1 =1= O; V1 is then called the weight subspace 
·corresponding to the weight A. n is said to be a representation with weights if 
V= Lw;• vl. 

Lemma 4.6.4. Let 1l be a representation of g in a vector space V. Then 
the V1 for distinct A. E t)* are linearly independent; and for any subspace U 
invariant under alln(H) (H E tJ), 

(4.6.9) 

lf n admits a non zero cyc/ic vector lying in some V1 , then 1l is a representation 
with weights. 

Proof Let U bea subspace invariant under n(H) for aii H E t). To prove 
(4.6.9), it is enough to check the inclusion Un L;1 q• V1 s; L;1 q· (Un VJ. 
Let u E Un I;1 e~· V1 • We may assume that for some s > 1, u = u 1 + 
· · · + u., where u1 E V1,, u1 =1= O, and ..1. 1 , ••• ,A., are distinct elements of'f)*. 
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Let H 0 E {) be an element of{) such that the numbers Â1(H0), ••• ,).,(H0 ) are 

ali distinct. For 1 < i < s, we can construct a polynomial p1 in one varia bie 

such that p 1(),.i(H0 )) = 01i (1 <j < s). Write L 1 for the endomorphism 
pln(H0 )) of V. It is then clear that L 1u = u1• Since U is invariant under ali 
n(H)(HE {)),u1 E Uforl <i<s.Thisprovesthatu E .2: 1";;:o;,(Un VA.). 
Taking U = O, we see at once that the v. for distinct ). E {)* are linearly 

independent. 
To prove the last assertion, we note first that 

(4.6.10) n(X)[VA] s; VH,. (Â. E {)*,X E g,., (X E r U - r) 

This shows that .l:Aq' VA = V 0 is invariant under n. If there is a nonzero 
vector in V 0 that is cyclic for n, V 0 = V. This proves the lemma. 

Given a representation n of g in V, there can be at most one weight). with 
the property that ).' -< ). for any weight ).' of n other than ). ; if there is such 
a weight )., it is calied the highest weight of n. 

Our aim now is to investigate the structure of representations with a 
highest weight. 

Lemma 4.6.5. Let n be a representation of g in a vector space V. Suppose 
v E V is a nonzero vector such that 

(4.6.11) 1 (i) v E V. for some). E {)* 

(ii) n(XJv = O, 1 < i < 1 

(iii) v is cyclic for n. 

Then 1T. is a representation with weights, and Â. is the highest weight of n. More­
over, we have 

(4.6.12) ! 
l 

(i) n(X)v = O (X E n+) 
(ii) dim VA= 1, dim vp < 00 for J.l E {)*, and vp =o unless 

l - J.l E r u {O}. 
(iii) V= n[W-]v, where m- is the subalgebra of(§) generated by 

n-. 

IJ, moreover, n is irreducible, then 

(4.6.13) v. = {u: u E V, n(X1)u = O for 1 < i < /}. 

Proof. Let v be as above. We have already observed that nisa represen­
tation with weights. (i) of (4.6.12) is obvious, since the X 1 generate n+. 

Let us write 



318 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

Obviously, (4.6.10) implies that_vj,, ... ,J. E vl-(«J,+ .. •hJ·)· Let V be the linear 
span of v and ali the vj" ... ,1 •• V is clearly invariant under n(H;) and n(Y;), 
1 < i < /. We shall prove that it is invariant under n(X;), 1 < i < /. Fix i. 
Itisenoughtoprovethatn(X1)v1, .... ,1• E Vforallv> 1,1 <j~o ... ,j.<l. 
We do this by induction on v. If v = 1, we have, from (4.6.1), n(X1)vh = 
7t(Yh)n(X1)v + ~1h7t(H;)v = ~~h).(H1)v E V. lf v > 1, then writing v' = 
n(Yh · · · Y1.)v, we have 

n(X;)vj,, ... ,1• = n(Y1.)n(X;)v' + ~iJ,n(H;)v', 
which belongs to V by the induction hypothesis. So V is invariant under 
n(X1), 1 < i < 1. Since g is generated by H 1, X 1, and Y1 ( 1 < i < /), V is 
invariant under Tt. 

Now v E V. So by (iii) of (4.6.11), V= V. This already proves (iii) of 
(4.6.12). Further, if V>], then vj" ... ,J. E Vl., where ).' =).- (1Xh + · · · 
+ o:1.) -< ).. Consequently, since v and these vectors span V, we conclude that 
Vl = C·v, that). is the highest weight of Tt, and that for any ţt. -< )., V~' is 
spanned by those vj,, ... ,J. for which v,j 1 , ••• ,j. satisfy the relation IXh + · · · 
+ IX1• =).- ţt.. This proves (ii) of (4.6.12). 

Let 1t be irreducible, and let U = [u: u E V, n(X,)u =O for 1 < i < /}. 
It is easy to check that U is invariant under alln(H), H E 1). So U = I:pq• 

(Un V~') by Lemma 4.6.4. If u E U n V~' and u ;:;t=. O, the irreducibility of 1t 

implies that u is cyclic for n. So by what we ha ve proved just now, ţt. is the 
highest weight of n. By uniqueness of highest weights, ţt. = ).. This shows that 
U s Vl, proving ( 4.6.13). This completes the proof of the Lemma. 

We now examine the problem of constructing irreducible representations 
with highest weights. Suppose 1t is an irreducible representation of g in a 
vector space V. Suppose that 1t has the highest weight ).. Then ). + IX1 cannot 
be a weight of 7t for 1 < i < /, so n(X1)[ V.] = O, 1 < i < /, by ( 4.6.10). In 
particular, any nonzero vector v E Vl satisfies the conditions (4.6.11). So 
dim Vl = l. Now write 

(4.6.14) IJRn = [a: a E ®, Tt(a)[V.] = 0}. 

Then IJRn is a maxima! left ideal of (S) containing X 1 and H 1 - ).(H1) 1, 1 < 
i < /. Obviously, IJRn depends only on the equivalence class of Tt, and 1t is 
equivalent to the representation of (S) in ®/IJRn. Conversely, suppose that 
). E t)* and that IJR is a maximalleft ideal of ili containing X 1 and H 1 - A.(H;) 
1, 1 < i < /. Write V= (S)jiJR, let v be the image of 1 in V, and Jet 1t be the 
natural representation of (S) in V. Then n(H1)v = ).(H;)v, and n(X;)v = O for 
1 < i < /; moreover, 7t is irreducible. It then follows from Lemma 4.6.5 
that 1t has ). as its highest weight. 

The above discussion shows that for a given .A. E t)*, the equivalence 
classes of irreducible representations of g with ). as their highest weight are 
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in natural one-to-one correspondence with maximalleft ideals of@ contain­
ing X1 and H 1 - l(H1) 1, 1 < i < 1. The next lemma clarifies the situation 
completely. 

Lemma 4.6.6. Let;, E q*, and let 

(4.6.15) 

Then @ 1 is a left ideal of@, @ is the direct sum of @ 1 and 91-, and there is a 
unique maximalleft ideal of@ containing @1 • In particular, given any ), E q*, 
there is exactly one equivalence c/ass of irreducible representations of g admit­
ling ), as highest weight. 

Proof. Fix), E {J*. Let 91+, 91-, and .p be the respective subalgebras of 
@ generated by n+, n-, and q . .p is clearly isomorphic to the algebra C[T1, 

... ,T1] (T1, ••• ,T1 indeterminates) under the isomorphism that sends H 1 to 
T1, 1 < i < !. n+, n-, and {J being subalgebras of g, we may canonically 
identify their respective universal enveloping algebras with 91+, 91-, and .p 
(cf. Theorem 3.2.5). It is then an easy consequence of the Poincare-Birkhoff­
Witt theorem that there is a linear isomorphism 1f1 of 91- @ .p @ 91+ onto @ 
(as vector spaces) that sends x-@ h@ x+ to x-hx+. In particular, @ = 
91-.))91+. From the isomorphism of ,P with C[T 1 , ••• ,T1] it follows that .p is 
the direct sum of C·l and ,P., where 

Moreover, by Corollary 3.2.6, 91+ is the direct sum of 91+n+ and C · 1. There­
fore, applying lfl, we see that 

(4.6.16) 

the sum being direct. In particular, @ = @n+ + 91-.p, the sum being direct. 
Now n+ = ::E .. a g,.. lf X E g,., H E {J, then XH = (H- (I.(H)·l)X. It 

follows from this that X,P ~@X. Consequently, @n+.p ~ @n+. But then 
®,P. = @n+.p. + 91-.p.p. ~ @n+ + 91-.p •. We may thus conclude that 
®. ~ @n+ + 91-,P •. On the other hand; since the Xl generate the Lie algebra 
n+, it is obvious that ::E 1 g-o;~ @X1 = @n+. Hence, 

(4.6.17) 

( 4.6.16) and ( 4.6.17) show at once that @ is the direct sum of m. and 91-. 
The relations (4.6.16) and (4.6.17) show that m. is properly contained in 

@. So m. is a (proper) 5 left ideal of@, and we may consider V= ®/® •. Let v 

5 Ali left ideals are proper by definition. 
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be the image of 1 in V, and 1et n: be the natural representation of @ in V. It 
is obvious that v =1= O is a cyclic vector for n:, and that n:(H1)v = A.(H;)v, 
n:(X1)v = O, 1 < i < 1. Lemma 4.6.5 now implies that n: is a representation 
with weights, that ). is its highest weight, and that dim VA = 1. Write vx = 
I;p,.;A v~~. 

Suppose U is a subspace of V invariant under n: and not containing v. 
By (4.6.9), 

Since dim VA = 1 and v f/: U, U n VA = O. So U s; vx. Consequently, 
if umax is the linear span of alin-invariant subspaces not containing V, Umax 
is n-invariant, and Umax s; vx. In particular, Umax does not contain v. In 
other words, the n-invariant subspaces of V that do not contain v are ali 
contained in a unique largest such subspace, namely Umar Now, the cor­
respondence which associates with any n-invariant subspace U of V the 
subset 9Jl(U) ={a: a E @, n:(a)v E U} of@ is a bijection of the set of ali 
n-invariant subspaces of V that do not contain v onto the set of allleft ideals 
of@ that contain @A; moreover, this bijection preserves the inclusion relations. 
Consequently, if we put 9JlA = 9Jl( Umax), then 9JlA is a left ideal of@ containing 
every left ideal of@ that contains @A. Lemma 4.6.6 follows at once. 

We write n:A for any irreducible representation with). as its highest weight, 
and 9JlA for the unique maximalleft ideal defined above. 

The crucial question at this stage is the following: when is the irreducible 
representation with highest weight ). finite-dimensional? We now examine 
this problem. We begin with a definition. An endomorphism L of a not 
necessarily finite-dimensional vector space Vis calied local/y nilpotent if for 
each v E V there is an integer n = nv > 1 such that Lnv = O. 

For any i, 1 < i < 1, let s1 be the transformation of 1)* into itself given by 

(4.6.18) 

It is easy to see that s1 is a reflexion and that StfX1 = «1 - aiJ«t> 1 < i,j < 1. 
From condition (iii) of ( 4.3.39) we see that s 1, ••• ,s1 generate a finite subgroup 
of GL(l)). We write tu for this group. 

Lemma 4.6.7. Let n bea representation ofg in a vector space V. Assume 
that: 

(i) n: is a representation with weights; 
(ii) each weight subspace of V is finite-dimensional; 

(iii) n(X1) and n:(Y1) are local/y ni/potent for 1 < i < /. Then the weights 
of 11: are ali integral, and the set of weights of 11: is invariant under tu. 
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Proof It is enough to prove that if Il is a weight of n and 1 < i < /, 
f,l(H;) is an integer and s1ţl is a weight of n. Fix a weight Il of n and an integer 
i with 1 < i < /. 

Since dim V,.< oo and n(Y;X1) Ieaves V,. invariant (cf. (4.6.10)), we can 
tind a c0 E C and a nonzero v 0 E V,. such that n(Y1X;)v 0 = c0v 0 • Note that 
n(X;Y1)v0 = (c0 + f,l(H;))v 0 • Write v, = n(X[)v (r = 0,1, ... ) and v_, = 
n(Y[)v (r = O, 1 , ... ). C1early, v, E V,.+t .. , (t E Z). By (iii) above we can tind 
integers p, q >O such that vp -=1=- O, v_q -=1=- O, but vp+ 1 = v-cq+ 1, =O. Note 
that v, -=1=- O, -q < t < p. 

We claim that U = ~-q:s;,:s;p C·v, is invariant under n(H1), n(X1), and 
n( Y;). The invariance under n(H1) is obvious. The proofs for the other two 
invariances are similar, so we give the argument only for n(X1). For t > O, 
n(X1)v, = v,+ ~> and n(X;)v p = O. So in order to prove the invariance under 
n(X1), it is enough to prove that n(X;)v, E U for t < -1. We show by 
induction on s> 1 that n(X;)v_, E C·v-c,-u· For s= 1, n(X1)v_ 1 = 

n(X;Y1)V0 = n(Y;X1)V0 + n(H1)V0 = (c 0 + p,(H;))v 0 • lf s > 1, n(X1)v_, = 
n(Y1)n(X1)V_c,- 1, + n(H1)V_c,_ 1,; since n(X;)v_c,- 1, E C·V-c,-z, by the in­
duction hypothesis, and n(H1)v_c,_ 1, = (ţl - (s - 1)a;)(H1)v_r,_ 1,, we tind 
that n(X1)V_, E C·V-r,- 1,. 

We thus have a representation of the Lie algebra spanned by H 1, X 1, and 
Y1 in the finite-dimensional space U. So by Corollary 4.2.3, n(H1) 1 U has on1y 
integral eigenva1ues, the eigenvalues forming a set symmetric about O. Since 
v, is an eigenvector for n(H;) corresponding to the eigenvalue f,l(H;) + 2t 
(-q < t <p), we see at once that ţl(H1) is an integer and that for some t 0 , 

with -q < t 0 < p, ţl(H;) + 2t0 = -ţl(H;). This gives ! 0 = -ţl(H1), and 
implies that v,.-,.(H,)ot< = V,,,. * O. 

Lemma 4.6.8. Let 01~ be as in (4.6.6) Denote by n;. the irreducible rep­
resentation of g with Â. E t)* as its highest weight. Then n;.(06) = O. 

Proof Let V be the vector space on which 7t;. acts. We consider first 
n;.(01j). Write v = IX1 + (-aii+ 1)a1• Then 01j E g. s; n+, so n;.(01j)v =O, 
where v is any nonzero vector in v •. Write U = {u: u E V, n;.(01j)u = 0}. 
Since [01j,Yk] = O, 1 < k < /, it is obvious that U is invariant under n;.(Yk), 
1 < k < /. Since v E U, we must have U = V by (iii) of (4.6.12). We now 
take up n;.(O;j)v. n;.(Oij)v E v._ •. On the other hand, since [Xk,Oij] = O, 
1t;.(Xk)n;.(01j)v = O, 1 < k < /. So we conclude from (4.6.13) that n;.(01j)v = 
O. We prove by induction on O(q) that n;.(01j)[V;.-q] = O, q E r U {0}. Fix 
q E r. Then, since v).-q is spanned by 1t;.( Y;, ... Yl.)v with lXI, + ... + 
IX1• = q, it is enough to prove that n;.(O;j)(n.(Y1, • • • Y1.)v) = O for such 
v, i 1 , ••• ,i •. Consider such a sequence v, i~> ... ,i., and 1et u = n;.(Y1, • • • Y1)v. 
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Then nA(Xk)nA(Oij)u = ni8ij)niXk)u, 1 < k < /. Now niXk)u E VA-!q- .. ,> 
so if q - a,k E r U {0}, then n;. (8ij)nA(Xk)u = 0 by the induction hypothe­
sis; if q- (J,k t. r u {0}, then VA-(q- .. ,) =o, so nA(Xk)u itself is O. Thus 
nA(Xk)nA(Oij)u =O (1 < k < 1). Once again, (4.6.13) implies that nA(Oij) =O. 

Lemma 4.6.9. Let n be a representation of g in a vector space V. Suppose 
dim V< oo. Then nisa representation with weights, al/ its weights are integral, 
andfor any J.l E {)*, 

(4.6.19) dim V,.= dim V,,. (s E IV). 

Moreover, for any ..tE r u (-r) and X E gA, n(X) is nilpotent. Suppose 
further that n is irreducible. Then n is equivalent to nA for a unique dominant 
integral ..t E {)*. 

Proof Let a1 be the linear span of H1, X,, Y 1 (1 < i < 1). Applying 
Corollary 4.2.3 ton 1 a1, we see that n(H1) is a semisimple endomorphism with 
integral eigenvalues, while n(X1) and n(Y1) are nilpotent. In particular, n 1 g 
is a representation of the abelian Lie algebra g sending the elements of a hasis 
of g into semisimple endomorphisms. This implies that n(H) is semisimple 
for H E g and shows that Vis the sum of its weight subspaces. n is thus a 
representation with weights, and ali its weights are integral. Let J.l be a weight 
of n and U = Lnez V,.+ ... ,. Then U is invariant under the representation 
nla1• We now get (4.6.19) in the usual manner. If ..tE r u (-r) and X E 
gA, then n(X)•[V,.] ~ V,.+•A (n >O) by (4.6.10), so the nilpotency of n(X) is 
immediate from the finiteness of the set of weights of n. 

Suppose now that n is irreducible. Since the set of weights of n is finite, 
we can find a weight ..t such that n does not ha ve any weight ..t' with ..t' >- ..t. 
This implies that A, + a,1, 1 < i < 1, cannot be weights of n and hence that 
n(X1)[VA] = O, 1 < i < 1. By Lemma 4.6.5, ..t is the highest weight of n. So n 
is equivalent tonA . ..t is obviously uniquely determined by n. For 1 < i < 1, 
s1Ă. = ..t- ..t(H1)a,1 is a weight of n. So ..t- s1Ă. = ..t(H1)a,, E r u {0}. This 
shows that ..t(H1) > O . ..t is thus dominant and integral. 

Lemma 4.6.10. Let ..t be a dominant' integral/inear function on {). Write 
Ă.1 = ..t(H1), 1 < i < /, and /et 

(4.6.20) 

Then Wlf is a (proper) /eft ideal of~. and dim(~/Wlf) < oo. 
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Proof Let A. be dominant integral. Consider first the irreducible repre­
sentation 1t;. corresponding to A.. Let V be the vector space on which 1t;. acts 
and v a nonzero element in V;.. The set of aii a E ® for which n;.(a)v = O is 
then the unique maximalleft idealiJR;. of® containing aii X1, H1 - ..1. 1 ·1, 1 < 
i < !. By Lemma 4.6.8, ®{}1j® s IJR;., 1 < i,j < !. Furthermore, by (4.2.4), 

=O, 

while for j =Fi, n,(XJn,(Y;)).,+Iv = n,(YY·+ 1 n,.t(X1)v =O. So then, since 
1t;.(Y,)l.,+l VE v).-().,+1)~,, we may conclude from (4.6.13) that n,(Yf•+ 1)v =O. 
In other words, Yf•+ 1 E IJR;., 1 < i < !. Since IJR, is a left ideal, we see that 
IJRf s IJR,. In particular, IJRf is a (proper) left ideal. 

Let V = ®/IJRf, Jet v be the image of 1 in V, and Jet n be the natural 
representation of ® in V. We prove first that n(X;) and n(Y;) are Jocaiiy 
nilpotent for 1 < i <!.Fix i, 1 < i < !. lf IL is a weight ofn, A.- IL E r U 
{0}, so A. - (ţL + nrx;) tf:- r u {O} if n > 1 is Jarge enough. So n(X?)[V~'] =O 
if n > 1 is sufficiently large. Now consider n(Y;). Let U = {u: n(Yf)u = O for 
some integer s = s(u) > 1 }. Since n(Yf'+ 1 )v "" O, v E U. We must prove that 
U = V. In view of (iii) of (4.6.12), it is enough to check that U is invariant 
under n(Y1), 1 < j < !. Invariance under n(Y;) is obvious. Fix j =F i, Jet 
u E U, and Jet c > 1 be an integer such that n(Yf)u = O. Now if we write, 
for any X E g, Lx and Rx for the endomorphisms (mutuaiiy commuting) 
a>--> X a and a>--> aX of®, then ad X= Lx - Rx, so Y1Y1 = (ad Y1 + Ry.)4 

(Y1) = Lo:::s<:d( ~) (ad Y;)'(YJY1-' for any integer d > 1. If d- s > c, 

n(Y;)4-'u = O. On the other hand, if s > -a11 , (ad Y;)'(}j)Y/-' E ®{},j®; 
and by definition of IJRf, n(c!') =O if c!' E @{},j®. So, for such d, s, n((ad YY 
(Y)Y1-')u = O. Combining these two observations, we see that n(Y1)n(Y1)u 
= O if d > -a11 + c. This proves that n(Y1)u E U. 

Lemma 4.6.7 now applies, and we conclude that the set of weights of n is 
invariant under tu. Since tu is a finite group, the set tu. A. is finite, so we 
may select s 0 E tu such that ţL = s 0 .it is a minimal element of the set tu· A. in 
the partial ordering -<(. If 1 < i < !, s1ţL =IL - ţ~,(H;)rx1 , so by the mani­
mality of ţL, ţ~,(H,) is <O. Let u be a nonzero vector in Vw We claim that 
n(Y,)u = O, 1 < i < /. Fix i. If IL - a,, is not a weight of n, this is clear. 
Suppose IL - rx, is a weight of n. Then so is s0 1 (ţL - rx,) = A. - si) 1rx,. We 
conclude therefore that Sij 1!X; E r, and hence that -sij 1!X; tf:- r. Thus 
A. + si) 1!X1 cannot be a weight of n, which implies that ţL + a,, cannot be a 
weight of n either. This means that n(X;)u = O. Now u is an eigenvector for 
n(H;) for the eigenvalue ţ~,(H;), and n(Y,)'u = O for s > 1 sufficiently large. 
Therefore by Coroiiary 4.2.5, ţ~,(H,) is an integer > O and n(Y,)~'<Htl+ 1 u = O. 
Since we know.that ţ~,(H1) <O, ţ~,(H,) =O, so n(Y,)u =c= O. Thus, in ali cases, 
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n(Y;)u = O, 1 < i < /. Since n is irreducible, u is cyclic for n. We may now 
argue exactly as in Lemma 4.6.5 to conclude that Vis spanned by u and the 
vectors n(X..J · · · n(X,.Ju (v > 1, 1 < i 1 , ••• ,iv < /). In particular, for any 
weight A.' of n, we ha ve Jl ~ A.' ~ A.. 

Write 11 = A - (m1a 1 + · · · + m1a1), where the m; are ali integers >O. 
Then, if n, are integers >O, we have Jl ~ A. - (n 1rx 1 + · · · + n1rx1) ~ A. if 
and only if O < n, < m, for i < i < /. This shows that the set of weights of 
n is finite. Each weight subspace of n being finite-dimensional, we see at once 
that dim V< oo. This completes the proof of the lemma. 

We now have 

Theorem 4.6.11. Let g bea Lie algebra over C (possibly infinite-dimension­

al) generated by 31/inear/y independent elements H 1, X 1, Y 1 (1 < i < /) satisfy­

ing the commutation ru/es (4.6.1). Let l) be the set of ali dominant integra/linear 

functions on f) (notat ion as above). Then the correspondence which assigns to any 

A. E l) the equivalence class of n, is a bijection ofl) onto the set of ali equiv­

alence classes of finite-dimensional irreducible representations of g. 

Proof For A. E l), dim(ili/WU < oo by Lemma 4.6.10, so 7l;. is finite­
dimensional. Theorem 4.6.11 is now an immediate consequence of the work 
so far. 

Remark. For A. E l), 9.11;. 2 9.Rf, 9.Rf being defined by ( 4.6.20). It can be 
shown that 9.11;_ = 9.Rf. 

The theory of the representations of this algebra may now be used to 
discuss the two problems we mentioned aţ the beginning. We now turn to 
these questions. 

4.7. Representations of Semisimple Lie Algebras 

Let g be a semisimple Lie algebra over C. Let (J be a CSA, â the set of 
roots of (g,fJ), P a positive system of roots, and S = {rx 1, ••• ,rx1} the cor­
responding simple system. Write H1 = it,, 1 < i < 1. l)P is the set of ali 
dominant integral linear functions on {J. From Theorem 4.6.11 we get at once 

Theorem 4.7.1. The representations n;. (A. E l)P) exhaust the irreducible 

representations offinite dimension ofg up to equivalence; moreover, the n;.for 

distinct A. E l)P are inequivalent. 

We devote this section to some complements to the theory developed in 
§4.6. Note that if A. E ()* is integral, A.(it) is an integer for ali rx E â. In 
fact, if rx E â is such that A.(H«) is an integer, and p = s«,rx (1 < i < /), then 
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Jfp = sa.fla, so A(Hp) = A(HJ- a;(HJA(H,) is also an integer; this shows 
our claim tobe true. In particular, SA is integral for ali s E \tl. Also, if A E ~ p, 

A(HJ > O for ali a E P, so A(H.) is a nonnegative integer for ali a E P. 
We also note that 

(4.7.1) e,: = o o ~ i, 1 < I), 

where the (),j are defined by ( 4.6.6). This is seen as follows. Fix i * j. Then 
aj - a, is nota root, so by Corollary 4.3.1 O, aj + ka, is a root if and only 
if k is an integer such that O< k ~ -au. Since (),~ E 9a for a= aj + 
(-au+ 1)a,, (),j = O. Simi1arly, (),j =O. 

Let A E ~p· Let us denote by ru, as usual, the universal enveloping algebra 
of g, and Jet 9)(" be the maxima! Jeft ideal of 0) corresponding to n". It turns 
out that we can describe 9)(" explicitly. We need a lemma. 

Lemma 4.7.2. Let A E ~p, and let n be a finite-dimensional representa­
tion of g such that (i) A is the highest weight of n, and (ii) there is a vector of 
weight A which is cyclic for n. Then n is equiralent to n,. 

Proof It is enough to prove that n is irreducible. We use the notation 
and results of §4.6. Let V be the vector space on which n acts, v a nonzero 
vector in V;. which is cyclic for n. Since A + a, is nota weight of n, n(X,)v = O, 
1 < i < 1. By Lemma 4.6.5, V;.= C·v. It is clear from Lemma 4.6.6 that 
there is a (unique) largest n-invariant subspace of V not containing v. Let U 
denote this subspace. Since n is semisimple, we can find a n-invariant sub­
space U' of V complementary to U. If v tţ U', U' s=.; U, which would imply 
U = V. So v E U', and hence, by the cyclic nature of v, U' = V. Thus 
U = O. In other words, n is already irreducible. 

Theorem 4.7.3. Let A E ~p, and let 9)(;. be as in §4.6. Write A, = A(H,), 
1 < i < !, and use the notation of §4.6. Then 

(4.7.2) ffi1"= L: 0\X,+ L: (1\(H,-A,l)+ L: ffiYf'+ 1 • 
l 1 t l:::_i::_t l~i~l 

Proof In view of (4.7.1) and Lemma 4.6.10, it is clear that the right 
si de of ( 4. 7.2) is a left ideal of()) of positive finite codimension. Let W11 denote 
this left ideal. Then the representation of 0J induced in (S)jffi(J is such that 
Lemma 4.7.2 is applicable to it. We therefore conclude that this representa­
tion is irreducible. W1J is thus maxima!. But then W1J = W1,. This proves the 
theorem. 

Theorem 4.7.1, taken with Theorem 4.7.3, gives a complete and precise 
description of the irreducible finite-dimensional representations of g. 

Fix A E ~P· If s E tu, then it is obvious that s ·A is dominant integral with 
respect to the positive system s • P and that s ·). is the highest weight of n" in 
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the ordering induced by s·P. In particular, if s 0 E tu is the element such that 
s0 ·P = -P, then s0 A is the highest weight of n;. in the ordering induced by 
-P, so s0 A is the lowest weight of n, in the ordering induced by P. In other 
words, 

(4.7.3) 

for any weight ţt of n,. 
For any integral linear function ţt on L) we define dim V,. to be the multi­

plicity of ţt in n,. Let m,(ţt) denote this integer. Clearly, 

(4.7.4) m;,(s · ţt) = m;,(ţt) (s E tu). 

For general combinatorial formulae for m,(ţt), the reader is referred to Exer­
cise 13. 

Lemma 4.7.4.6 Let A be an integral/inear function off.). Then there is a 
unique element of'JJP in the orbit tu·A. Jf A E '.Dp, s·A. <.A. for ali sE tu. Let 

(4.7.5) 

Then Op E '.Dp, Op(H,) = 1 for 1 < i < 1, and the transforms s·Op (s E tu) are 
ali distinct. More generally, if A. E '.Dp and A.(H,) > O for 1 < i < 1, the trans­
forms sA. (s E ltJ) are al! distinct. 

Proof Let A be an integral element of!)*. Let ţt be an element of the 
orbit O = to ·A. that is maxima! with respect to ~. Sin ce s~,ţt = ţt - ţt(Hi)rxi, 

it is clear from the maximality of ţt that ţt(H,) > O, 1 < i < !. So ţt E '.Dp. 
Suppose ţt' E O n '.Dp. Then ţt' is a weight of n,. and ţt is a weight of n,.., 
so that ţt' <. ţt and ţt <. ţt'. This shows that ţt = ţt'. In particular, O n '.Dp 
bas a unique element, and s ·A. <. A. for ali s E to if A. E '.Dp. Let o = o P be 
defined by (4. 7.5). Since s~,P = [ -rxJ u P"" [rx;}, s~,o =o- rxi for 1 < i < 1. 
This proves that o(H,) = 1' 1 < i < /, and hence in particular that o E '.Dp. 
It is clear that o(fiJ > 0 for allrx E P. Let tu'= [s: s E tu, s·o =o}. By 
Theorem 4.15.17, tu' is generated by the reftection s~ (rx E P) for which 
<o,rx) = O. But since <o,rx) > O for allrx E P, tu' must be trivial. The same 
argument applies to the A. E '.Dp for which A.(H,) > O for all i. This proves 
the lemma. 

Let G be a complex analytic simply connected group with Lie algebra g. 
Then the representations n, lift to irreducible complex analytic representa-

6 Cf. also Theorem 4.15.13 and Corollary 4.15.14. 
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tions of G, and we obtain ali such representations of G in this manner (up to 
equivalence). We write n. again for these representations of G. It is an impor­
tant problem to determine the characters of these representations. This was 
done by H. Weyl. We shali take it up Iater. It foliows from Weyl's work that 

(4.7.6) 

Let ţt 1 , ••• ,ţt 1 be the elements of ~P such that 

(4.7.7) 

Let V, bea vector space on which the representation n; = n", acts (l < i < /), 
and Iet vi bea nonzero vector of weight Jl.i in Vi. Suppose now that Â. E ~P· 

Then Â. = L 1,;;s:1 Â.iţt,, where Â.; = Â.(HJ Write 

v = v, ® · · · ® v, ® V2 ® · · · ® vl ® · · · ® vl 
v = v, ®· · ·®v, @v2 ®· · ·®v1 ®· · ·®v1 

n = n, ®.· · · ® n, ® n2 ® · · · ® n1 ® · · · ® n1 

wherein there are Â.; factors V;, vi, ni, 1 < i < l. The weights of n are of the 
form v1 + · · · + v1, where vi is a weight of n;, 1 < i < l. It foliows at once 
that Â. is the highest weight of n and that v. = C-v. By Lemma 4.7.1, the 
cyclic n-invariant subspace generated by v is irreducible under n and defines 
the representation n •. In other words, if one can somehow construct the n; 
(1 < i < 1), then ali finite-dimensional irreducible representations can be 
very explicitly obtained. This was the method used by E. Cartan to prove 
that for each Â. E ~P there is an irreducible representation with highest 
weight Â.. 

For any Â. E {J*, the irreducible representation n. with highest weight Â. 

is the unique irreducible quotient of the representation of 0:1 in @/@. (cf. 
(4.6.15)). For a study of the decomposition of the representation of @ in 
@/CSJ., see Verma [!], Bernsteln et al.[!]. The representations n. (Â. E {J*) turn 
out to be useful in the theory of unitary representations of a semisimple Lie 
group too. 

It is of interest to determine explicitly the representations ni for the clas­
sical Lie algebras. In the remarks to foliow we use without any explicit men­
tion the notation of §4.4. 

The algebras A 1 (/ > 1 ). Let V = CJ+ 1 , and let v j be the vector whose 
components are ~i.'' ...• ~j.I+l· n: Xr--> X(X E g = A1) is a representation 
of g. Obviously, vi E v.,. Since Â. 1 - Â.k = cx 1 + · · · + cxk-I> 11 is the 
highest weight ofn. Clearly, since Â. 1 = Jl.~> n ~ n 1. 
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Let E be the exterior algebra over V, and let Ek(l < k < /) be the homo­
geneous subspace of E of degree k. For X E g let X be the derivation of E 
that extends X. The Ek are then invariant subspaces for these derivations, and 
we ha ve a representation itk: X c--7 X 1 Ek of g in Ek. Now 

X·v,, 1\ · · · 1\ v,, ~= (Xv,,) 1\ v,, 1\ · · · 1\ v,, + · · · + 
v,, 1\ · · · 1\ v,,_, 1\ (Xv,.J, 

so v,, 1\ · · · 1\ v,, is of weight A.,, + · · · + A.,,. This shows that A. 1 + · · · + 
A.k is the highest weight of itk. Since A.,, + · · · +A.,, (1 < i 1 < · · · < ik < 
1 + 1) are all the weights of itk, and these are all in the tu-orbit of the highest 
weight A. 1 + · · · + A.k which occurs with multiplicity one, we conclude that 
nk is irreducible. lt is easy to check that A1 + · · · + Ak = f.ik, so itk == nk 
(1 ~k <!). 

We now consider the case g = B1, C1, or D1• In all these cases there is a 
basic representation, namely the one which realizes g. Let V denote the vector 
space on which this representation acts, so that g c:; gt( V). Let T be the tensor 
algebra over V, T, (r :?- O) the space spanned by the homogeneous tensors of 
degree r. For X E g, 1et X be the derivation of Tthat extends X. Then X c--7 X 
(X E g) is a representation of g in T, and this representation leaves the T, 
invariant. Let it,: X c--7 X 1 T, be the representation of g in T,. Sin ce g is semi­
simple, it, decomposes as a direct sum of irreducible representations. It is 
natural to attempt to construct explicitly the irreducible representations of g 
by splitting the it, (r ~ 0). Note that V has a basis of weight vectors (with 
respect to some fixed CSA of g) so that the weights of the irreducible represen­
tations of g, obtained by splitting T" are of the form m 1f.i 1 + · · · + msf.is, 
where the m j are all integers and the f.i j are the weights in V. This is the 
procedure we now use. With Cartan, we restrict ourselves to the decomposi­
tion of the exterior algebra (for a deep study of the manner in which T decom­
poses, see H. Weyl's book [1]). 

The algebras C1 (l :?- 2). V is a vector space of dimension 2/, ( ·, ·) a 
non-singular skew-symmetric bilinear form on V x V, and g the Lie algebra 
of all endomorphisms of V satisfying ( 4.4.26). Let n: X H X be the represen­
tation of g in V. Let E be the exterior algebra over V, let Ek be the homogene­
ous subspaces of E of degrees k = 0,1, ... ,2/, and Jet itk: Xc--7 it(X)[Ek be 
the representation of g induced in Ek, it(X) being the derivation of E extend­
ing X. The weights ofit 1 = n 1 are ::tA.,, 1 ~ i < l; u, is of weight A., and Uz+< 

ofweight -A., (1 ~ i ~ !). Jf 1 ~ k < 1, it is easy to see that u 1 1\ · · · 1\ uk 
is of weight A. 1 + · · · + A.k for itk and that it is the highest weight. Moreover, 
A. 1 + · · · + A.k c= f.ik• 1 < k < l. It is, however, not true that for k > 1 the 
representation itk is irreducible. Jf Ek,o is the smallest itk-invariant subspace 
of Ek containing u 1 1\ · · · 1\ uk, itk restricted to Ek,o is equivalent to nk. For 
the complete decomposition of Ek, see Exercise 24. 
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The algebras B; (1 > 1), D1 (1 > 2). For g = B1, the representation ii 1 : 

X~ X, acting on the vector space V of dimension 2/ + 1, has weights 
±A1 (1 < i < 1) and O. So it is clear that A1 is its highest weight. Let E be the 
exterior algebra over V, Ek the subspace spanned by the homogeneous ele­
ments of degree k. If 1 < k < l - 1, the representation iik of g induced (as 
in the preceding cases) on Ek has highest weight J..lk = A1 + · · · + Ak, while 

(4.7.6) gives dim(nk) = ( 21 t 1); so we conclude that iik is irreducible and 

:::::: nk. If k = !, a similar argument shows that the representation ii1 of g 
induced in E1 is the irreducible representation with highest weight A1 + · · · 
+ A1 = 2ţl 1 (cf. Exercises 21, 23). So n1 cannot be obtained by this pro­
cedure. It turns out that the representation n1 cannot be obtained by splitting 
even the tensor algebra over V. In fact, if f..l is a weight of any irreducible 
representation of g occurring in the tensor algebra, f..l = m 1A1 + · · · + m 1A1, 
where the m 1 , ••• ,m1 are al! integers, and a simple calculation shows (cf. 
(4.4.45)) that J..l(H1) = 2m1 -:F- 1. n1 is the so-called spin representation of g. 

The situation with respect to the algebras D1 is similar. The representation 
ii 1 : X~ X of g = D1 in V is irreducible and has highest weight J..l 1 = A1 • 

For 1 < k < 1 - 2, the representation iik of g, induced in the homogeneous 
subspace Ek (of degree k) of the exterior algebra E over V, has highest weight 

A1 + · · · + Ak = J..lk; since dim(nk) = (~) by (4.7.6) (cf. Exercises 21, 23), 

we conclude that iik :::::: nk. On the other hand, a simple calculation based on 
(4.4.22) shows that f..l1- 1 = tC A1 + · · · + A1-1 - A1) and f..l1 = !CA1 + · · · + 
A1). Since the weights of any irreducible representation occuring in the decom­
position of the tensor algebra over V are of the form m 1A1 + · · · + m1A1, 

where the mj are aii integers, it follows that n1_ 1 and n1 cannot be obtained 
from the tensor algebra. These are the so-called spin representations of g. 

For the spin representations of B1 and D1, see Chevalley (4], Weyl [1], 
Brauer and Weyl [1], and Cartan [4]. 

4.8. Construction of a Semisimple Lie Algebra from its Cartan 
Matrix 

We now take up the proof of the theorem that for an arbitrary Cartan 
matrix there is a semisimple Lie algebra having it as its Cartan matrix (cf. 
Harish-Chandra [4], Jacobson [1], Serre [!]). 

Let A = (a1) 1si,jsl be an arbitrary Cartan matrix ofrank 1 > 1. We begin 
by establishing the existence of the "universal" Lie algebra with generators 
H1, X,., Y,. (1 < i < /) satisfying the commutation rules (4.6.1). To this end, 
Jet g' be the free 7 Lie algebra over C generated by elements H;, x;, Y; 

7See §3.2. 
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(1 < i < 1). Let el> be the set consisting of the following elements of g' 
(l<i,j:::;;/): 

(4.8.1) 

Lemma 4.8.1. Let .ţ.J be the ideal ing' generated by el>. Then ţJ =f::: g'. More 
generally, the 31 elements H;, x;, Y; (1 < i < /) are linearly independent 
modulo \J. 

Proof Let V be a vector space over C of dimension 1 with basis { e 1, ••• , 

e1}. Let ::1 be the tensor algebra over V. We suppress the notation for multi­
plication in ::1, so that we write ah for a® b (a, b E ::1). 

Fix).= (A. 1 , ••• ,..1.1) E C'. We now detine a representation n' = n~ of g' 
in ::1. Since g' is free, we may do this by specifying the endomorphisms 
n'(X;), n'(H1), n'(Y;) (1 < i < 1) in a completely arbitrary fahsion. We detine 

n'(Y;)b = e1b (b E ::1) 

n'(H;)1 = ..1.;1 

n'(X;)e1, • • • e1" is detined, by induction on v, as follows. We put 

n'(X;)1 = O, 

and for v > 1, 1 < i 1, ••• ,i" < 1, 

(here, for v = 1, e1, • • • e1" is interpreted as 1 ). 
A simple calculation shows that n'(Z) = O for all Z E el>. Hence n'(Z) = O 

for ali Z E p. Since n'-:::/=- O, ţJ =f::: g'. Suppose now that h1, x1, y 1 E C (1 < i < 
/)are such that Z = l; 1 s;;,;;~ (h1H; + x,x; + y 1Y;) E ţl. Then n~(Z) =O for 
all). E C'. The relation n~(Z)l = O gives us 

Since ). is arbitrary, we have h1 =O, y 1 =O, 1 < i < /. Then Z = l; 1 s;~,;;1 
x;X;. The re1ation n~(Z)ei =0 gives 

This imp1ies that x, = O, 1 < i < /. The lemma is proved. 
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Let g = g' /P, and Jet Hj, Xi, Yi ( 1 < i < /) be the respective images of 
H;, x;, Y; ing. These are linearly independent, generate g, and satisfy (4.6.1). 
Moreover, it is clear from its construction that g has the following universal 
property: if m is any Lie algebra and Hj, Xi, Yi ( 1 < i < 1) are elements of 
m satisfying the commutation rules (4.6.1) (with Hj, Yi, Xi instead of Hi, Xi, 
Yj), there is a unique homomorphism r of g into m such that r(HJ = Hi, 
r(XJ = xi, r(Yj) = Yi, 1 < i < 1. We apply to g the notation and results of 
§4.6 

Lemma 4.8.2. There is exactly one ideal q in g such that 

j (i) dim g/q < oo 

(4.8.2) (ii) g/q is semisimp1e 

(iii) q n tJ = o. 

Moreover, q is the kernel of any finite-dimensional semisimple representation of 
g that is faithful on t). 

Proof To start with, we observe that in view of (4.6.1) H,, Xi, Yi are 
ali in [g,g], 1 < i < 1. So g = [g,g]. This shows that if g 1 is a homomorphic 
image of g, g 1 = [g~>g 1 ]. In particular, such a g1 will be semisimple if it is 
finite-dimensional and reductive (Theorem 3.16.3). 

This said, we come to the proof. Let lli be the linear functions on t) with 
f1.lHi) = Jii• 1 < i,j < /. Since lliis dominant and integral, the representa­
tion re", is finite-dimensional. Let re be the direct sum of the re",, and Jet V be 
the vector space on which re acts. Let g = re[g], iJ = re[fJ], and for X E: g Jet 
X = re(X). Since g has a faithful finite-dimensional semisimple representation, 
g is reductive (Theorem 3.16.3). In view of the remark made at the beginning, 
g is semisimple. Let q be the kernel of re. By very construction, re is faithful on 
f). Hence q n tJ = O. q thus satisfies ( 4.8.2). 

Suppose now that q0 is an ideal ofg satisfying (4.8.2). Let g0 = g/q 0 , and 
Jet X~ X 0 be the natural map of g onto g0 • Write tJ0 for the image of t), and 
Jet ~? be the linear fuhctions on f) 0 such that ~?(HJ) =aii (l < i,j < /). 
(Note the H?, ... ,H? are linearly independent by (iii) of (4.8.2.) The linear 
functions O, ~?, ... . ~?, -~?, ... , -~? being distinct, it is ele ar that the 3/ 
elements H?, X?, Y? ( 1 < i < l) are Iinearly independent. The theory of §4.6 
may now be used to study the representations of g0 • In particular, by Lemma 
4.6.1, we ha ve the following: g0 is semisimple, f) 0 is a CSA of g0 , and S 0 = 

{~? •...• ~?} is a simple system of roots of (g0 ,f)0). Suppose Â is a dominant 
integral linear function on tJ. Then .Â, 0 : H 0 ~ l(H) (H E: tJ) is a dominant 
integral linear function on f) 0 , so we ha ve the finite-dimensional irreducible 
representation re,, associated with it. The representation X~ re,,(X0) of g is 
then obviously the irreducible representation of g with highest weight Â. In 
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view of Theorem 4.6.11, we conci ude that every finite-dimensional irreducible 

representation of g vanishes on q0 • 

It follows from the last statement that if y is any finite-dimensional semi­
simple representation of g, y is O on q0 • We assert that q0 is precisely the 

kernel of y provided that y is faithful on !). In fact, if y is faithful on t) but 

vanishes on an ideal strictly larger than q0 , we would obtain (by passage to 

the quotient) an ideal in g0 which is nonzero but is linearly independent of 

t) 0 • But this is impossible, because any nonzero ideal of a semisimple Lie 

algebra must ha ve a nonzero intersection with any of its CSA's. Thus q0 must 

be precisely the kernel of y. In particular, q0 must be the kernel of the repre­
sentation n constructed earlier in the proof. So q0 = q. Ali statements of 

the lemma are proved. 

Theorem 4.8.3. Let A = (a,) 151,j~z be a Cartan matrix of rank l > 1. 
Then there is a semisimple Lie algebra g over C with CSA f) and elements 
i{, X,, Y1 (1 < i < l) such that (a) {ii,, ... ,iiz} is a basisfor q, (b) the com­
mutation rules (4.6.1) are satisfied with ii,, X,, Y, instead of H 1, X,, Y,, and 
( c) S = { il 1, ••• ,il1} is a simple system of roots for (g,q), where il j is the linear 
function on f) defined by iliii;) = a1j (I < i,j < !). Jfg is another semisimple 
Lie algebra with elements H,, X1, Y1 (1 < i < l) and CSA G such that the 
conditions analogous to (a), (b), (c) are satisfied, there is a unique isomorphism 
r of g onto g such that r(ii1) = H,, r(X;) = X1, r( Y;) = Y1• 

Proof We detine g = g/q, where q is as in the previous lemma. Let 

H,, X1, and Y1 be the respective images of H1, X1, and Y 1 in g (I < i < !). In 

the course of the proof of the preced ing lemma we ha ve already seen that the 

properties (a), (b), (c) of the theorem are satisfied. Suppose now that g is 
another semisimple Lie algebra with elements H1, X1, Y1 (1 < i < l) and 

CSA G satisfying (a), (b), (c). By the universal proper.ty of g there is a unique 

homomorphism a of g onto g such that a(H;) = H1, a(X;) = X1, a(Y;) = Y1 

(1 < i < /). Now g, being semisimple, has a faithful finite-dimensional 

semisimple representation. Let y be one such. Then y o a is a finite-dimension­
al semisimple representation of g that is faithful on 1). So by Lemma 4.8.2, 

q = kernel (y o a). Since y is faithful, this implies that q = kernel(a). So a 
induces an isomorphism r of g onto g. T obviously has ali the required prop­

erties. This proves the theorem. 

It is clear from Lemma 4.6.8 (cf. also (4.7.1)) that O;} E q for 1 < i,j < !. 
It was proved by Serre [ 1] that q is precisely the ideal of g generated by the 

06. It follows from this that given a Cartan matrix A = (a1j)J<Cz,j~ 1 , the corre­
sponding semisimple Lie algebra can be defined as the Lie algebra generated 

by the 3! elements H1, X 1, Y 1 (l < i < /) satisfying the following commuta-
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tion rules (1 < i,j < l) 

(4.8.3) 

[H;,HJ = O, [H;,XJ - aijXj = O, [H;,Yj] + aijYj == O, 

[X;,YJ - oijHi = O 

[X;,[X;, .. . [X;,XJ. . . ] =O, 
"___________ 

[Y;,[Y;, ... [Y;,YJ ... ] =O, (i c:F-j) 
"___________ 

-aij + 1 times -ao + 1 times 

Serre's proof of this is indicated in Exercise 6. 

4.9. The Algebra of Invariant Polynomials on a Semisimple Lie 
Algebra 

Let g be a semisimple Lie algebra over C, G any connected complex ana­
lytic group with Lie algebra g. We denote by P(g) = CP (resp. S(g) = S) the 
algebra of ali polynomial functions on g (resp. the symmetric algebra over g). 
The group G acts on CP and S as a group of automorphisms: if p E CP and 
x E G, px(X) = p(Xx~') (X E g), while u f---* ux is the automorphism of S 
that extends Ad(x) from g. Let I (resp. J) denote the set of ali p E CP 
(resp. u E S) such that px = p (resp. ux = u) for ali x E G. I and J are sub­
algebras of CP and S, respectively. Note that I and J depend only on Ad(G). 
The aim of this section is to prove a theorem of Chevaliey which asserts 
that I (resp. J) is isomorphic to the algebra of ali polynomials in 1 indeter-
minates, where 1 = rank of g. • 

Since < ·, ·) is a non-singular symmetric bilinear form on g X g, we ha ve 
an isomorphism X f---* X of g with g*, the dual of the underlying vector space 
of g: 

(4.9.1) X(Y) = (X,Y) (Y E g). 

We extend this to an isomorphism u f---* u of S with the algebra CP. It is easily 
verified that this isomorphism intertwines the action of G. In particular, 

(4.9.2) J = 1. 

It is therefore enough to work with /. 
We begin with a result on the Weyl group. 

Theorem 4.9.1. Let f) bea CSA ojg, A the centralizer o(() inG, and A the 
normalizer of(J iri G. Then the correspondence a f---* s(a) '= Ad(a) 1 f) induces an 
isomorphism of A/ A with the Weyl group \V. Moreover, Ad[A] = exp ad[fJ] 

Proof Note that if a E A, then for any b E A, aba- 1 is also in A. So A 
is a normal subgroup of A. Also, since f) is abelian and is its own normalizer 
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ing, exp LJ = A 0 is the analytic subgroup of G corresponding tot), and A 0 is 
the component of the identity of A. In particular, 

(4.9.3) 

Since A is obviously closed inG, A 0 is a!so closed inG. 
Let A be the set of roots of (g,f)), P any positive system. If t is any automor­

phism of g that leaves (J invariant, t induces a permutation of A, and g~ = g~, 

for aii a E A. We begin by proving that if such a t !ies in Ad(G) and Ieaves P 
invariant, then t 1 LJ is the identity. Let G be the simply connected covering 
group of G, and Jet x E G be such that Ad(x) = t. To prove that t 1 LJ = iden­
tity it is enough to prove that Â' = Â for ali Â E :Dp. Fix such a Â, and Jet TC;. 

be the corresponding irreducible representation of g. Again, we denote by TC;. 

the associated representation of G. Let V be the vector space on which TC;. 

acts. Then 

(4.9.4) 

Consequently, TC;_(x) induces a linear bijection of V" onto V", for any weight 
ţt of TC;_. Furthermore, since t·P = P, Ad(x) leaves L:.EP g~ invariant, so we 
conclude from (4.6.13) that rc;_(x)[V,] = V,. Combining these two observa­
tions, we see that Â' = Â. This proves the assertion we made. 

Let a E P. Select X"'" E g±• such that the commutation rules (4.3.12) are 
satisfied. Define the element x. of G by 

(4.9.5) x. = exp X. exp( -X_.) exp X •. 

Then x. E A, and s(x~) = Ad(x.) 1 LJ = s •. In fact, a straightforward calcula­
tion shows that H~" = - H. = H~", while for H E LJ with a(H) = O, Hx" = 
H = H'• (since such H commute with X1c.). It follows from this that the range 
of the mapa H s(a) is a subgroup of GL(fJ) containing lu. On the other hand, 
let a E A. Then it is obvious that s(a) ·Pisa positive system, so for a sui table 
s E lU, s(a) · P = s · P. By the earlier result, we can find b E A such that 
s(b) =~ s. Then x = b- 1 a E A, and s(x) · P = P. We may then conci ude that 
s(x) is the identity. Thus s(a) = s E lu. This proves that aH s(a) induces an 
isomorphism of A/A with lU. 

It remains to prove that if a E A, Ad(a) E exp ad[(J]. We prove the fol­
lowing more general result: 

Let t be an automorphism of g which fixes each element 
( 4.9.6) ofLJ; then there is H 0 E LJ such that t = e•dH,; in particu­

lar, t E Ad[G]. 

Choose nonzero X. E g. (a E A). Then there are nonzero constants c(a) 
such that X~ = c(a)X •. Let a 1 , ••• ,a1 be the simple roots in P. We can find 
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H 0 E q such that e'"'H•> = c(tX1), 1 < i < /. Write t0 = e•dH •. Then t0 is an 
automorphism of 13 and coincides with t on q + :E 1,;;1,;;1 13~. + :E 1g,;;1 13-~·· 
Since this subspace generates the Lie algebra 13, t = t 0 • 

From now on it is convenient to assume that G is simply connected. Let 
{J be a CSA. Denote by P(l)) the algebra of ali polynomial functions on q, 
and by S(q) the symmetric algebra over [). ltl acts naturaliy on both of these. 
Write /@ (resp. J(q)) for the set of elements the are ro-invariant in P(l)) (resp. 
S@). 

Suppose p E /. Since the elements of ltl are induced from G, it is clear 
that the restriction of p to q is invariant under ltl. For any p E CP, Jet 

(4.9.7) p~ = pjq. 

The map p ~--+ p~ is thus a homomorphism of 1 into /([)). Our first theorem, 
due to Chevaliey, asserts that this is an isomorphism. 

Theorem 4.9.2. The map p ~--+ p~ is an isomorphism of 1 onto I(q). 

Proof If p E 1 and p~ = O, then p 1 {JG = O. Since {JG contains ali the 
regular points of 13 (cf. §4.1), it is dense in 13· So p = O. p ~--+ p~ is thus injective. 
It therefore only remains to prove that this map is surjective. Let R denote 
the range of this map. For any q E P(q) let ij denote its average over ltl: 

(4.9.8) ij = -[ 1] :E q• ([ltl] = order of ltl ). 
It> sEIIl 

C1ear1y, J(g) = {ij: q E P(l))}. Now it is easy to verify that P({J) is the linear 
span of the monomials A.• (n = O, l ,2, ... ,A. E ~p). So on writing 

(4.9.9) ~ •.• = [~] ~ (sA.)•, 

we see that the ~ •. ;. (n = O, 1, ... , A. E ~P) span /(q). It is clearly sufficient to 
prove that e •. A E R for ali integers n >o and ali A. E ~p· 

Fix A. E ~P• and consider the representation 1t;. of G (and 13). Then P.,;.: 
X~--+ tr(n.(X)") is a polynomial function on 13· Further, since 1t;.(X") = 
1t;.(x)n.(X)n.(x)- 1 for ali x E G and X E 13, it is clear that P.,;. is invariant 
under G (n = 0,1, ... ). So (p.,;.)b E R for n = 0,1, .... Clear1y, 

(4.9.10) (p.,;.)~ = ~ m(p)p•, 
" 

where the sum is over the weights p of 1t;. and m(p) is the multiplicity of p. 
Now, if pisa weight of n., so is s· p for any s E It>, and m(p) = m(s· p); 
moreover, in each ltl-orbit of a weight there is a unique element of~P (Lemma 



336 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

4.7.4). So, writing F1 = ffl: J1 E :.Dp, J1 * A, and J1 is a weight of n.}, we 
conclude from (4.9.10) that there are constants c,. >O with the following 
property: 

(4.9.11) 

Suppose now that for some integer n > O and some A E :.Dp, ~"·' tţ R. 
The relation (4.9.11) then shows, since (Pn, 1 ), E R, that F1 is nonempty and 

that ~"·" tţ R for some J1 E F1 • We may now argue in succession and con­

struct a sequence A1,A 2 , ••• of elements of :.Dp such that Ai+ 1 * Ai,Ai+ 1 is a 

weight of n1,, and ~"·'' tţ R (i = 1 ,2, ... ). In particular, 

(4.9.12) Ai+!-< Ai, A; E :.Dp (i =c J, 2, ... ). 

We now prove that the infinite nature of the sequence tAJ satisfying (4.9.12) 

already 1eads to a contradiction. Let s0 be the element of )U such that s 0 • P = 

-P. Then for v,v' E :.Dp, with v'-< v, one has the inequality s0 v-< s0 v', so 

by Lemma 4.7.4, s0 v-< s0 v' <; v'-< v. Using this, we deduce from (4.9.12) 
the relations 

(4.9.13) 

This is a contradiction, since there are only finitely many elements J1 of :.Dp 

which can satisfy the inequality s0 A 1 -< J1 -< A 1 • 

This completes the proof of the theorem. 

Since )U is a finite group generated by reftexions, we can find (cf. Theorem 

4.1 5.23) homogeneous elements q 1 , ••• ,q1 in /(fJ) of positive degree such that 

(i) q 1 , ••• ,q, arealgebraically independent, and (ii)/(())= C[q 1 , ••• ,qJ Bythe 

above theorem, there are unique pj E 1 such that (pJr, = qj, 1 <}::;: /. We 

then have the following consequence of the above theorem, also due to 

Chevalley: 

Theorem 4.9.3. There exist 1 homogeneous algebraically independent 

elements p 1 , •.• ,p1 of positive degree such that I = C[p r, ... ,p1]. 

As an example, consider the case 13 = B((/ + 1 ,C). Let (J be the CSA of ali 
diagona1 matrices in 13· For any X E f! Jet c(X: T) be its characteristic poly­
nomia1, T being an indeterminate. Then 

Clearly, pj (1 <}<!)are homogeneous e1ements of/. 1f X= diag(a" ... , 

a1+ 1) E LJ, then 

c(X: T) ~~ II (T -- aJ, 
1 - j_<l-t- 1 
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so (p 1)r,, ... ,(p1)r, are the classical symmetric functions of au ... ,at+ 1 of re­
spective degrees 2,3, ... ,! + 1. By Newton's theorem, these are algebraically 
independent and generate /((J). So the p j ( 1 < j < !) are algebraically inde­
pendent homogeneous generators of !. (For other simple Lie algebras see 
Exercise 58.) 

Let q be the orthogonal complement of (J in q with respect to ( ·, · ). Then 
Sis the direct sum of S(fJ) and the ideal Sq. In particular, for any u E a;, there 
is a unique ur, E S(fJ) such that 

(4.9.14) u ·~ ur, (mod Sq). 

The map u H uQ is a homomorphism of S onto S((J) wîth kernel Sq. On the 
other hand, sîn ce ( ·, ·) 1 t) X t) is also nonsîngular, we ha ve an algebra isomor­
phism v H v of S@ onto P(()). It is easily verified that 

(4.9.15) 

We then obtaîn the followîng consequence of Theorems 4.9.2 and 4.9.3: 

Theorem 4.9.4. There are 1 algebraical/y independent homogeneous elements 
u j ( 1 < j < !) of positive degree such that J = C[u 1 , ... ,uJ The map u H ur, 
is an isomorphism of J onto J(fJ). 

Sis obviously a ]-module. The group G acts on Sîn a natural fashion, and 
for each finite-dimensional îrreducîble representatîon re of G, we denote by 
s· the linear span of ali subspaces u of s with the following property: u îs 
invariant under G and defines a representation of G equîvalent to re. It is then 
not difficult to show that each S" is a submodule of S. A deep study of the 
structure of S and the S" as J-modules has been made by Kostant [3]. 

4.10 Infinitesimal Characters 

We devote this section to the determinatîon of the infinitesimal characters 
of the finite-dimensional irreducible representations of a semisimple Lie 
algebra g. The results of this sectîon were first obtained by Harish-Chandra 
[4] and formed the point of departure for hîs study of infinite-dimensional 
representations of a semisimple Lîe group, from the infinitesimal point of 
vtew. 

Throughout this section we fix a semisimple Lie algebra g, a CSA LJ, and 
a positive system P of roots of (g,{J). ~ is the universal enveloping algebra. 
For A. E f)*, write ~(A.) for the weight subspace corresponding to A. for the 
adjoint representation of g in~' i.e., 

(4.10.1) ili(A.) = [a:a E 0), Ha- aH= A.(H)a for ali H E LJ}. 
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(SJ(O) is an algebra, and (13 is the direct sum of the (SJ(A.). Let .!) (c:; CSJ(O)) be 
the subalgebra of (S) generated by t). Since 1) is abelian, it is obvious that .!,) is 
canonically isomorphic to the symmetric algebra S(lJ) over 1). We therefore 
identify .p with the algebra of polynomial functions on 1)*. 

Lemma 4.10.1. Let 

(4.10.2) 

Then,for eaeh a E CSJ(O), there is a unique element ftp(a) E .!,) sueh that 

(4.10.3) a - ftp(a) (mod~); 

the map ftp: a t-e> ftp(a) is a homomorphism ofCSJ(O) onto .!). 

Proof Let P = [a 1 , ••• ,a,}. For any j, Jet X 1 and Y1 be nonzero elements 
in 9~, and 9-~,, respectively (1 <.i < t). Let fH~> ... ,H1} bea basis of(J. For 
t-tuples (q) = (q~> ... ,q1), (p) = (P~> ... ,p,) and an /-tuple (b) = (b~> ... ,b1) 

of nonnegative integers, Jet 

a((q),(b),(p)) = n · · · Y~·H~· · · · Ht•Xf' · · · Xf'. 

Then a((q),(b),(p)) E CSJ(A.) for A.= L: 1<:,<:r (p1 - q1)a1, and these elements 
form a basis for CSJ. 

Suppose a E CSJ(O). Then it is clear from the above observation that we 
can find h E .p and constants e((q),(b),(p)) such that 

a= h + L: e((q),(b),(p)) a(q),(b),(p)), 

where the sum is over all (q), (b), (p) with L: 1"::1<;:, (q1 + p1) >O, L:l<::iO::< 
(p1 - qJa1 =O, and ali but finitely many of the e((q),(b),(p)) are O. If the e1 

are ali :::::_O, the linear combination L: 1"::1<::, e1a1 cannot be zero unless 
e 1 = · · · = e, =O. Consequently, L:1 q1 >O, and L:1 p1 >O in every term 
of the above sum. This shows at once that a-h E ~-

To prove the uniqueness of h we must prove that 

(4.10.4) .)) n ~=o. 

Suppose a E .)3 n îl3. For any A. E {J*, Jet n._ be the irreducible representation 
of CSJ with highest weight A.. Let v._ be a nonzero vector of weight A.. Then 
n;.(a)v._ = O because a E ~- On the other hand, since a E .!), n._(a)v._ = 
a(l)v._. So a(A.) = O. Since A. is arbitrary, a = O. 

pP is thus a well-defined linear map of CSJ(O) into .!). lf a E .!), ftp(a) = a. 
pP is thus surjective. For any a E CSJ(O) and any A. E 1)*, n;.(a)v._ = ftp(a)(A.)v;.. 
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So pp(a 1a2)(A) = pp(a 1)(A)pp(a2)(A) for a~> a2 E ill(O) and A E t)*· This 
proves that pP is a homomorphism. 

Lemma 4.10.2. Let A E (J*, and let n be a representation of B in a vector 
space V such that (i) A is the highest weight of n, and (ii) there is a non zero vector 
vin V, which is cyclic for n. Then if .8 is the center ofili, 

(4.10.5) n(z) = pp(z)(A)l (z E .8). 

Proof By Lemma 4.6.5, dim V, = 1. Obvious1y, n(X)v = O for X E B~· 

a E P. So n(z)v = pp(z)(A)v for z E .3.. Write U = {u: u E V, n(z) = 
pp(z)(A)u for all z E .8}. Then U is an-invariant subspace containing v, so 
U= V. 

It follows from Lemma 4.10.2 that n has an infinitesimal character and 
that 

(4.10.6) 

is the infinitesimal character of n. In particular, if @, is defined by (4.6.15), 
the representation of@ in ®/@,, as well as the irreducible representation n,, 
have x. for their infinitesimal characters. 

We now state and prove the main result of this section. Note that since 
.p is canonically isomorphic to S(tJ), ltJ acts as a group of automorphisms of .p. 

Theorem 4.10.3. Let ~p = u: .. EP (X. For any z E .S.let y(z) be theelement 
of.\) dejined by 

(4.10.7) 

Then y(z) is independent of the positive system P used to dejine it. Moreover, 
y: z ~ y(z) is an isomorphism of .8 onto the suba!gebra of ali tu-invariant e/e­
ments of.\). 

Proof First, fix P and 1et a 1, ••• ,a1 be the simple roots in P. Define y(z) 
for z E .8 by (4.10.7). Fix z E .8. and let 1 < i < 1. Let A E i>p, and let n 
be the representation of ill in V= ill/O'h· Then we know that 

(4.10.8) n(z) = Piz)(A)l. 

Select X±~ E B±~ (a E P) such that the commutation rules (4.3.12) are sat­
isfied, and write Hi =it,, Xi =X~,, Yi =X_~, (1 <j < /). Let v be the 
image of 1 in V and u = n(Y~'+ 1 )v, where A1 = A(HJ. Then u E V•-<••+l)~• 
and since 91- n m. = O by Lemma 4.6.6, u -=1=- O. Moreover, a simple ca1cu1a­
tion based on (4.6.1) shows (as in the proof oflemma4.6.10) that n(Xi)u =O, 
1 < j < /. Therefore, if U = n[ill]u, then U is nonzero, n-invariant, and 
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defines a representation of C5.l for which Â - (Â1 + l)a1 is the highest weight. 
From Lemma 4.10.2 we obtain 

(4.10.9) n(z)u' = fip(z)(Â- (Â1 + l)a1)u' (u' E V). 

From (4.10.8) and (4.10.9) we get 

On the other hand, we have sa,OP = Op- a1 by Lemma 4.7.4. So 

y(z)(ţl) = y(z)(sa,ll) (ţl = Â + Op). 

Since Â E 5)P is arbitrary, we conclude8 from the last equation that y(z) is 
invariant under sa,· Since i was arbitrary, y(z) is tu-invariant. 

The tu-invariance of y(z) (z E 8) implies already that y(z) is independent 
of the positive system used to detine it. In fact, let Q be another positive 
system, 00 = -!- L;aEQ a, and let y'(z)(Â) = fi 0 (z)(Â - 00 ). Then there is an 
s E tu such that Q = s·P. Let G bea connected complex Lie group with Lie 
algebra g. By Theorem 4. 9.1 we can find x E G such that x normalizes t) and 
s = Ad(x) 1 t). If z E 8, then zx = z, so the relation z pp(z) (mod l;aEP (S)Xa) 
implies that z = fip(z)' (mod l;aEQ @Xa). Consequently, fi 0 (z) = fip(z)'. But 
then, for any Â E t)*, since o0 = sOp, 

y'(z)(Â) = fip(z)(s- 1(Â- sOp) 

= y(z)(s- 1 Â) 

= y(z)(Â). 

This proves our assertion. 
Let J be the algebra of al! tu-invariant elements of .p. It remains to prove 

that y is an isomorphism of 8 onto J. We shall deduce this from Theorem 
4.9.4. Let S (resp. S(l))) be the symmetric algebra over g (resp. over tJ), Sd 
(resp. Sl{J)) the homogeneous subspace of degree d. For each X E g, let Dx 
denote the derivation of S that extends ad X. Let Î. (S ~ @) denote the usual 
symmetrizer map. Then we know that). intertwines Dx and ad X for each 
X E g and is a linear bijection of J onto 8 as well as of S(tJ) onto .p. Write 
.pd = Î.[SifJ)], and Jd = J n sd. Then obviously, J = L;d:>O 'd· 

Let d > O and v E Jd. Our entire argument is based on the following 
relation: 

(4.10.10) y(Î.v) - Î.(v~) E L; .p. 
o<e<d-1 

swe are using here the easily proved principle that if Fis a polynomial function on (J" 
and F().) = O for ali;. E :Dp, then F = O. 
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We now prove this. We may assume that d > 1. Let [H 1, •• • ,Ht} bea hasis 
for 1), let P = {oc 1 , ••• ,ocJ, and Jet Xj (resp. Yj) bea nonzero element of g~, 
(resp. B-~J (1 ~j < t). Then we can write vas V11 + L; 1:c;pc:r(p, where each 
(p is a monomial in the H1,Xj,Yk such that (a) DH(p = O for all H E t), 
1 < p < r, and (b) each (P is nota monomial ofthe H's only. The conditions 
(a) and (b) imply, as in the proof of Lemma 4. 10.1, that in each (Pat least o ne 
Xj is present with a strictly positive exponent. This shows that Â.((p) is an 
element of m(O), and differs from an element of L; 1 '=i'=' mxj by an element of 
L:oc:e:::d-l J..[SJ On the other hand, it is clear from the definition of PP and 
Poincan!-Birkhoff-Witt theorem that deg pp(a) < deg(a) for any a E ®(0). 
So for 1 < p < r, 

Thus 

If we now observe that pp(Â.(v))- y(J..(v)) !ies in L:o:c::e:::d-l .p" we obtain 
(4.10.10). 

Suppose first that y is not injective. Then there is z oi= O in 3 such that 
y(z) = O. Let u E J be such that Â.(u) = z. We can write u = u0 + · · · + ud, 
where u i E Ji and ud oi= O. Then ( 4. 10.10) implies at once that 

Since (ud), E Si(J), Â.((ud),) E ·Pd· So we infer that (ud), = O. But then ud = O 
by Theorem 4.9.4, contradicting our assumption. 

It remains to prove that y is surjective. Let R be the range of y. For any 
integer d > O, Jet Jd = Â.(Si1J) li J({))). It is enough to prove that Jd c;; R for 
al! d > O. For d = O this is obvious. Let d > O, and Jet us assume that J, c;; R 
for O < e < d- 1. Let q E Si1J) li J({)). By Theorem 4.9.4 we can find 
v E Jd such that q = V 11 • (4.10.10) now implies that 

q' = y(Â.(v))- Â.(q) E L; .)),. 
o:=-~e~-;d- l 

Since Â.(v) E 3, y(Â.(v)) E J. So q' E J, and hence q' belongs to L:o:s:esd-l J,. 
By the induction hypothesis, q' E R. The above relation shows at once that 
q E R. Induction on d proves that R = J. The proof of the theorem is com­
plete. 

We then get the following result as an immediate consequence. 

Theorem 4.10.4. For any Â. E 1)*, 

(4.10.11) i,:zr->y(z)(A.) 
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is a homomorphism of 3 into C. Every homomorphism of 3 into C is of the 

form r;.for some A. E [)*. Jf A., A.' E (J*, 'r;. = 'r;.· if and only if A. and A.' fie in 
the same tu-orbit. 

Remark. Let G bea simply connected complex analytic group with Lie 
algebra g. For any A. E :Op Jet n:;. be the corresponding irreducible represen­
tation of C. Let M;. be the space of matrix elements of n:;.. Then, since z ~---+ 

pp(z)(A.) is the infinitesimal character of n:;., 

(4.10.12) 

In particular, if '1';. is the character of n:;_, then '1';. is an analytic function on C, 
is invariant under the inner automorphisms, and satisfies the differential 
equations: 

(4.10.13) 

4.1 1. Compact and Complex Semisimple Lie Groups 

Our treatment so far of the representation theory of semisimple Lie 
groups has been completely algebraic. We now wish to develop the trans­
cendental approach of H. Weyl [2, 3, 4] to these questions. Weyl's method is 
very powerful and illuminates the entire theory from a very unexpected point 
ofview. 

The fundamental result in Weyl's theory is his discovery (the "unitarian 
trick") that any complex semisimple analytic group has a compact real form 
which is unique, up to conjugacy under an in ner automorphism. This compact 
form is simply connected if and only ifthe complex group is, and the bijective 
correspondence that results, between simply connected complex semisimple 
groups and simply connected compact semisimple groups, reduces the rep­
resentation theory of the complex groups to that of the compact groups. 
For a compact semisimple Lie group the method of invariant integration on 
the group can be used to carry out a thorough investigation of the represen­
tations. It was by these methods that Weyl established the semisimplicity of 
representations of a semisimple Lie group, and obtained his famous formulae 
for the characters and dimensions of the irreducible representations of 
semisimple Lie groups. 

For example, Jet C = SU(l + 1 ,C), Ce = SL(l + 1 ,C). Then C is compact, 
Ce is complex analytic, and both groups are semisimple and simply connected. 
In a sense to be made precise !ater on, C is a real form of Ge. The unitarian 
trick of Weyl is then the assertion that if a holomorphic function on Ce 

vanishes on C, it is identically zero. It follows from this that if n:e is a complex 
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analytic irreducible representation of Gc, then n = ne 1 G is an irreducible 
representation of G, and the map ne~ n induces a bijection between the sets 
of equivalence classes of irreducible representations of Gc and G. 

The aim of this section is to set up and study this correspondence between 
complex and compact semisimple groups. We begin by proving a theorem 
which implies Weyl's result on the finiteness of the fundamental group of a 
compact semisimple group. Our proof is essentially that given by Cartier [ 1] 
in Seminaire Sophus Lie, expose no 22; it treats the problem from the point of 
view of group cohomology, and for arbitrary compact groups satisfying the 
second axiom of countability. 

Throughout this discussion (Lemmas 4. 1 1.1 through 4.1 1.4), G is a fixed, 
connected, locally compact group satisfying the second axiom of countabi­
lity; C is a discrete central subgroup of G such that G = GJC is compact; 
x ~.X is the natural map of G onto G; dx is the Haar measure on G for which 

fa dx = 1; R+ is the multiplicative group of positive reals; and Z is the 

additive group of integers. 

Lemma 4.11.1. Let notation be as above. Then C is finitely generated. In 
particular, if C is infinite, there exist non trivial homomorphisms of C intoR+. 

Proof O ne can choose a compact set D such that G = C D0 , where 
D 0 = interior D. By enlarging D, we may assume that 1 E D 0 and D = D- 1 • 

Since D· D- 1 is compact and s G = UcEc cD0, we can find c 1, .•• ,ck E C 
such that D· D-l s U7~t C;D0 • LetCI be the subgroup generated by Ct ' ... ' 
ck. If E is the image of Din G/C 1 , then E contains the identity, E = E- 1 , and 
E-E- 1 sE; E is therefore a subgroup ofG/C1 • Since it contains a neighbor­
hood of the identity (image of D 0), it must be an open and closed subgroup. 
So, G/C1 being connected, we must have G/C1 = E. In other words, G = 
C 1 D. Since C is discrete, D n C is finite, and an easy argument shows that 
c = CI . (D n C). So c is finitely generated. 

lf C is infinite, C ~ C0 X Zq, where C0 is finite and q > l. The existence 
of a nontrivial homomorphism of C intoR+ is now obvious. 

Lemma 4.11.2. Let rp be a homomorphism of C into R +. Then there is a 
continuousfunction honG with positive values such that h 1 C = rp and h(xc) = 

h(x)rp(c)for al! x E G, c E C. 

Proof Selecta compact set D = D- 1 such that G = CD, and let g bea 
continuous function on G with compact support such that (i) g > O, and 
(ii) g(x) = l for x E D. Let 

h 1(x) = L; g(xc)rp(ct 1 (x E G). 
cEC 
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If X 0 E G and if U is a compact neighborhood of x 0 , then writing K = supp 
g, we see that F = u- 1 K n C is finite, and 

h 1(x) = .L: g(xc)qJ(c- 1) (x E U) 
cEF 

h 1 is thus well defined and continuous on G. If x E G, there is c E C with 
xc E D, which implies that g(xc) >O; this shows that h 1(x) > O for ali 
x E G. Write h = h 1(!)- 1h 1 • Then h has the required properties. Note that 
h(l) = 1. 

Lemma 4.11.3. Let fi be a continuous real-valued function on G x G 
such that fi(I ,I) = O and,for al! x, y, i E G, 

(4.11.1) fi(xy,i) + fi(x,y) = fi(x,yi) + fi(y,i). 

Then there exists a continuous real-valuedfunction ă on G with ă(I) = O such 

thatfor al! x,y E G, 

(4.11.2) fi(x,y) = ă(x.Y)- ă(x)- ă(y). 

Proof Let 

ă(x) = - f c fi(x,Ji) d.Y (x E G). 

It is then a trivial verification, based on the biinvariant nature of dx, that ă 
has the required properties. 

Lemma 4.11.4. Let 1p be a homomorphism of C into R+. Then there 

exists a continuous homomorphism X of G into R+ such that X 1 C = IJJ· 

Proof Select a continuous function h on G with positive values such 
that the properties stated in Lemma 4.11.2 are satisfied. Detine H by 

H(x,y) = logh(xy) -logh(x) -logh(y) (x, y E G). 

Any easy verificati an shows that H is constant on the C x C cosets in G x G. 
Hence, there is a continuous real-valued function fi an G x G such that for 
allx,y E G, 

H(x,y) = fi(x,y). 

A simple calculati an shows that fi(I, I) = O and that fi satisfies the identities 
( 4.11.1). So by the above lemma, there is a continuous rea1-valued function ă 
with ă(I) '= O such that ( 4.11.2) is satisfied. Let a(x) = e"(X 1, x E G. Detine 

x(x) = h(x)a(xt 1 (x E G). 
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A straightforward verification shows that x is a continuous homomorphism 
of G intoR+ and that rp =X 1 C. 

Theorem 4.11.5. Let G be a connected locally compact group satisfying 
the second axiom of countability, C a discrete central subgroup. Suppose that 

(a) G/C is compact 
(b) G has no non trivial continuous homomorphisms into R +. 

Then G is compact. This is, in particular, the case when the commutator sub­
group of G is dense in G. 

Proof If C is infinite, there is a nontrivial homomorphism of C intoR+, 
and this can be extended to a continuous homomorphism of G into R+, 
contradicting (b). lf we assume that the commutator subgroup of G is dense 
in G, then any continuous homomorphism of G into a topologica! group 
which is abelian is necessarily trivial, so (b) is satisfied. 

Theorem 4.11.5 has Weyl's Theorem as an immediate consequence. 

Theorem 4.11.6. Let G be a compact semisimple analytic group. Then its 
universal covering group is also compact. 

Proof Let G be the universal covering group of G. We may then assume 
that G = G/C, where C is a discrete central subgroup of G. Clearly G is also 
semisimple. In order to prove that G is compact it is enough to prove that G 
satisfies condition (b) of the previous theorem. Let g be the Lie algebra of G; 
g is then semisimple. Consequently, g = [g,g], and hence aii of its one-dimen­
sionai representations are trivial. If x is a continuous homomorphism of G 
intoR+, x is analytic (Theorem 2.11.2), and its differentia1 dx is a one-dimen­
sional representation of g. dx is therefore O, showing that x is trivial. This 
proves the theorem. 

Let g bea semisimp1e Lie algebra over R. We say that g is of the compact 
type if its adjoint group is a compact subgroup of GL(g). Put 

(4.11.3) w(X) = tr(ad X)2 (X E g). 

w is the Casimir polynomial on g and is invariant under aii the automorphisms 
of g (cf. §3.9) 

Theorem 4.11.7. Let g bea Lie algebra over R, G its adjoint group. Then 
the following statements are equivalent: 

(i) g is reductive and ~g is of compact type 
(ii) G is compact 



346 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

(iii) Jf X E g, ad X is semisimple and has only pure imaginary eigenvalues. 

Jf g is semisimple, these are ali equivalent to 

(iv) -w is a positive definite quadratic form on g. 

Moreover, in this case, any analytic group whose Lie algebra is isomorphic 
to g is compact. 

Proof (i) => (ii) Let c = center g, !3 1 = :Og. Then YY = Y for Y E c, 
y E G. So if G1 is the adjoint group of g1 , y ~ y 1 g1 is an isomorphism of G 
onto G1 • So G is compact. 

(ii) => (iii) Let G be compact. It follows from a classical argument9 that 
there is an inner product for g which is positive definite and invariant under 
G. It is easy to see that the ad X (X E g) are skew-symmetric with respect to 
this inner product. A standard result in linear algebra implies that ali eigen­
values of ad X are pure imaginary. If X E g and m is a subspace of g invariant 
under ad X, then ad Xleaves the orthogonal complement (with respect to the 
above inner product) of m in g invariant. Hence ad X is semisimple for ali 
X E g. 

(iii) => (i) The adjoint representation of g is semisimple by Theorem 
3.16.4, so by Theorem 3.16.3, g is reductive. Let !3 1 = :Og, and let w 1 be the 
Casimir polynomial ofg 1 • If X E g1, all eigenvalues of(ad X)Z are <0, so 
w 1(X) = tr(ad X) 2 <O. Moreover, if X E g1 and w 1(X) = O, ali eigenvalues 
of (ad X) 2 are O. So ad X is nilpotent, showing that ad X= O. Thus X= O. 
-w 1 is therefore a positive definite quadratic form on g1 • Let G1 be the 
adjoint group of g 1• Then by Theorem 3.10.8 G 1 is a closed subgroup of 
GL(g 1). On the other hand, G1 is contained in the orthogonal group of g1 

with respect to -w~> which is compact. So G1 itself must be compact. This 
proves (i). 

The equivalence (iv) •~0 .. (i) is proved essentially by the same argument as 
above. If g is semisimple and of compact type, and G is the universal covering 
group of the adjoint group of g, {; is compact by Weyl's Theorem. So any 
analytic group whose Lie algebra is isomorphic to g is necessarily compact. 

We now turn to the construction of compact real forms of complex groups. 
This depends on the existence and properties of Weyl bases of a complex 
semisimple Lie algebra (cf. §4.3). 

9More generally, Jet H bea compact group and 1t (h ~ n(h)) a continuous representa­
tion H on a finite-dimensional Hilbert space V with scalar product ( ·, ·) (over R or C). 

If we put (u,v)o = J H (n(h)u,n(h)v) dh (u, v E V), dh being a Haar measure on H, then 
( ·, • ) 0 is a scalar product for V invariant under alln(h) (h E H). With respect to this scalar 
product, the n(h) (h E H) are ali unitary. 
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Lemma 4.11.8. Let g bea complex semisimple Lie algebra, t) a CSA, Â 
the set of roots of (g,tJ). Let t)R = L:~Et. R · H~ and o = ( -1) 112 t)R· Then there 
exists a realform u ofg, of compact type, such that o s; u. /fu is another such, 
there is Ho E l)R such that D. = u•xp ad Ho. 

Proof By Theorem 4.3.26 and its proof, we can find a Weyl hasis for g 
consisting of a basis for {J, nonzero elements Z,. E g,. (a; E Â) with (Z,.,Z_,.) = 
-1 for all a;, and an involutive automorphism rp (X f-4 X") of g such that 
z: = Z_,. for all a;; then H" = -H for all H E tJ. Let Bo be defined by 
(4.3.38). Then g0 is a real form of g. Let u be the corresponding conjugation 
of g, so that (X+ ( -1) 112 Y)"' = X- ( -1) 112 Y (X, Y E g0). Note also that 
Z~ = Z,. (a; E Â), H"' = H(H E t)R). Then -r = rpu is also a conjugation of g 
that preserves [ ·, · ], and hence, the set of fixed points of -r will be a real form 
of g. Write u for this real form. If X E g, and we write 

X= ( -1) 112 H + L: c(a;)Z,. (H E 'f), c(a;) E C), 
O< El>. 

then the condition x• = X is equivalent to 

(4.11.4) H"'=H, c(a;yoni = c( -a;) (a; E Â). 

Now, H"' = H if and only if H E fJR· So for all X E u, 

(X,X) = -(H,H) - L: 1 c(a;) 12 
«El>. 

<0. 

unless X= O. This proves that u is a real form of g of compact type. That 
o s; u is clear from (4.11.4). Note that Z~ = Z_,. for all a; E Â and that 

(4.11.5) u = (-1) 112fJR + L: R·(Z,. + z_,.) + L: R·(-l) 112(Z,.- z_~); 
~Eâ ocE4 

this is also immediate from ( 4.11.4). 
Suppose now that D. is another real form of g, of compact type, containing 

o. Let f be the conjugation of g with respect to D.. We show first that 

( 4.11.6) (X,X•) < 0 (X E g, X :;t::. 0). 

In fact, if we write X = Y + ( -1) 1/ 2 Z, with Y, Z E D., then (X, X') = 
( Y, Y) + (Z,Z) < O unless Y = Z = O. Moreover, f 1 o is the identity, so 
f 1 t)R = -identity. 

Let C = -rf, -r being the conjugation of g with respect to u. Then C is an 
automorphism of g which is the identity on t). So g~ = B~ for all a; E Â. 
Consequently, g~ = B-~ for all a;, and hence there are nonzero d(a;) such that 
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Z~ = d(rx)Z_« for ali rx. Since (Z«,Z~) = -d(rx), we see from (4.11.6) that 
d(rx) is real and > O for ali rx. Hence, remembering that Z~ = Z_« for ali rx, 
we see that Z~ = d(rx)Z« for ali rx. Let S be a simple system of roots. Then 
since d(rx) is >O for aii rx E S, we can tind H E 1)a such that d(rx) = e«(H) for 
ali rx E S. We may now argue as in the proof of (4.9.6) to conclude that C = 
exp ad H. In particular, d(rx) = e«'m, rx E il. 

Write Ho = -t_H. We claim that ft = uexp ad Ho. It is clearly sufficient 
to prove that f = exp ad H 0 o r o exp( -ad H 0 ). If r 1 = exp ad H 0 o r o 

exp( -ad H0 ), a straightforward calculation shows that r 1 1 o is the identity 
and that Z~· = d(rx)Z_« for aii rx. So r 1 = f. This proves the lemma. 

Theorem 4.11.9. Let g be a complex semisimple Lie algebra, G its adjoint 
group. Then g admits real forms of compact type. Any two such are coniugate 
ria an element of G. 

Proof In view of the above Iemma it is enough to prove that if u 1 is a 
real form of compact type of g, then there is x E G such that tti contains 
o, o and {J being as above. Let o1 bea CSA of u 1 • Then o1c and 1) are both 
CSA's of g, and hence, by Chevaiiey's theorem, we can tind x E G such that 
(o 1c)x = {J. Now, if X E 01 , it foiiows from Theorem 4.11.7 that aii the roots 
of (g,o 1J take pure imaginary values at X. On the other hand, as o= 
(-1) 112 f)a. it is clear that if Y E 1), Y E o if and only if rx(Y) E (-1) 1/ 2R 
for ali rx E il. So we must have Oi~ o. As dim o 1 = dim o= rk(g), we must 
have Oi = o. But then tti contains o. This completes the proof. 

We are now in a position to obtain the global analogue of this theorem. 
We need a detinition. Let Mc bea complex analytic group with Lie algebra 
mc, Ma real analytic subgroup 1 0 of Mc with corresponding real Lie algebra 
m ~ mc. M is said to be a real form of Mc if m is a real form of mco i.e., if 
C·m = mc and dima m = dimc mc. 

Theorem 4.11.10. Let G bea complex semisimple analytic group, g its Lie 
algebra. Then G admits a compact realform. More precise/y, ifu is a compact 
type real form of g and Vis the real analytic subgroup of G de.fined by 11, then 
Vis a compact rea/form ofG. If V 1 and V2 are two compact realforms of G, 
there is y E G such that V2 = yV1y- 1 • 

Proof If 11, V are as in the statement above, Vis compact by Theorem 
4.11. 7. The theorem follows easily from the previous theorem. 

Corollary 4.11.11. Al/ finite-dimensional representations of a complex 
semisimple Lie algebra are semisimple. 

1 owe permit ourselves this imprecise way of stating that M is a real analytic subgroup 
of the real analytic group that underlies Mc. 
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Proof Let g be a complex semisimple Lie algebra, and let G be a simply 
connected complex analytic group with Lie algebra g. Let u, U be as in the 
above theorem. Suppose n is a finite-dimensional representation of g. Then 
n can be lifted to a representation of G, denoted by '!J· Let p = '!J 1 U. Then p 
is a representation of U, and its differential is 1t 1 u. Since any finite-dimension­
al representation of a compact group is semisimple 11 , p is semisimple. This 
shows that n 1 u is semisimple and implies the semisimplicity of n. The corol­
lary follows at once. 

This was the method used by H. Weyl to prove the semisimplicity of rep­
resentations of complex semisimple Lie algebras. We ha ve already discussed 
the algebraic method of proving it in Chapter 3. 

The connection between a complex analytic semisimple group and its 
compact real forms is extremely close. We shall examine this connexion when 
the complex group is simply connected. The general case is treated in the 
exercises at the end of this chapter. As usual, we use the word "representa­
tion" to denote a finite-dimensional representation in a complex vector space. 

Lemma 4.11.12. Let U be a compact semisimple analytic group, u its Lie 
algebra. Jf every representation of u is the differential of a representation of 
U, then U is simply connected. 

Proof Let U be the universal covering group of U with covering homo­
morphism n. By Weyl's theorem, (; is compact. Let C be the kernel of n. We 
identify the Lie algebra of(; with u, so that dn is the identity. Suppose there 
is c E C different from the identity. By the Peter-Weyl theorem, we can find 
a representation p of(; such that p(c)-::;~::- l. lf dp is the differential of p, there 
is a representation p' of U such that dp = dp'. Consequently, p and p' o n 
are two representations of (; with the same differential. This means that 
p = p' o n. In particular, p(c) = 1, contradiction. SoC must be trivial. But 
then U is simply connected. 

Lemma 4.11.13. (The "unitarian trick") Let G be a complex semisimple 
analytic group, U a compact realform ofG, and N a connected open neighbor­
hood of U in G. Jf Fis a holomorphic function on N such that FI U = O, then 
F= O. 

Proof Let g be the Lie algebra (over C) of G, u the real subalgebra 
defined by U. Let GJ be the universal enveloping algebra of g. As usual, we 

1 1 In fact, Jet H be a compact group and y (h f-> y(h)) a continuous representation of 
Hin a finite-dimensional vector space V. We can equip V with a Hilbert space structure in 
such a way that ali the y(h) are unitary (cf. footnote 9). If W is a subspace of V invariant 
under y, the orthogonal complement of W is also invariant under y. So y is semisimple. 
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regard the elements of CI) as left-invariant holomorphic differential operators 
on G. 

Since the elements of u are tangent to U, it follows from the vanishing of 
F on U that F(u; X) = O for ali u E U, X E 11. Sin ce we are deal ing with 
holomorphic functions, and since g = C·tt, we have F(u; X)= O for ali 
u E U, X E g. In other words, XF vanishes on U for any X E g. Thus XF 
has the same property as F. A simple induction on deg(a) now shows that aF 
vanishes on U for any a E GJ. In particular, F( 1 ; a) = O for ali a E (.\). Sin ce 
Fis holomorphic and N is connected, F = O. 

Theorem 4.11.14. Any compact semisimple analytic group can be imbedded 
as a real form of some complex semisimp!e analytic group. Let G be a simply 
connected, complex, semisimple analytic group. Then its compact realforms are 

simply connected. Suppose U is one such. Then for any irreducible complex 

analytic representation 1C of G, 1Cu = 1C 1 U is irreducible, and the equivalence 
class of nu depends only on that of n. Moreover, the resulting correspondence 
between the respective sets of equiralence classes is a bijection. 

Proof Let G bea simply connected, complex, semisimple analytic group 
with Lie algebra g, u a real form of g of compact type, and U the correspond­
ing compact real form of G. If n is a representation of u, we can extend n to 
a representation of g by complexification. Since G is simply connected, there 
is a complex analytic representation p of G such that dp is this extension. 
Clearly, p 1 U is a representation of U whose differential is n. Thus U has the 
property described in Lemma 4.11.12. So U is simply connected. Note that 
this argument already proves that any representation of U is the restriction 
to U of a unique complex analytic representation of G. 

Suppose now that G and U are as above and that nisa complex analytic 
representation of G in some vector space V. Let nu = n 1 U. Denote by E(n) 
(resp. E(nu)) the complex linear span of alln(x), x E G (resp. n(u), u E U). 
E(n) and E(nu) are then algebras of endomorphisms of V, and E(nu) <;; E(n). 
W e claim that 

(4.11.7) E(n) = E(nu). 

If this is not true, there is a linear functional A on E(n) such that A *O but 
A 1 E(nu) = O. Let F(x) = A(n(x)), x E G. Then Fis a holomorphic function 
on G, ~O, but O on U, contradicting Lemma 4.11.13. The relation (4.11.7) 
already shows that if n is irreducible, so is nu. If n 1 and n 2 are two complex 
analytic representations of G, and if S is a linear transformation from the 
vector space of n 1 into the vector space of n 2 , then ( 4.11. 7) implies that 
Sn 1 (x)S - 1 = n 2(x) for ali x E G if and only if this is true for ali x E U. 
These remarks lead easily to the conclusion that the map n f--7 nu induces a 
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bijection of the set of ali equivalence classes of complex analytic irreducible 
representations of G onto the set of aii equivalence classes of irreducible rep­
resentations of U. 

It remains to prove that any compact semisimple analytic group can be 
imbedded as a real form of a complex semisimple analytic group. Let U be 
the compact group in question, u the Lie algebra of U. Let g be the complex­
ification of u, G a simply connected complex analytic group with Lie algebra 
g. Let U be the real analytic subgroup of G defined by u. Then U is simply 
connected, so there is a finite central subgroup C of U such that U::::::: UfC. 
Clearly C is central in G, so U can be imbedded as a compact real form of 
GfC. This proves the theorem. 

This theorem reduces the problem of constructing ali the irreducible 
representations of a complex semisimple Lie algebra to the corresponding 
problem for a compact semisimple analytic group. In the following sections 
we shall examine Weyl's approach to this question. 

4.12. Maximal Tori of Compact Semisimple Groups 

We now examine the structure of compact semisimple Lie groups some­
what more closely. We wish to prove that such a group has maximal tori any 
two of which are conjugate under a suitable inner automorphism of it, and 
that any element of the group belongs to at least one maximal torus. These 
results enable one to reduce questions involving class functions on such 
groups to questions concerning functions on a fixed maximal torus. 

Lemma 4.12.1. Let g be a semisimple Lie algebra of compact type over R, 
G its adjoint group. Then a subalgebra of g is aCSA if and only ifit is maxima/ 
abelian. Suppose o is a CSA and a is a suba/gebra of g such that o s;;: a s;;: g. 
Then a is reductive, rk(a) = rk(g), and !Da is a semisimple Lie algebra of 
compact type. Moreover o= center(a) +(o n !Da), the sum being direct, and 
o n :Da is aCSA of!Da. If M is the analytic subgroup of G de.fined by :Da, M is 
compact, and the map y f-+ y 1 !Da maps M onto the adjoint group of !Da. Finally, 
P = Y for y E M and Y E center(a). 

Proof Theorems 4.1.5 and 4.11. 7 imply that a subalgebra of g is a CSA 
if and only if it is maxim al abelian. lf a is a suba1gebra of g containing a CSA 
b, it is obvious that o is a CSA of a; in particular, rk(a) = rk(g). Now, for 
X E a. ad XI a is semisimple and has only pure imaginary eigenvalues. So 
by Theorem 4.11. 7, a is reductive, and .-[>3 is semisimple and of compact type. 
Let c = center(0). Then 3 is the direct sum of c and !D0. On the other hand, 
since o + c is abelian, the maximal abelian nature of o implies that o + c = 
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o. So c s; o, showing that o is the direct sum of c and o n :D0. Obviously, 
o n :D3 is maxima! abelian in :D0. So o n :D0 is a CSA of :D0. 

Let M be as in the lemma. Then M is compact by theorem 4.11. 7. Sin ce 
M is generated by the exp ad X, X E :D0, it is clear that y ~ y 1 :D0 maps M 
onto the adjoint group of :D0 and that YY = Y for Y E c, y E M. 

Theorem 4.12.2. Let g be a semisimple Lie algebra of compact type orer 
R, G ils adjoint group. Jfo is any CSA ofg, then 

(4.12.1) g = u Ox 
xEG 

In particular, any two CSA's of g are· conjugate under G. 

Proof We prove (4.12.1) by induction on dim g. We therefore assume 
the first statement for aii semisimple Lie algebras of compact type over R 
whose dimensions are < dim g. Let o bea CSA of g and write, for any subset 
E of g, E 0 = UxEG Ex. Since oa =O, the relation OG = g will be proved if we 
show that (ox)a = gX, where gx = g"'-fO} and ox = o"'-fO}. Now, since g is 
semisimple, dim g > 3. So gx is a connected open subset ofg and (ox)a s; gx. 
As a consequence, in order to prove that (6x)a = gX, it is sufficient to show 
that (ox)a is both open and closed in gx. 

Since G is compact, we can find a positive definite scalar product on 
g x g that is invariant under G. Let 11·11 be the corresponding norm. Suppose 
H. E o and x. E G (n = 1,2, ... ) are such that H:,·- X E gx as n-> oo. 

Since 11 H. 11 = 11 H ':."11 _, 11 X 11, { H.} is bounded in o. Therefore, we can find 
a subsequence {nk}, and elements x E G, H E o, such that H.,- H and 
x.,- X as k -----> oo. Clearly, X= HX, so 11 Hll =li XII> O. Thus H E o X, 
showing that X E (ox)a. (o')0 is thus closed in gx. 

We shall now prove that (ox)a is open in g. Since it is G-invariant, it is 
enough to prove that each element of ox is an interior point of (ox)a. Fix 
X E ox. Let 0 be the centralizer of X in g. Note that o s; 0. Since X =F O, 
3 =F g, so dim(:D0) < dim(g). We may therefore apply Lemma 4.12.1 and 
the induction hypothesis to deduce the re1ation (o n :D0)M = :D0, M being 
as in that lemma. Since P = Y for Y E center(3) and y E M, we have 
oM= 0; in particular, (ox)M = 0X, where 0x = o"'-{0}. From this we obtain 
(ox)a = (ox)aM = (0x)0 • On the other hand, by Corollary 4.1.7, ('0)0 is an 
open subset ofg containing X, '0 being defined by (4.1.15): 

'3 = {Z: Z E 3, det(ad Z)01a =F 0}. 

Obvious1y, '3 s; 3\ so X E ('3)0 s; (ox)a. This shows that X is an interior 
point of (ox)a. (ox)a is thus open in g. 

As mentioned earlier, this proves that (ox)a = gx. Hence o0 = g. This 
proves the theorem. 
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For the rest of this section, G is a compact semisimple analytic group and 
g its Lie algebra. By a tarus we mean a real analytic group which is compact, 
connected and abelian. lf A is a torus of dimension n, then A is isomorphic 
to T x · · · x T (n factors), where T is the multiplicative group of complex 
numbers of modulus 1. Note that if A is a torus and an analytic subgroup of 
G, the compactness of A implies that it is closed in G. 

Theorem 4.12.3. Let b s; g be a CSA, B the corresponding analytic 
subgroup of G. Then B is a maxima! tarus of G. Every maxima! tarus can be 
obtained in this way. Jf B 1 , B2 are two maxima! tari ofG, there is an x E G such 
that B2 = B'{ (= xB1x- 1). 

Proof b is its own centralizer in g. So if A is the centralizer of b in G, b 
is the subalgebra detined by the closed subgroup A. This shows that B is the 
component of the identity of A. B is therefore closed. Since it is compact, it 
is a torus. Since b is maxima! abelian, B is a maxima! torus. Suppose B 1 is 
any maxima! torus and b 1 is the corresponding subalgebra of g. b 1 is abelian, 
so we can tind a maxima! abelian subalgebra b2 containing b 1 • lf B2 is the 
analytic subgroup of G detined by b2 , B 1 s;- B2 , and B2 is a torus, so B 1 = B2 • 

b 1 is thus maxima! abelian. Finally, Jet Bj be a maxima! torus, bj the cor­
responding CSA (j = 1, 2). By Theorem 4.12.2 there is x E G such that 
b2 = b'{; then B2 = B'{. This proves the theorem. 

The remainder of this section is devoted to the proof that each element 
of G lies in some maxima! torus and that the maxima! tori are centralizers 
of CSA's. The proof uses induction on dim G and is similar to the proof of 
Theorem 4.12.2. We begin with some preparation before proving this theo­
rem. 

Let b s; g be a CSA, and let B be the corresponding maxima! torus. Fix 
b E B, and Jet 0 be the centralizer of b in g. Then 0 is a subalgebra of g, and 
b s; 0 s; g. Lemma 4.12.1 is thus applicable to this context. Let c = center(0), 
and let C, Z 1 , Z, B 1 be the respective analytic subgroups of G detined by c, 
:D0,0, and b n :D0. Z 1 is compact, and B1 is a maxima! torus of Z 1 • Since Z 
is the component of the identity of the centralizer of b in G,Z is closed inG, 
and hence compact. Moreover, C can be characterized as the component 
of the identity of the center of Z. So C is also closed, and consequently 
compact. The relations 0 = c + :D0 and b = c + (b n :D0) easily imply that 
Z= czl and B= CBI. 

Since B is connccted and b s; 0, we have B s; Z. g is a real Hilbert space 
if we detine the norm by 

IIXIJZ = -tr(ad X)Z (X E g), 

and Ad(G) is obviously a subgroup of the orthogonal group of g. In particu-
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Iar, Ad(b) is semisimple, so 

(4.12.2) g = 3 + q (direct sum), 

where 

(4.12.3) q = range of(Ad(b)- 1 - 1) 

lf x E Z, x commutes with b, so Ad(x) leaves both 3 and q invariant. Let 

(4.12.4) 'Z = {x: x E Z, det(Ad(x)- 1 - I)q of=. 0}. 

'Zis an open subset of Z containing b. 

Lemma 4.12.4. Let notation be as above. For x, y E G let x>' = yxy- 1• 

Then ('Z)6 is open in G. 

Proof Let 1/1 be the map of G X Z into G given by 1/f(y,x) = x>', for 
y E G, x E Z. 1/1 is clearly analytic. We shall now calculate its differential. 
We identify as usual the tangent spaces to G and Z at any of their points with 
g and 3 respectively. Fix y E G, x E Z. Then, for Y E g and X E 3, 

We have, for real t, 

Moreover, as t-. O, we have, for X', Y' E g, 

exp tX' exp tY' = exp{t(X' + Y') + O(t 2)} 

by (2.12.10). Hence 

Further, since (x exp tX)>' = x>' exp(tX>'), we have 

We thus obtain the formula 

(4.12.5) 

where Lx is the linear map of g x 3 into g given by 

(4.12.6) Lx(Y,X) = (Ad(x)- 1 - I)(Y) +X. 
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If x E 'Z, Ad(xt I - 1 maps q onto itself. So we conclude from (4.12.5) 
and (4.12.6) that (dl{l)(y,xl is surjective for (y,x) E G X 'Z. 1{1 is thus submer­
sive on G x 'Z. This implies that ('Z)a = I{I[G x 'Z] is an open subset of G. 
This proves the 1emma. 

Theorem 4.12.5. Let B be a maxima! torus of G, & the corresponding 
subalgebra of g. Then B is the centralizer of& in G, and G = Ba, i.e., 

( 4.12.7) G = U Bx. 
xEa 

In particular, each element ofG !ies in some maxima! torus. Final/y, G = exp g. 

Proof We prove (4.12.7) first, by induction onidim G. Let L be the 
center of G; write Bx = B "'- B n L, Gx = G "'- L. Since dim G > 3 and L is 
finite, Gx is an open connected subset of G. Now, xa = x for x E L. Conse­
quently, to prove (4.12.7) it is enough to show that (Bx)a = GX, and for this 
it is sufficient to prove that (Bx)a is both open and closed in Gx. 

Let b. E BX, x. E G be such that b:·--> y E Gx as n--> oo. Since both 
B and G are compact, we can selecta subsequence [nk}, and elements b E B, 
x E G, such that b., __. b and x.,--> x as k __. oo. So bx = y. Since y E Gx, 
b cannot belong toL. So b E BX, proving that y E (Bx)a. (Bx)a is therefore 
closed in Gx. 

We now prove that (Bx)a is open inG. Since it is G-invariant, it is enough 
to establish that each element of sx is an interior point of (Bx)a. Fix b E sx. 
We use the notation of Lemma 4.12.4 and the remarks preceding it. Since 
b rţ L, 3 =F- g, so dim ZI < dim G. We may thus apply the induction hypoth­
esis to deduce that Z 1 = Bf•. Since B = CBI and cz = c for c E C and 
z EZI, we have z = sz•. Let zx = z"' z (îL. Then we have (Bx)Z' = zx. 
Consequently, 

( 4.12.8) 

On the other hand, it is obvious from (4.12.4) that 'Z s; zx. So in view of 
(4.12.8), we have 

(4.12.9) 

This last relation implies, in view of Lemma 4.12.4, that b is an interior point 
of (Bx)a. (Bx)a is thus open in G. As mentioned at the beginning, this proves 
(4.12.7). 

Since B = exp & and G =Ba, one deduces from the relation exp(Xx) = 
(exp X)x (x E G, X E g) that G = (exp &)a= exp g. 

It remains to prove that B is the centralizer of & in G. Let A be the cen­
tralizer of & in G, and Jet a E A. Let !3c be the complexification of g, â the 
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set of roots of (g0 b,). Let S be a simple system of roots. Since Ad(a) central­

izes b, it leaves each root subspace invariant. So there are nonzero complex 

numbers c(a) (a E Ll), such that 

Xa = c(a)X (a E Ll, X E (gc).). 

Since Ad(a) is orthogonal on g (with respect to the positive definite quadratic 

form -w), its eigenvalues are aii of absolute value 1. So 1 c(a) 1 = 1 (a E Ll). 

Further, since Ad(a) is an automorphism of g, and since it fixes b element­

wise, it follows from the relation [(gJ.,(gJ_.] = C · H. that c( -a) = c(a)- 1 • 

Now, each root takes only pure imaginary values on b, so we can tind X E b 
such that 

c(a) = e•<xl (a E S). 

Let a 0 = exp X. Then a 0 E B, and Ad(a) coincides with Ad(a 0) on b, + 
L:.E ±s (g,) •. Since both are automorphisms, we must ha ve Ad(a) = Ad(a 0 ). 

In other words, we have proved that A = BL. In order to prove that 

A = B, it is thus enough to prove that L c;: B. Suppose c E L. By ( 4.12. 7), 

there is x E G such that cx E B. But cx = c, so already c E B. Thiscompletes 

the proof. 

4.13. An Integral Formula 

Throughout this section, G is a compact connected semisimple Lie group 

with Lie algebra g, b is a CSA, and B is the associated maxima! torus. g, is 

the complexification of g, L) = b" Ll is the set of roots of (g,,fJ), and P is a 

positive system of roots. For a E Ll, g,. is the corresponding root subspace. 

Let q be the orthogonal complement of b ing. Then q, = L:.u. g'"' 

Theorem 4.13.1. Let f3 be the normalizer of B in G. For x E iJ, let 

(4.13.1) s(x) = Ad(x) 1 b,. 

Then x f--> s(x) induces an isomorphism of B/ B onto the Weyl group ttJ of (g"bJ. 

Moreover, \u leaves b imariant. 

Proof Since b = (-1) 12 L:.E~ R·H., it is obvious that \u leaves b 
invariant. Theorem 4.9.1 implies that s(x) E tu for x E iJ and that s(x) = l 

if and only if x centralizes b, i.e., x E B. Thus x f--> s(x) induces an injection 

of B/ B into tu. To prove that this is an isomorphism, it is enough to prove 

that for each a E Ll, s. arises from B. In view of Lemma 4.11.8 and the 

relation (4.11.5), we may assume that g has the form 

g = (-1) 1' 2 () + L: R·(Z. + z_.) + L: R·(-1) 1' 2(Z.- z_.), 
aEâ aC6 
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where Z,. E gc,. and <z •. z_,.) = -l V a E â. Fix a E â. Then a simple 
calculation shows that 

[ z,. + z_., H. ± i ,J<at> (Z.- z_.)J 

= ±i~2<a,a)(H. ± ;,J<at>cz,.- z_.))· 

where i = (-1) 1' 2 • Let x(t) = exp t(Z. + z_.), tE R. Then x(t) E G for 
ali t E R, and if X±= H,. ± i~<a.a)/2 (Z.- z_.), then 

Since H,. =!(X+ + X_), we see that for x0 = x(n/~2<a,a)), 

H~· = -H,.. 

On the other hand, it is obvious that for any H E t) with a(H) =O, Hx• = H. 
So x0 E !J, and s(x 0 ) = s •. This completes the proof of the theorem. 

Let B be the group of characters of the compact abelian group B. Since 
exp is a homomorphism of 6 onto B, it is clear that for any x E B, there is a 
unique A" E 6: such that 

(4.13.2) X(exp H) = e'x'Hl (H E 6). 

It is obvious that Ax takes only pure imaginary values on 6. The map X f-> Ax 
is an isomorphism of B onto a discrete additive subgroup L(G) of 6:. We 
write .A. f-> c;, for the inverse map, so that 

(4.13.3) c!".(exp H) = e''H' (H E 6, A E L(G)). 

Let.L(R) denote the additive subgroup of 6: generated by the roots, and Jet 
L be the additive group of all integral linear functions on 6c. Observe that ltJ 
leaves both L(R) and L invariant. On the other hand, since iJ normalizes B 
and B/B ~tu, it is clear that tu also leaves L(G) invariant and that we may 
allow tu to act naturally on B. 

Suppose n is a finite-dimensional representation of G in a complex vector 
space V. We write Tr. again for the corresponding representation of Bc· Since 
B is compact and abelian, there is a basis [ v 1 , ••• ,vd} for V and x 1, ••• ,xd E 

B such that 

n(b)vi = X/b)vi (1 <j < d, b E B); 



358 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

if A.j E L(G) are such that xj = c;,, (1 <} < d), it is clear that 

so A1, ... ,A.d are the weights of the representation n of \3c· We shall often refer 
to the A.j as the weights of the representation n of G. Clearly, the A. j are in L. 
If .d(n) is the set of these weights, then 

(4.13.4) tr(n(b )) = I; mn(f.J,)c;"(b) (b E B), 
,uEt.(n) 

where m.(f.l) = dim V'" are integers > O and 

(4.13.5) mn(Sf.l) = m.(f.l) (s E itJ, f.1 E _d(n)). 

In other words, the restriction to B of the character of n is a finite Fourier 

series on B, whose nonzero Fourier coefficients are ali integers > O, and which 

is invariant under ltJ. 

Lemma 4.13.2. We have 

(4.13.6) L(R) ~ L(G) ~ L, 

and ali three are isomorphic as additive groups to Z1 (l = rank g). L(G) is the 

set of al/ those integral linear functions on bc which occur as weights of re­

presentation of G. 

Proof Since the roots are the weights of the adjoint representation, 
we have L(R) ~ L(G). By the Frobenius reciprocity theorem (cf. Weil [1]), 
every character of B occurs in the decomposition with respect to B of some 
representation of G. So L(G) ~ L, and L(G) is the set of all those linear func­
tions on bc which occur as weights of representations of G. Since both L(R) 

and L are isomorphic to Z1 (as abelian groups), so is L(G). 

Corollary 4.13.3. Let 15 = t L:~EPa. Then 215 E L(G).If A. EL, sA.- A. 

E L(R) for al/ s E itJ. 

Proof Follows on taking Lemma 4. 7.4 into account. 

We shall see !ater on that L(G) = L if (and only if) G is simply connected. 
Let 

(4.13.7) B' = [b: b E B, eib) *- 1 for any a E .d}. 

If b E B, the centralizer 3 of b in gc is spanned by bc and those root subspaces 
gc~ for which c;~(b) = 1. Consequently dim 3 > l, and dim 3 = l if and only 
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if b E B'. lf we now observe that any element of G is conjugate to some ele­
ment of B, we may conclude that for any x E G, Ad(x) is semisimple, its cen­
tralizer has dimension ;;:::: /, and this dimension is = 1 if and only if x E (B')0 • 

Let Tbe an indeterminate. Then the foregoing remarks imply that 

(4.13.8) det(T- 1 + Ad(x)) T 1D(x) + Ţi+ 1 D 1 (x) + · · · (x E G), 

where D,D 1 , ••• are analytic functions on G and D ~O. Dis invariant under 
ali inner automorphisms, and 

(4.13.9) 

If 

(4.13.10) 

then 

(4.13.11) 

D(b) = II (~~(b)- 1) (b E B). 
~Ea 

G' = [x: x E G, D(x) :F 0}, 

G' = (B')G. 

Elements of G' are said to be regular. Since 

(4.13.12) 

we have, on writing 

(4.13.13) Dp(b) = II (~ib) - 1) (b E B), 
~EP 

the foliowing relations, valid for b E B: 

(4.13.14) 
Dp{b)conj = Dp(b-I) 

D(b) == D(b- 1 ) = Dp(b)coniDp(b) 

In particular, D(b) > O for b E B. Observe also that 

(4.13.15) D(b) = det(Ad(b)- 1), (b E B). 

We now obtain an alternative expression for Dp. For sE tu we put 

(4.13.16) f(s) = det(s). 

f(s~) = -1 for ali IX E .6.. Recali that DP is the set of dominant integral 
linear functions on oc (relative to P). 

Lemma 4.13.4. Let 5' be the algebra of al! finite linear combinations of 
the exponential e\ A. E L. Let 
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(4.13.17) 
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:n; = {A.': A.' E :Dp, A.'(H~) > 0 for ali rx E P} 

g, = 2: f(s)e'' (A. E :n;). 
St:IU 

Chap. 4 

Theng, E ff,gJ: = E(s)gJors E tu./fg E ffandg' = E(s)gforal/s E tu,then 
g is a linear combinat ion of the g,, A. E :n;. Final/y, if ~ = i l:~EP~' then 
~ E :n; and 

(4.13.18) g,; = e-• II (e~ - 1) 
!XEP 

Proof The properties of the g, are obvious. Suppose that g = I:,.EL c,.e" 
is an element of 5' such that g' = E(s)g for all s E tu. Then c,,. = f(s)c,. for 
ali f.l EL, sE tu. Suppose A. E :Dp "'- :n;. Then there is an rx E P with J..(it) = 

O, so s~A. =A. Since g'~ = -g, we must have c, = -c,. So c, =O. On the 
other hand, every tu-orbit in L contains a unique element from :Dp, by Lemma 
4.7.4. It is now clear that g = I:~.E:np• c,g,. 

Note that if A. E :n;, J..(it) > 1 = ~(it) for ali simple roots rx in P. 
Hence J..- ~ E :Dp. Thus 

(4.13.19) :n; = {A + ~:A E :Dp}. 

Let g = e-• II~EP (e~ - 1). If rx E Pisa simple root, s~~ = ~ - rx, and 
s~ .p = { -rx} u (P"- {rx}). This implies that g'~ = -g = f(s~)g. Hence g' = 
E(s)g, s E tu. By the previous result we can tind constants c, (A. E :n;) such 
that g = I:~.E:o,• c;.g;.. Suppose that for some A. E :n; with A. o:F- ~' c;. o:F- O. 
Write A. = A + ~, where A E :Dp is nonzero. We now expand the product 
defining g to write g in the form e• + I:,.Er a,.e•-", where a,. are constants 
and r is the set of ali nonzero sums of elements of P. The condition c;. o:F- O 
then implies that -A E r. Write -A= mlrxl + ... + mlrxl> where 
rx~> ... ,rx1 are the simple roots in P and the mi are> O. Since O<< -A,-A) 
= 2: 1.s;;.,s;1 m1 <-A,rx1), there is some i such that <-A,rx;) > O. This con­
tradicts the relation A E :Dp. Soc;. = O unless A. = ~. Obviously, c,; = 1. So 
g=g •. 

Corollary 4.13.5. s~ + ~ E L(R) for ali s E tu, and 

(4.13.20) Dp(b) = 2: E(s)e,.H(b) (b E B). 
SEIU 

Proof s~ + ~ = s~ - ~ + 2<5 E L(R) for s E tu. Now for H E &, 

Dp(exp H) = II (e~<n> - 1) 
~EP 

= e•<m ·e-•<m II (e~<n> - 1) 
~EP 

= 2: f(s)e<•oH)(H) 
.rE Iti 

by the above lemma. This proves ( 4.13.20). 
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Our aim now is to obtain the main integral formula on G. Let G* be the 
analytic manifold GjB. Put n = dim(G), q = dim(G*). Write C (x ~ x*) for 
the canonica! map of G onto G*. For x E G, Jet lx (resp. /~) be the map 
y ~ xy (resp. y* ~ (xy)*) of G onto G (resp. G* onto G*). Let g be the Iert­
invariant n-form on G for which the corresponding measure is the Haar 

measure dx with J 
0 

dx = 1. Let p be a left-invariant /-form on B such that 

the corresponding measure is the Haar measure db for which J B db = 1. We 

now show that there is a G-invariant q-form on G*. The differential (dC) 1 is 
an isomorphism of q onto the tangent space to G* at 1 *. On the other hand, 

lt(exp tX)* = (exp tXh)* (t E R, X E q, b E B), 

which implies that (dC) 1 intertwines Ad(b)q a.nd (d/:) 1• (b E B) 12 • Thus det 
Ad(b)q = det(dlt) 1• = 1, b E B. This shows that there is a nonzero q-linear 
form on T 1.(G*) x · · · x Tl'(G*) (q factors) that is invariant under ali 
(dlt) 1., b E B. It follows easily from this that there is an analytic q-form g* 
on G* invariant under ali/~, x E G. We assume that for the corresponding 

measure on G*, say dx*, o ne has J dx* = 1. Finally, Jet y be the n-form on 
a• 

G* x B which determines the product measure dx*db. 
lf x E G, b E B, bx = xbx- 1 depends only on x*. We write bx' = bx, and 

define '1'* by 

(4.13.21) '!f*(x*,b) = bx. 

Then '1'* is an analytic map of G* x B onto G. Moreover, '1'* maps G* x B' 
onto G', and in fact, '1'* -t ( G') = G* x B'. 

Lemma 4.13.6. rp* = '1'* 1 G* X B' is a covering map ofG* X B' onto G' 
and has, everywhere on G* X B', a bijective differential. Moreover, there is a 
constant c o:;t:. O such that the n-forms cD·y and g correspond under rp*, D being 
thefunction (x*, b) ~ D(b) on G* x B'. 

Proof It is obvious that rp* is a proper map, i.e., that for any compact 
set A s; G', rp*- 1(A) is a compact subset of G* x B'. lf b0 E B', Ad(b01)- 1 
maps q onto itse1f, so by (4.12.6), the map (x,b) ~ bx has surjective differential 
everywhere on G X B'. It follows from this that drp* is everywhere surjective 
on G* X B'. Since dim(G* x B') = dim(G), rp* has, everywhere on G* x 
B', a bijective differential. In particular, it is a local homeomorphism, so since 
it has already been proved proper, it is a covering map. 

12For b E B, lţ fixes 1*, so (d/ţ)t• is an automorphism of Tt·(G*). 
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Let () be the n-form on G* X B' which corresponds to g under rp*. If y E 

G and iy is the inner automorphism induced by y, it is trivial to check that 
rp*(li(x*),b) = iyrp*(x* ,b) for (x* ,b) E G* x B'. On the other hand, G being 
compact, dx is invariant under ali iy, so g is invariant under ali iy. So () is 
invariant under the diffeomorphisms (x*,b) r--+ li(x*),b of G* x B' (y E G). 
In order to prove the required formula for(), it is therefore enough to prove 
that for some constant c #- O, 

(4.13.22) ()o•,b) = cD(b)Yo•,b) (b E B'). 

Let {H~> ... ,Ha be a basis for o and (X~> ... ,Xq} a basis for q. Write 
Xj = (dCMXj), 1 < j < q. We shall, as usual, identify the tangent spaces to 
G and B at each of their points with g and o respectively. Since g and p are 
left-invariant, gy(H~> ... ,H1, X,, ... ,Xq) and pb(H1 , ••• ,H1) are nonzero 
constants(y E G,b E B).lnparticular,y(l',hl(Xf, .. . ,x:,H,, ... ,H1)=c2 

is a nonzero constant for ali b E B'. On the other hand, if '1/ is the map 
(x,b) r--+ b" of G X B', 

(dllf)o,h)(X,H) = (drp*)(,',b)((dCMX),H) 

for X E g, H E o. Consequently, writing Xj,b = (dlf/)o,hl((Xj,O)) (1 < j < q) 

and H,,b = (dlf/)o,hl((O,H,)) (l < i < /), we get, for b E B', 

But it follows from (4.12.6) that Xj,b = (Ad(b- 1)- 1)Xj and H1,b = H1• 

Hence, taking into account ( 4.13.14) and ( 4.13.15), we tind that 

()(,',bl(Xf, ... , x:, H,, ... , H 1) = c 1D(b) (b E B'), 

c 1 being a nonzero constant. This leads to (4.13.22) and proves the 1emma. 

We are now in a position to obtain the basic integral formula on G. Note 
that since G ""- G' has measure zero,' 3 we need not rnake any distinction 
between the Lebesgue spaces .2 1(G) and .2 1(G'). Simi1arly, we may identify 
.2 1 (B) and .2 1 (B'). For any continuous function f on G', 1et 

(4.13.23) rp1 (b) = L.J(b"') dx* (b E B'). 

ffJr is clearly well defined, and 

(4.13.24) rp,(b) = L f(b") dx (b E B'). 

IJ More generally, Jet M bea connected analytic manifold, fa nonzero analytic function 
on M. Let w be an analytic m-form on M (m = dim M) and 1-1 the corresponding measure. 
Then the set of zeros of fhas ţ.~-measure zero. 
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Since (x*,b) f--7 f(b·'') is a continuous function on G* x B', it is obvious that 
rp1 is a continuolis function on B'. Moreover, 

(4.13.25) sup 1 rpr(b) 1 < sup 1 f(x) 1· 
bEB' xEG' 

If fis invariant under the in ner automorphisms of G, 

(4.13.26) 'Pr = fiB'. 

Theorem 4.13.7. For any continuous function f on G', f E J3 1(G) if and 
only if rp111 • (D 1 B') E J3 1(B). In this case, 

(4.13.27) Lf(x)dx = [w]- 1 Lrp1(b)D(b)db, 

where [tu] is the order oftv. 

Proof Since rp* is a covering map of G* X B' onto G', there is an in te ger 
k > 1 such that above any element of G' there are exactly k elements of 
G* x B'. From the standard theory of integration with respect to differential 
forms and Lemma 4.13.6 it foliows (with c as in the lemma) that for any 
continuous function f on G', f E .2 1 ( G') if and only if i>(f o rp*) E .2 1 ( G* x 
B'), and for ali suchj, 

Let c' = 1 c 1/k. Then, invoking the Fubini theorem, we obtain (4.13.27) and 
the theorem above, except for the identification of c' with [liJJ- 1 • Now, taking 
f = 1, we ha ve, in view of our normalizations, 

c'- 1 = LD(b)db. 

But D = 1 Dpl 2 by (4.13.14), so in view of (4.13.20), 

On the other hand, by Lemma 4.7.4, the characters c;,6 +J of Bare ali distinct. 
Since there are [IV] of these, we conclude from the usual orthogonality rela­
tions in J3 2(B) that c'-t = [IV]. This completes the proof. 

Corollary 4.13.8. Let f be a continuous function on G' that is invariant 
under ali the inner automorphisms ofG. Thenf E J3 1(G) if and only if(Df) 1 B' 
E J3 1(B), and in this case, 

(4.13.28) Lf(x) dx = [IV]- 1 Lf(b)D(b)db. 
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4.14. The Character Formula of H. Weyl 

We are now ready to put together the work of the preceding sections to 

obtain the famous formulae of H. Weyl [2, 3, 4] for the character and degree 
of the irreducible representations of compact semisimple groups. G is a fixed 
compact, connected, semisimple Lie group with Lie algebra g; the rest of 
our notation is as in §4.13. 

Lemma 4.14.1. Let f bea continuous function on B' invariant with respect 

to B (or tu). Then there exists a unique continuous function F on G' such that 

(i) Fis invariant under al! inner automorphisms of G 

(ii) FI B' = f. 

Proof We have G' = (B')0 . So we have to set F(bx) = f(b) for b E B', 

x E G. To see that Fis well defined, let b 1, b'" E B' and x 1, x 2 E G be such 

that M' = b2'. Then b~ = b2 , where x = X2 1X 1 • Since b is the centralizer of 
both b1 and b2 , l)x = b, so x E B. Si..t?ce.fis invariant under B, f(b 1) = f(b 2). 

So F is well defined. It is obviou!ily invariant under the inner automor­
phisms of G. On the other hand, in the notation of Lemma 4.13.6, f(b) = 

(Fo qJ*)(x*,b) for (x*,b) E G* X B', so Fo qJ* is continuous. This shows, 
since qJ* is a local homeomorphism, that Fis continuous. 

Lemma 4.14.2. For Â E L(G) n ~p, let u, be the function on B dejined 
byl4 

(4.14.1) 

Dejine V;. on B' by 

(4.14.2) 

Then there is a unique continuous function F;. on G', invariant under al/ inner 

automorphisms of G, such that F;.l B' = v,. F;. E J.?, 2 (G), and for al/ Â, ).' E 

L(G) n ~p, 

(4.14.3) 

Proof The existence, uniqueness, and continuity of F;. will follow from 
the previous lemma provided we show that v, is invariant under tu. If t E tu, 
a simple calculation ba sed on ( 4.14.1) and (4.13.20) reveals that 

(4.14.4) 

This shows that v~ = v,. Since 1 v,l 2 • D = 1 u,l2 ·1 DP 1- 2 • D = 1 u,l 2 by (4.13.14), 
Corollary 4.13.8 applies and gives us the relation F;. E J.?, 2(G). Suppose )., 

I4By Corollary 4.13.5, .;,<J.+o)H is well defined for ali sE lu. 
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..î' E L{G) n 1lp. Then FJ.Fi9"1 E .C 1{G), so by {4.13.28), 

f FJ.Fi?"idx = [lu]- 1 f vib)vAb)<oniDp(b)Dp(b)<onldb 
G' B' 

= [ltl]- 1 f 
8 
uib )uJ.{b )•onl db. 

If ..î -::f::. ..î', then ..î +o and ..î' +o belong to distinct ltl-orbits, so J 
8 

u).ul?nl db 

== 0. lf Â. = ..î', the [ltl] transforms s(..î + o) (s E 1:0) are ali distinct by 

Lemma 4.7.4; so J 
8

1 u).J 2 db = [ltl]. This proves (4.14.3). 

Theorem 4.14.3. Let G be a compact connected semisimple Lie group, g 
its Lie algebra, b a CSA of g, and B the associated maxima! torus. Let P be a 
positive system of roots of (gc,bc). Then the irreducible representations of G 
are precisely those whose corresponding representations of 9c have highest 
weights Â. E L(G) n 1lp. Denoting these by 1l). (..î E L(G) n 1lp), we have 

(4.14.4) 

Here, o= ! LmeP « and Dp = IlmeP Cem - 1). 

Proof Let X be the set of irreducible characters of G. By the Schur 
orthogonality relations, we have 

f G xx'•onj dx = Oxx' <x. x' E X). 

Let ~ be the function on b given by 

~(H) = e-6<m IJ (em<H)- 1) (H E b). 
mEP 

Fix X E X, and let Xs be the restriction of X toB. We have seen in §4.13 
that Xs is a finite Fourier series on B with positive integral coefficients and 
that Xs is IV-invariant. On the othet hand,~· = f(s)~ for ali s E ltl, by Lem­
ma 4.13.4. So writing 

g(H) = x(exp H) ~(H) (H E b), 

we see that g is a finite integral linear combination of the exponentials 
e"(ţt EL) and that g• = f(s)gfor ali sE ltl. So by Lemma4.13.4 and(4.13.19) 
we can find a finite subset A of 1lp and nonzero integers CJ. (..î E A) such that 

g = I; c). I; f(s)e•<H 6) 
.tEA 1Etu 

Consequently, for H E b, 

(Xs·Dp)(expH) = I; c). I; f(s)e<•<H6)+6HH). 
AEA .rEUJ 
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Since X8 • DP is a linear combination of the characters of B and since so + o 
E L(G) for ali s E ltJ, this formula shows that ). E L(G) for ali ). E A, i.e., 
A c::; L(G). So we have, on taking (4.14.1) into account, 

In view of (4.14.2) and Lemma 4.14.2, this gives us 

X= L: c;.F;. (on G'). 
!.EA 

If we now use the Se hur orthogonality relations and relation ( 4.14.3), we get 

But each c;. is an integer *0. So A consists of exactly one element, say )., 

and X= aF;. on G', a being a constant = ± l. 
We now claim that a = 1. Let n be an irreducible representation of G 

with character X· Let A denote the highest weight of the corresponding 
representation of \1c· Clearly, A E L(G). Let r be the subset of L(R)"" {O} 
consisting of ali elements which are sums of elements of P. For purposes of 
this argument, we say that a finite Fourier series on B begins with c;v (v E 

L(G)) if it is of the form c;v + L.uEr a.uc;v_Jor suitable constants a"" Obviously, 
Xn begins with c;A- On the other hand, since o- so E r for s * 1 (Lemma 
4.7.4), it is clear from (4.13.20) that DP begins with c; 26 • So Xn· Dp begins with 
c;A+ 26 • A similar argument shows that u;., as defined by (4.14.1), begins with 
c;!.+ 26 • Since Xn·Dp =au;., we see at once that a= 1 and A= Â. Thus 
X= F;. on G', and n has). as its highest weight. 

Suppose, finally, that for some Â0 E L(G) n :Dp, no irreducible character 
of G equals F;.,. By Lemma 4.14.2, F;., is an element of J3 2(G) orthogonal to 
ali irreducible characters of G. Since F;., is invariant under ali inner automor­
phisms of G, the Peter-Weyl theorem enables us to conclude that F;., =O, a 
contradiction. 

This proves the theorem. 

Theorem 4.14.4. Let G be a compact connected semisimp/e Lie group. 

Suppose G is simp/y connected. Then L(G) = L, and in particular, o E L(G). 

If). E :Dp, the character of the irreducible representation of G with highest 

weight ). is given by 

(4.14.5) 
L: c(s)c;,(!.HI(b) 

tr nib) =sEm fl.(b) (b E B'), 

where 

(4.14.6) 
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Proof In view of the work of §4.11 we may as sume that G is a real form 
of a complex analytic simply connected semisimple Lie group. If A. E :.Op, the 
representation 11:A of Bc with highest weight A. lifts to a complex analytic rep­
resentation of Gc. By restricting it to G we obtain an irreducible representa­
tion of G having A. as its highest weight. Theorem 4.11.3 already implies that 
L(G) = L .. In particular, J E L(G), and (4.14.5) follows from (4.14.4) since, 
in this case, 

(cf. (4.13.20)). This. proves the theorem. 

It remains to compute the dimension of the representation 11:A with highest 
weight A.. We need a lemma . 

. Lemma 4.14.5. There is a constant k *O with the following property. Jf 
v is any linear function on Ve, 

(4.14.7) 
~~ E(s)(sv)m { O if O< m < d 

m! = k· II <v,IX)·n if m = d, 
a.EP 

where dis the number of elements in P and 

(4.14.8) n=II« 
a.EP 

Proof We caii a polynomial q on bc skew if q• = c(s)q for ali sE lu. It is 
easily seen that 1t is skew and that if q is any skew polynomial on ve, q can be 
written as nq', where q' is a IU-invariant polynomial. In particular, if q is 
homogeneous and skew, we have q =O when deg(q) < deg(n) = d, and 
q = cn for a constant c when deg(q) = deg(n) = d. For any v E o~, the left 
side of ( 4.14. 7) is a homogeneous skew polynomial of degree m. So it must 
be O when m < d and equal to k(v)n when m = d, k(v) being a constant. We 
now evaluate k(v). We have 

(4.14.9) :E E(s)(sv)d = k(v)d!n. 
sE111 

Consider now the element ro of the symmetric algebra S(be) given by 

(4.14.10) lD = II H,.. 
a.EP 

a(ro) is a differential operator, and we may apply it to both sides of (4.14.9). 
Since 1t is homogeneous of degree d and ro is of degree d, a(m)(n) is a con­
stant, say c. On the other hand, it is clear from the definition of ro that 

(4.14.11) ro• = E(s)ro (s E IU). 
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Consequently, for any s E tu, 

E(s)a(m)((sv)d) = a(m')((sv)d) 

= (a(m)(v"))'. 

Chap.4 

But v" being homogeneous of degree d, a(m)v" is a constant. So, for s E tu 

E(s)a(m)((sv)d) = a(m)(vd) 

= II acH~)(v") 
~EP 

= d! II <v,o:), 
~EP 

as may be seen by applying the differential operators a(H~) in succession. 
Hence we get 

(4.14.12) [tu] II <v,o:) = k(v)c. 
~EP 

Obviously, there are v E 6~ for which II~EP <v,o:) =1= O. If we take v to be 
such an element in ( 4.14.12), we may conci ude that c =1= O. Moreover, writing 
k' = c- 1[tu], we have 

k(v) = k' II <v,o:). 
~EP 

(4.14.9) now implies (4.14.7) provided we put k = k' ·d!. 

Theorem 4.14.6. Let notation be as in Theorem 4.14.3. Then for A. E 

L(G) n 5)p, the dimension ofthe corresponding representation 1l;. ofG is given by 

(4.14.13) dim(n;.) = II <A. + J,o:) · 
~EP <J,a.) 

Proof Let 'llib) = tr 1l;.(b), b E B. Then dim(n;.) = ljl;.{l). But the for­
mula (4.14.4) becomes indeterminate if we substitute b = l. So we have to 
calculate its limit when b---> l. Obviously, dim(n;.) =Iim lj/;.(exp H). Hence, 

H-0 

since e6 <H> ___, l for H---> O (H E 6), we have 

Since (e~<n> - 1)/o:(H) ___, 1 as H ___, O, we get 

(4.14.14) 
L; E(s)e•<'-+ 6 HH> 

dim(n;.) = Iim sEIU • 

n-o 1t(H) 
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Expanding the exponentials and using Lemma 4.14.5, we have 

L; f(s)e'<Ho)(H) = rt(H)[k• II (A.+ 0,(1") + L; gm(H)} 
sEitl a.EP m:2:1 

where k is a constant independent of A. and H, while gm is a homogeneous 
polynomial on oc of degree m. It follows from this and (4.14.14) that 

When A. = O, nl is the trivial representation, and dim(nJ = 1 in this case. 
This shows that k = II«eP (0,(1")- 1 • So 

dim(nJ = II O + O,(:t) · 
«EP (0,(1") 

This proves the theorem. 

4.15. Appendix. Finite Reftection Groups 

This appendix is devoted to a discussion of some aspects of the theory of 
finite linear groups generated by reflections. Some of these results have al­
ready been encountered by us when the group in question is the Weyl group 
of a semisimple Lie algebra over C. Our treatment is essentially the same as 
that of Steinberg [l]. See also Bourbaki [4]. 

1. Finite reftection groups. Let V be a finite-dimensional vector space of 
dimension 1 over a field k of characteristic O. By a rejlection in V we mean an 
element s E: GL(V) such that s2 = 1 and the subspace H = {A.: A. E: V, sA.= 
A.} is of dimension 1- 1. A finite reflection group (frg) is a finite subgroup of 
GL(V) that is generated by the reflections it contains. If k = R and tu is a 
finite subgroup of GL(V), it is a classical result that one can choose a positive 
definite scalar product for V which is invariant under tu. Thus in this case 
there is no loss of generality in working with finite subgroups of the orthog­
onal group. 

2. Root systems and the associated frg. Let V be a real Hilbert space of 
finite dimension /. We denote by ( ·, ·) and 1 • 1 the scalar product and norm in 
V. Given any (1., E: V, (1., =1= O, we denote by s« the reflection in the hyperplane 

· L« orthogonal to (:t; thus s« is the element of the orthogonal group O( V) of 
V defined by 

(4.15.1) s A. = A. - 2(A.,(:t) (1., (A. E: V). 
« ((:t,(J,) 
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Note that s«rx = -rx, and s«A. = A.(A. E L«), and that se« = s«(c =1= 0). Also, if 
t E O(V), 

(4.15.2) 

Let Â be a finite subset of V""' {0}. Â is calied a root system (rs) if 

(4.15.3) 1 
(i) Â = -Â 

(ii) (X E Â, k E R, krx E Â > k = ± l 
(iii) s«Â = Â for ali rx E Â. 

The elements of Â will be calied roots. We denote by l1J = ltl(Â) the subgroup 
of O( V) generated by the s« (rx E Â). If s E tu, it is obvious that sÂ = Â and 
that s fixes every element of V that is orthogonal to Â. This shows that the 
map which assigns to each s E l1J the permutation rx ~ srx of Â is a faithful 
homomorphism of l1J into the group of aU permutations of Â. tu is thus a 
finite reflection subgroup of O( V); it is said to be associated to Â. Â is said to 
be connected if it is impossible to write V as the orthogonal direct sum V1 ffi 
V2 such that Â = (Â n V1) u (Â n V2); note that R·Â = V in this case. 
The set of roots of a complex semisimple Lie algebra (with respect to aCSA) 
is clearly a root system, and the associated frg is the Weyl group. This cir­
cumstance is the motivation behind our terminology. 

3. Positive and simple systems of roots. Chambers. Let Â, tu be as above. 
P ~ Â wiU be caUed a posi•ive system (of roots) if P is the set of ali roots that 
are positive in some ordering of the vector space V (cf. §4.3). S ~ Â wiU be 
called a simple system (of roots) if 

( 4.15.4) 1 (i) The elements of S are linearly independent. 
(ii) If rx E Â, then p = 2:«ESc«rx, wherein either aU the c« 

are >O or ali of them are <O (thus 15 [S] = dim(R · Â)). 

V' is the set of ali A. E V such that (A.,rx) =1= O for any rx E Â; elements of V' 
are caUed regu/ar. It is clear that V' is a dense open subset of V. A chamber is 
a connected component of V'. For any chamber C let P(C) be the set of ali 
roots rx such that (A.,rx) >O for ali A. E C. Then P(C) is a positive system 16, 
and C = {A.: A. E V, (A.,rx) >O for ali rx E P(C)}; in fact if C' is the set in 
{ · · · }, C' is open, convex and ~ V', and so is connected and contained in a 
chamber which has tobe C. It is clear from our definition that tu acts natural­
ly on the positive systems, simple systems, and chambers. 

15For any set A, [A) is its cardinality. 
16Let p.1, ... ,At) be a basis of V with A1 E C. lf we define, for p, v E V and A = 

p- v, p > v whenever the first nonzero member of the sequence (A,AJ), ..• ,(AJAt) is posi­
tive, then one obtains an ordering for V, and P(C) is the set of roots > O in this ordering. 
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Lemma 4.15.1. Any simple system is contained in a unique positive system. 
Any positive system contains a unique simple system. Let S be any simple 
system and P, the positive system containing it. Then (a,p) < O for distinct 
elements IX, p of S; ify E P, there is IX E S such that (y,a) >O. 

Proof Let S be a simple system, P a positive system containing S and Q 
the set of ali roots which are nonnegative linear combinations of elements of 
S. Then Q c:; P, .1. = Q u (- Q). So since P u ( -P) = .1. and P n ( -P) = 
0, we must have Q = P. 

Suppose P is an arbitrary positive system. For any Q c:; P let (Q) be the 
set of ali elements of P which are nonnegative linear combinations of ele­
ments of Q. Let Q be the collection of ali Q c:; P such that (Q) = P. Clearly 
Q is nonempty; for example, P E Q. Let S be an element ofQ such that [S] is 
minimum. We claim that IX E S if and only if IX rţ (P\{a}). Suppose IX E P. 
Then IX E (S). lf IX rţ S, then S c:; P\ {a}, so IX E (P\ {a}). Conversely, 
suppose IX E S but IX E (P\{1X}) also. Let S = {1X1 = IX,IX2, ••• ,<X1}. We .can 
write IX= c 1P1 + · · · + c,p" where c1 >O, P1 E P""- {a}(l < i < r). Let ft1 = 
',E t:>J::I miitX1, d1 = Lts;ls;r m0 c1 (l < j < /), the miJ being aii >0. We then 
ha ve d1 > O for ali j and 

(l - d1)1X1 = d21X2 + · .. + diiXI· 

Since d2, ... ,d1 are ali> O and the a/sare ali >0, we must ha ve O < d 1 < 1. 
If d1 < l, IX 1 E ({1X 2 , ••• ,a1}), so P = (S""-{a}), which contradicts the mini­
mality of [S]. So d 1 = l and d21X2 + · · · + d11X1 =O. But then d2 = · · · = 
d1 =O, giving us miJ =O l < i < r, 2 <j < 1. So p, =mi! IX (1 < i < r), 
which implies P1 = IX, a contradiction. This proves that IX fţ. (P""- {a}). 

Using this characterization of S, we shall prove that Sis the unique simple 
system c:; P. Let IX, p E S, IX =;&. p. We claim that (a,p) < O. If (a,p) > O, 
then "/ = s._p = p- CIX E .1., where c > 0. lf p- CIX E P, p = (ft- ca) 
+ CIX, SO ft E (P""- {ft}); if CIX- ft E P, IX= c- 1 p + c- 1(c1X- ft), SO IX E 

(P ""-{a}); both of these contradict properties of S. By Lemma 4.3.17, the ele­
ments of S are linearly independent. So S is a simple system. Suppose 
S' c:; P is another simple system. Since IX E P""- S' ~IX E (P""- {a}), we have 
S c:; S'. Since elements in S' ""-Sare linear combinations of elements of S, 
we must ha ve S = S'. 

Suppose, finally, that y E P. Let y = ',E .. Es c,.IX, where c .. > O for ali a. 
Since O < (y;y) = ',E .. ES c,. (y,a), (y,a) must be >0 for at least one IX E S. 
This proves everything. 

As in the theory of the Weyl group, the fundamentallemma is the foliow­
ing. 

Lemma 4.15.2. Let S be a simple system, P the positive system containing 
S. Then for IX E S; 
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(4.15.5) 

Proof If p E P ""-(a}, then j ~ -::f::. OG inS and c >O such that p = c~ + 
L:6,.,rEs CrY· Now s.P is of the form P - aa for some constant a. So OG -::f::. s.p 
= c~ + L:6*rEs c~. Since the coefficient of~ in the above expression is >0 
and since s.P is a root, ali the coefficents are >O and s.p E P. Thus s.P E 

P ""-(a}. 

Theorem 4.15.3. The correspondence C ~--> P(C) is a bijection of the set 
of al/ chambers onto the set of al/ posith•e systems. The group tu is transitive on 
the sets of positive systems, simple systems, and chambers. 

Proof Let P be a positive system, S the simple system contained in P. 
For any positive system Q, Jet r(Q) = [(- Q) n P]. We prove by induction on 
r(Q) that Q is conjugate to P under tu. If r(Q) =O, Q = P. Let r(Q) > 1. 
Then Q contains -OG for some OG E S. Let Q' = s. · Q, P' = s,.·P. Then 
r(Q') = [(-s,.·Q) n P] = [-Q n P']. But [-Q n P'] = r(Q)- 1 by the 
above lemma. So r(Q') < r(Q), and hence there is s' E tu such that Q' = 
s' · P. This gives Q = s.s' · P. Sin ce we ha ve already seen that the correspon­
dence C ~--> P(C) is one-to-one, the remaining assertions of the theorem are 
immediate. 

Theorem 4.15.4. Let S bea simple system ofroots. Then tu is generated by 
the s,. (OG E S), and A= lu·S. 

Proof Let P be the positive system containing S. For p E P we define 
the order O(p) of p by 

( 4.15.6) 

Let lUa be the subgroup of tu generated by the s,.(OG E S). 
Let p E P, and Jet y E (lua· p) n P be chosen such that O(y) = min 

[O(P'): P' E (luaP) n P}. We claim that y E S. Suppose this is not true. 
By Lemma 4.1 5.1 we can select OG E S such that (y,OG) > O. Let P' = s.y. 
C1early, P' = y- ca, where c >O. Since y -::;t:. a, P' E P by (4.15.5), so we 
can conclude from the equation P' + ca= y that O(P') + c = O(y), or 
O(P') < O(y). Since P' E (lua· P> n P, we ha ve a contradiction. 

The above argument shows that for any p E P, tl.la · p meets S. So P s;: 
IUa·S. Since s,.OG = -OG, -S s;: IUa·S, so -P s;: tl.la·S too. Hence tl.la·S =A. 

It remains to prove that tu = lUa. It is enough to prove that s,. E tl.la for 
OG E P. Let OG E P. Then there is p E S and t E lua such that OG = tp. But 
this means (cf. (4.15.2)) that s. = tspt- 1 E lUa. 
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It may be of interest to note that the following result has been obtained 
in the course of the above proof. 

Corollary 4.15.5. Let S, P be as above. Then for p E P, O(p) > 1. 
O(p) = 1 if and only if P E S. 

4. The function N. Let .!\, tu be as before. Choose an ordering (<)for V 
and 1et P be the set of positive roots in this ordering. Let S be the simple 
system in P. We put 15 

(4.15.7) P(t) = P n ţ-Ie -P) N(t) = [P(t)] (t E tu). 

Thus N(t) is the number of roots rx > O for which trx < O. Given t E tu, we 
can write t =sa, · · · sam (rx,. E S); this expression of t is said tobe minimal 
if m has the smallest possible value among ali such representations of t as a 
product of reftections corresponding to the simple roots. 

Lemma 4.15.6. Let rx E S, t E tu. Then N(t) = N{t- 1) and 

(4.15.8) 
N(tsa) = N(t) ± 1 according as trx ~ O 

N(sat) = N(t) ± 1 according as r 1rx ~O. 

Proof N(t) = [ -P(t)] = [ -t ·P(t)] = N(t- 1), proving the first assertion. 
We now take up (4.15.8). By (4.15.5) it is easi1y seen that 

(4.15.9) 
P(tsa) = P(t) U [rx} if trx > O 

P(tsa) = P(t)""' [rx} if trx <O. 

These re1ations imp1y the first identity in ( 4.15.8). The second follows from 
the first on rep1acing t by t- 1 and observ ing that N(t) = N(t- 1) and N(sat) = 
N(t- 1 s~). 

Corollary 4.15.7. N(tt')- N(t) + N(t') (mod 2)for t, t' E tu. In particu-
lar, if t = Sa, · · · Sam (rx,. E S), N(t) m (mod 2). 

Proof From ( 4.15.8) we find N(ts~) = N(t) + N(sa)(mod 2), for t E tu, 
rx E S. This 1eads quick1y to the first assertion. The second follows trivially 
from the first. 

Lemma 4.15.8. N(tt') < N(t) + N(t') for t, t' E ltJ. In particular, if 
t = Sa, ... Sam (rx,. E S), N(t) < m. 

Proof It is easi1y seen that for t, t' E tu 
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(4.15.10) P(tt') = {((P""-P(t'))) n t'- 1(P(t))} u {P(t)' n t'- 1(-(P""-P(t)))}, 

from which we get N(tt') < N(t) + N(t'). The second assertion follows triv­
ially from the first. 

The crucial result concerning N is the following lemma. 

Lemma 4.15.9. Let t = s 1 • • • s., s,. = s,., where rx,. E S (l < i < n). Then 
the fol/owing assertions are equivalent: 

(i) N(t) < n. 
(ii) for some j (l <j < n- 1), s 1s2 • • • s1rx1+1 <O. 

(iii) for some i,j(l < i <j < n- 1), rx,. = s,.+ 1 • • • s1rx1+1. 
(iv) S;+ 1S;+Z · · · s1+1 = s,.s,.+ 1 · · · s1 for some i,j(l < i <j < n- 1). 
(v) t=s1 ··· s,. ··· s1+ 1 ••• s.for some i,j(1 <i<j<n -1) (the 

.- over sk means sk is omitted). 

Proof If (iii) is true for some i, j, then we get from ( 4.15.2) the relation 
s,. = S;+ 1 • • • s1s1+ 1 (s;+ 1 • • • s1)- 1, leading to (iv) (for the same i, j). If (iv) is 
assumed, (v) follows (for the same i, j) on replacing si+ 1s,.+Z · · · s J+ 1 by 
s,.s,.+ 1 · · · s1 in the formulat= s 1 • • • s •. (v) implies (i) trivially. 

· It therefore remains to prove the implications (i) => (ii) and (ii) => (iii). 
Assume now that N(t) < n. By (4.15.8), if 1 < k < n- 1, we have 
N(s 1 · · · sk+l) = N(s 1 · · · sk) + 1 provided s 1 • • • skrxk+l >O. So we cannot 
have s 1 • • • skrxk+l >O for ali such k, since it would mean N(t) = n. Thus for 
somej, 1 <j < n- 1, s 1 • • • s1rx1+1 <O, proving (ii). Suppose (ii) is true for 
somej, 1 <j < n- 1; then for somei with 1 < i <j, s,.+ 1s,.+ 2 • • • s1rx1+1 >O 
and s,.si+ 1 • • • s1rx1+ 1 <O. Sin ce rx,. E S, (4.15.5) implies that s,.+ 1 • • • s1rx1+ 1 = rx,.. 
This gives (iii). 

Theorem 4.15.10. Fort E lu, N(t) is the number ofterms in any minimal 
expression of t as a produc! of rej/ections corresponding to simple roots. Jf 
t = s,., · · · s •• is such a minimal expression, s,., · · · s.,_, rx1 (l < j < n) are 
precisely the n positive roots which are mapped into negative ones by t- 1 • 

Proof Let t = s 1 • • • s. (s,. = s,.,, rx,. E S) bea minimal expression of t. 
By Lemma 4.15.8, N(t) < n. If N(t) < n, (v) of Lemma 4.15.9 would con­
tradict the minimality of the expression for t. So N(t) = n. To prove the 
second assertion, note first that since N(t) = n, (ii) of the preceding lemma 
implies that s 1 • • • s1_ 1rx,1 = p1 (1 <j < n) are ali> O. It is therefore suffici­
ent to prove that p 1 , ••• ,p. are ali distinct and that t- 1 p 1 < O for 1 < j < n. 
Suppose 1 < i <j < n- 1 and p,. = P1+1. Then rx,. = s,.s,.+ 1 · · · s1rx1+1• 01 

-rx,. = s,.+ 1 • • • s 1rx1+ 1 • Sin ce s _,., = s,., we get (iv) of Lemma 4.15.9 on taking 
(4.15.2) into account. Thus N(t) < n, a contradiction. Since N(t- 1) = n and 
t- 1 = s. · · · s~o (ii) ofthe preceding 1emma implies that r 1p1 = -s.s._ 1 · · · 
s1+ 1rx1 <O for 1 <j < n. This proves the theorem. 
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Corollary 4.15.11. There exists s0 E tu such that s0 ·P = -P. /f s0 = s 1 

· · · sn (s1 = s,.,, t%1 E P) is a minimal expression for s0 , then n = [P] and 
s 1 • • • s1_ 1tt1 (l < i < n) are precise/y al/ the positive roots. 

Proof Existence of s0 follows from Theorem 4.15.3, since - P is also a 
positive system. Clearly, N(s0 ) = n and P(s0 1) = P, so the second statement 
follows from the above theorem. 

Theorem 4.15.12. tu acts simply transitively on the set of positive systems 
(resp. simple systems, chambers). 

Proof It is enough to consider the action of tu on the positive systems. 
We must therefore prove that if t E tu and t • P = P, then t = l. If t =1= 1, 
then the minimal expression for t contains at least one term, so N(t) > 1 by 
Theorem 4.15.10. This is a contradiction, since N(t) = [P n r 1(-P)] =O. 

Remark. The element s0 E tu of Corollary 4.15.ll is thus uniquely 
determined, and s~ = 1. 

5. Fundamental domain. Stabilizers. Let L\, tu, S, P be as before. Letl 6 C 
be the chamber such that P = P(C). Then 

(4.15.11) C = fA.: A. E V, (A.,tt) > 0 for ali IX E S}. 

lf A. E V and (A.,tt) > O for ali tX E S, then A. + EV E C for ali f > O and ali 
v E C. So (Cl denoting closure) 

(4.15.12) C/(C) = fA.: A. E V, (l,tt) > 0 for ali IX E S}. 

Theorem 4.15.13. Every element of Vis conjugate to exactly one element 
of C/(C) under tu. 

Proof Let A. E V. Choose a sequence tA.,;} from V' such that ln--> A. as 
n--> oo. Since there are only finitely many chambers, we may assume that ali 
the A.n belong to a fixed chamber C 1• Choose s E tu such that s · C 1 = C. Then 
ţl = limn sAn = sA. E C/(C). 

Suppose now that A., ţt E Cl(C) and that for some t E tu, tA.= ţt. We 
prove by induction on N(t) that A. = ţt. If N(t) = O, t = 1 and there is noth­
ing to prove. Let N(t) > 1. Then t • P =1= P, so we can tind an tt E S such that 
ttt < O. Since O < (A.,tt) = (ţt,ttt) < O, (A.,tt) = O, so s,.A. = A.. Write t' = ts,.. 
Then t'A. = ţt and N(t') = N(t) - 1 by (4.15.8); so the induction hypothesis 
is now applicable and proves that A. = ţt. 

The above theorem shows that C/(C) is a fundamental domain for the 
action of tu. 
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Corollary 4.15.14. lf Â. E Cl(C), Â. - sÂ. is a linear combination of ele­
ments of S with coefficients which are al! > O. 

Proof Given p, v E V, we write p ;:::: v (v :S p) if J1 - v = L:,Es c,y, 
where the c, are ali > O. :S is a partial order in V. Let v E tu· Â.. Among the 
elements of tu· Â. which are ;:::: v select one, say p, which is maxima! with 
respect to the partial ordering defined above. If (p,rx) < O for some rx E S, 
J1 -=F s«p and v :S J1 :S s«ţt, contradicting the maximality of ţt. Thus ţt E 

Cl(C). By the above theorem, Â. = ţt ;:::: v. 

For any Â. E ve let 

(4.15.13) \ll(Â.) = ft: t E tu, lA = A}. 

More generally, if 4> is any subset of V"' 

(4.15.14) tu(4>) = n tu(A.) 
lE<%> 

Lemma 4.15.15. Let Â. E V. Then tu(A.) is the subgroup of tu generated by 
those s« (rx E P) for which (Â,rx) = O. In particular, tu(A.) is trivial if and only 
if Â. E V'. 

Proof Select /0 E tu such that ţt = t0 Â. E Cl(C). Then tu(ţt) = t0tu(Â.)t0 1, 

and it is clearly sufficient to prove the lemma with ţt instead of A.. Let ffl(ţt) 
be the subgroup of tu generated by those s« (rx E P) for which (ţt,rx) = O. 
Clearly, ffl(ţt) s; tu(ţt), so we need to prove the inclusion tu(ţt) s; ffl(ţt). Let 
t E tu(ţt). We shall prove that t E ffl(ţt) by induction on N(t). If N(t) = O, 
t = 1. Let N(t) > 1. Then t·P -=F P, and hence we can find rx E S such that 
trx < O. Since O < (ţt,rx) = (ţt,trx) <O, (ţt,rx) = O. Write t' = ts«. Then 
t' E tu(ţt), and N(t') = N(t) - 1 < N(t) by ( 4.15.8). Consequently, t' E ffl(ţt) 

by the induction hypothesis. Since s« E ffl(ţt) and t = t's«, we have t E ffl(ţt). 

Corollary 4.15.16. The s« (rx E P) are the only reflections in tu. 

Proof Suppose t E tu is a reflection which is not any one of the s«. Let 
L be the hyperplane of points fixed by t. Then no root rx is orthogonal toL. 
So we can find Â. E L such that (A.,rx) -=F O for any rx E â. By the above 
lemma, tu(Â.) is trivial. This is a contradiction, since t E tu(A.). 

Remark. If â(A.) is the set of ali rx E â orthogonal to A., it is clear that 
â(A.) is a root system and that tu(A.) is its associatedfrg. 

For the next theorem, Ve is the complexification of V (V s; Ve). We 
extend ( ·, ·) to a Hermitian scalar product for Ve and identify GL( V) with its 
natural image in GL(Ve). 
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Theorem 4.15.17. Let <1> be any subset of Ve. Then ttJ(<I>) is generated by 
those s, (a E P)for which a is orthogonal to <1>. Ij<l> c::; C/(C), ttJ(<I>) is genera­
led by those s, (a E S) for which a is orthogonal to <1>. 

Proof We may re place el» by the set consisting of the real and imaginary 
parts 17 of its members without changing \tl(<l>). We may therefore assume 
<1> c::; V. Since we may replace <1> by any basis of the R-linear subspace of V 
spanned by <1>, we may also assume that <1> is finite. We use induction on 
[<1>]. If [<1>] = 1, Lemma 4.15.15 gives the required result. Suppose [<1>] > 1, 
A. E <1>, and \}'=el»~ fA.}. Clearly, ttJ(<I>) is the stabilizer of\}' in \tl(A.). But \tl(A.) 
is the frg of the root system il( A.) and ["'l'] = [<1>] - 1, so by the induction 
hypothesis, this stabilizer is the group generated by those s, (a E Ll(A.)) for 
which a is orthogonal to "'l'. However, these are precisely the s, (a E P) for 
which a is orthogonal to <1>. Note that tu(<l>) is the frg associated with Ll(<l>) = 
the set of alia E Ll which are orthogonal to <1>, which is a root system. 

Suppose <1> c::; C/(C). If p E P and p = LaEs c,a, then the nonnegativity 
of the c, implies that p is orthogonal to <1> if and only if c, = O for every 
a E S which is not orthogonal to <1>. So S n Ll(<l>) is a simple system for 
Ll(<l>). This shows that ttJ(<I>) is generated by those s, (a E S) for which a is 
orthogonal to <1>. 

Corollary 4.15.18. Let A. E Ve. In order that the orbit ID·A have [\tl] ele­
ments it is necessary and sufficient that ILEP (A.,a) -:f:- O. 

For a, p E S, we detine n(a,p) to be l if a = p, and to be the order of 
s,sp in ltJ if a -:f:- p. It can then be proved that ttJ is defined by the generators 
s, (a E S) subject to the relations (s,sp)•la,Pl = l (a, p E S). 

6. Integral root systems (irs). A root system il c::; Vis said to be integral 
if 2(a,P)/(a,a) is an integer for each a, p E S. The root systems of complex 
semisimple Lie algebras are clearly integral. lf we add the (normalizing) 
requirement that R·Ll = V, these are the only integral root systems. In fact, 
Jet tu be an integral root system such that R · Ll = V. Let S = [a 1, ••• ,aJ 
(! = dim V) be a simple system. Detine A to be the 1 x 1 matrix (a1) 1 ~~.j~t 
whose ijth entry is 2(a1,aj)/(a1,aJ Note that if i -:f:- j, a,i < O by Lemma 4.15.1 
and that a 1j =O< >aii= O. It is then immediate that A is a Cartan matrix. 
By the results of §4.8 we then ha ve a semisimple Lie algebra g over C, a CSA 

17 Any v E: Ve can be written uniquely as ţt + i ţt', where i 2 = -1, ţt, ţt' E: V. ţt 
(resp. ţt') is called the real part (resp. imaginary part) of v. lf s E: lu (resp. cx E: V), sv = v 
(resp. (cx,v) =O) if and only if s ţt = ţt, sţt' = ţt' (resp. (cx,ţt) = (cx,ţt') = 0). 
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'f), and a simple system fii~> ... ,li1} of roots of (g,'f)) whose associated Cartan 
matrix is precisely A. Let ! be the set of roots of (g,t)), to the Weyl group of 
(g,'f)), and V = L: 1 ": 1 ,;;~ R ·li1• It is then easy to see that the correspondence 
li, ~ rx, (1 < i < /) extends to a linear isomorphism C of V onto V that maps 
! onto A and ffl onto to. It is also easy to show that A is connected ·-"• g is 
simple, and that in this case there is a constant c > O such that c • C is an 
isometry. 18 The connected integral root systems A with R ·A = V are there­
fore precisely the root systems of the simple Lie algebras over C (up to iso­
morphism). We leave the proofs of these statements to the reader. 

It follows from these remarks that if A is an integral root system, P a 
positive system, and S the simple system in P, the elements of P are nonega­
tive integral linear combinations of the members of S. Further, if A. E V and 
2(A.,rx)j(rx,rx) is an integer > O for each rx E S, then A. - sA. is a nonnegative 
integral linear combination of members of S. Both these assertions can also 
be proved directly. We Jeave the proofs to the reader. 

7. Extended integral roots systems. By an extended integral root system 
we mean a subset A of V"' fO} such that 

(4.15.15) l (i) A= -A 
(ii) rx, p E A =? 2(rx,p)j(rx,rx) E Z 

(iii) If rx _: A and s" is the corresponding reflection, then 
s"A-A. 

Note that we do not require A to satisfy (ii) of ( 4.15.3) (hence the qualification 
"extended"). A is said to be normalized if R ·A = V. Extended integral root 
systems occur in the theory of symmetric spaces and the Iwasawa decomposi­
tion of real semisimple Lie algebras. The elements of A will be called roots. 
to = to(A) is the subgroup of O( V) generated by the s" (rx E A). It is clearly 
finite. A is said to be connected if it is impossible to write V as a nontrivial 
orthogonal direct sum V1 E8 V2 such that A = (A Il V1) U (A Il V2 ). Con­
nected systems are obviously normalized. Any irs is an extended irs, but not 
necessarily conversely (as will be seen later on). 

Let A be an extended irs. Suppose rx, p E A and p = crx (c E R). Then 
(ii) of ( 4.15.15) implies that 2c and 2c- 1 are both integers. Thus c = ±·h 
± 1, ±2. ~rx and 2rx cannot both be in A, since 2rx = 4(~rx). So R·rx n A is 
one of the three sets {±rx}, {±rx,±2rx}, (±!rx,±rx}. rx E A is said to be a 
short root if !rx fţ. A. 

Let A, be the set of short roots. A, = -A .. and if rx E A, s"A' = A,. It 
follows from these observations that A, is an integral root system and that 
to = to(A,). This device permits one to reduce the proofs of many results 
concerning A to the proofs of similar results concerning root systems. In 

lBThe scalar product in Vis, of course, the o ne coming from the Cartan-Killing form. 
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particular, since tu is the frg associated with â., the entire theory described 
earlier is applicable to lu. 

We now consider positive and simple systems. With applications in mind, 
we define them in a somewhat different way this time. A subset P c;: â is said 
to be a positive system if 

(4.15.16) 
Pn(-P)= 0, P U (-P) = â, 

OG, ft E P, OG + ft E â ==> ix + ft E P. 

A subset S c;: â is called a simple system if 

(4.15.17) (ii) if pE â, then p = L«ES c«oc, where the c« are integers 1 (i) the elements of S are linearly independent 

which are either aii > O or aii < O. 

lf â is actually a root system, these definitions are equivalent to our earlier 
ones. To see this we may assume â to be normalized; â is then the root sys­
tein of a semisimple Lie algebra over C, and our observation is a consequence 
of the work in §4.3 (cf. Theorem 4.3.18). In the general case of an arbitrary 
extended irs â and a positive system P, we have 

(4.15.18) ft E P, c > 0, efi E â ==> efi E P. 

This is clear if c = 2; if c = ~ and J.P tf=. P, then - p = ( -!P) + ( -!P) E 

P, which is impossible. 
The set of aii roots which are > O in some ordering of the vector space V 

is a positive system. For more intrinsic constructions of positive systems we 
proceed as follows. Let V' be the set of aii A E V such that (A,OG) ::F- O for each 
OG E â. If C is any connected component of V' and P(C) is the set of aii 
oc E â such that (A,OG) > O for ali A E C, then P(C) is a positive system. As 
before, C will be called a chamber. Note that the chambers do not change if 
we pass from â to â,. 

Suppose Q is an arbitrary positive system of â,. Let C be the correspond­
ing chamber so that A. E C • • (A,OG) > O for aii oc E Q. It is then immediate 
that P(C) = Q u (2Q n â) and Q = P(C) n â,. Moreover, if S is the 
simple system in Q, the above expression for P(C) shows that Sis a simple 
system for â. Sis also the only simple system of â contained in P(C). For if 
S' is any simple system c;: P( C), it follows from (ii) of ( 4.15.17) that S' c;: â" 
i.e., S' c;: Q; thus S' = S. 

Conversely, Jet P be any positive system of â. Then P, = P n â, satisfies 
(4.15.16), with â, instead of â. It is thus a positive system of â., and P = P, 
U (2P, n â). P is thus obtained in the manner described in the preceding 
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paragraph. In particular, the simple system of P, is the unique simple system 
in P. It is clear from the theory of semisimple Lie algebras that the members 
of the system of Pare precisely those roots in P which cannot be written as 
the sum of two roots in P. 

It is not difficult to determine ali connected (hence normalized) extended 
irs. Let .:1 be one such. We may assume that .:1 ;:/:::. .:1,. Let S bea simple system 
for .:1, (and .:1). We write S = {a,, ... ,at} and assume that 2a, (r < s < /) 
are precisely ali the roots in 2S n .:1. Let A be the 1 x 1 matrix (aij) where 
aij = 2(a1,aJ/(a1,a;). Since .:1, is also connected, A is the Cartan matrix of a 
simple Lie algebra, whose Dynkin diagram we shall denote by :0. From (ii) 
of(4.15.15) and the relations 2a, E .:1 (r < s </),it is immediate that a,j is 
an even integer for r < s < 1, 1 < j < 1. This implies that if s and j are as 
above and if the vertices (in :D) corresponding to a, and aj are linked, then 
the link is double and (a"a,) = ~(aj,aj). A glance at the diagrams (4.5.6) 
shows that :D is then B1• Now we can (cf. §4.4) choose an orthonormal basis 
{A.,, ... ,A.J in V such that 

with a, = A. 1 - A. 2 , ••• ,a1_ 1 = A.1_, - A.1, a1 = A.1, ttJ being the group of 
permutations of the A.'s followed by arbitrary sign changes. It follows easily 
from these remarks that .:1 is the extended irs 19 BC1 defined by 

(4.15.19) BCI = {±(A.,. ± A.J, 1 < i < j < 1, ±A;, ±2A;, 1 < i < /}. 

We have thus obtained the following theorem. 

Theorem 4.15.19. Let .:1 be an extended irs, .:1, the irs of al/ short roots 
in .:1, and ttJ = ltl(â). Then the map Q ~ P(Q) = Q U (2Q n .:1) (resp. 
C ~ P(C)) is a bijection ofthe set of al/ positive systems of .:1, (resp. chambers) 
onto the set of al/ positive systems of .:1, and Q = P(Q) n A,. lf P is any posi­
tive system of .:1 and S is the set of roots in P which cannot be written as the 
sum of two roots in P, then S is a simple system of both P and P n .:1, and is 
the unique simple system s P. Final/y, if 1 = dim V, there is (up to isomor­
phism) exactly one connected extended irs which is nof a root system, and it is 

the system BC1• 

8. Representatations in polynomial rings. Invariants. Let V be a real Hil­
bert space of finite dimension 1, ve its complexification. <P is the algebra of 
aii complex-valued polynomial functions on Ve. For any integer d > O we 
denote by <P d the subspace of <P of homogeneous elements of degree d. 
Throughout this discussion we shall fix a finite subgroup ltJ of O( V). \tJ acts 

t9It is easy to check that BC1 is an extended integral root system. 
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naturally on 6> and leaves 6> d invariant. For p E 6> and s E 11J, p' is the 
transform of p by s: p'(l) = p(s- 1.A.) (A. E V). Let 

( 4.15.20) / = {p: p E 6>, p' = p \1 s E 11J}. 

1 is the direct sum of the Id = 1 n d>d (d > 0). J+ is defined as the linear 
span of the Id (d > 0). J+ is an ideal in /. Let 

(4.15.21) 

5' is an ideal in 6> contained in (p+ = :Ed>o 6> d· 
A vector space A over C (of finite or infinite dimension) is said to be 

gradedif there are finite-dimensional subspaces Ai (i = 0,1,2, ... ) which are 
linearly independent and span A; the Poincare Series P,it) of A is then defined 
as the formal power series :Er,,o dim(AJti in the indeterminate t. If B <;; A is a 
subspace, it is said to be graded by A if B = :Eie:o (B n Ai). When 6> is graded 
in the usual way, /becomes a graded subalgebra of@. The Poincare Series of 
6> is (l - tt'. More generally, let abea graded subalgebra of 6> (containing 
1), and let a= C[q 1 , ••• ,qm], where q~> ... ,qm are algebraically independent 
homogeneous elements of respective positive degrees v1, ••• ,vm (m < 1 neces­
sarily); it is then easily checked that the Poincare series of a is IL ,;i,;t 
(1-t")-1. 

Lemma 4.15.20. There are finite sets M of homogeneous elements of J+ 
such that 5' is the ideal generated by M. If L = {Pt> ... ,pm} is one such, 1 = 
C[pl> •. • ,pm]. 

Proof Let 9JC be the collection of ali finite sets of homogeneous ele­
ments in J+; for M E 9JC let 5' M be the ideal in 6> generated by M. By the 
Hilbert basis theorem there is a finite set N <;; 5' such that 5' = :E.EN d>n. 
Since 5' = :EME9JI5' M• we can find M~> ... ,Mk E 9JC such that N <;; Z: 151,;k 5' M,· 

If L = Ut,;i,;k M,, 5' = n=L. 
Fix such an L = [P~> ... ,pm}· Let /' = C[p 1, ••• ,pm]. We prove by 

induction on d that Id <;; /' for ali d > O. We may assume d > 1. Let p E ld. 
Then p E 5', so there are q, E 6> such that p = q 1p 1 + · · · + qmPm· We 
may assume that the q1 are homogeneous and that deg(q,) + deg(p1) = d 
if q, -=F- O. Averaging over 11J, we find p = ij 1p 1 + · · · + ijmPm• where iji = 
[11J]- 1 :E,E." qf. By the induction hypothesis, iji E /' for ali i. So p E /'. 

For any p E 6> let 

(4.15.22) p = [11J)-1 :E p'. 
sEIU 

It seems reasonable to expect that the p 1 will be algebraically independent 
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if L above is a minimal ideal hasis. This is actually true if ltl is a frg. The key 
step in the argument is the following lemma. 

Lemma 4.15.21. Let ltl be a frg. Let PI> . •. ,pm E 1 he such that p 1 f/:. 
I;2 s;1s;m lpr If q1 , ••• ,qm are homogeneous e/ements of<P with 

(4.15.23) 

then q1 E 5'. 

Prooj. We argue by induction on deg(q 1). From (4.15.23) we get q1p 1 + 
· · · + qmPm = O. If q 1 is constant, this constant is O; for otherwise p 1 = 
-q! 1 I;2s;1s;m q1p1, a contradiction. Suppose deg(q 1) > 1. let s E ltl be a 
reftection andfa linear function whose zeros are precisely the fixed points of 
s. From (4.15.23) we have I; 1s;1s;m(q1 - qt)p1 =O. But there are homogeneous 
r1 E <P such that q1 - q[ = rJ(t < i < m). So I; 1 :s;~,;;m r1p1 =O. By the 
induction hypothesis, r 1 E 5'. In other words, q 1 = q~ (mod 5'). Since s was 
arbitrary and ltl is a frg, q1 = q~ (mod 5') for each s E ltl. This implies that 
q1 = q1 (mod 5'). As deg(q 1) = deg(q 1) > O, q1 E 5'. Thus q 1 E 5'. 

Lemma 4.15.22. Let ltl be afrg. Let p 1, ••• ,pm E J+ be such that (i) the 
p1 are homogeneous and 5' = I; 1s;1s;m 5' p1, and (ii) p1 f/:. I;1,.t lp1 (1 < i < m). 
Then the p1 are algebraically independent. 

Prooj. Let d1 = deg(p1). If the p1 are not algebraically independent we 
can select a nonzero H E C[T1, ••• ,Tm] (T, are indeterminates) of minimal 
degree such that H(p 1, • •• ,pm) = O. We may assume that there is an integer 
h > O such that H contains only those monomials Tt• · · · T':,.· for which 

(4.15.24) 

Let H1 = aH(T1, •• • ,Tm)Ja~ and q1 = H1(p 1, • •• ,pm)(I < i < m). Clearly, 
q1 E /, q1 = O - H 1 = O, and there are i for which q1 * O. We may there­
fore renumber the indices to assume that for some integers s, n with 1 < s < 
n < m the following are true: q1 * O if only if j < n, ali these q1 belong to 
I; 1s;1s;, /qt> and for 1 < i < s, q1 does not belong to the ideal in 1 generated 
by the remaining q1• Notice that in view of (4.15.24), q1 is homogeneous of 
degree h- d1 (1 <j < n). By our assumptions we can choose v11 E 1 such 
that 

(4.15.25) 

We may assume that the v11 are homogeneous and that if v11 *O, deg(v11) + 
deg(q1) = h- d,+J· 
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Let xk (1 < k < l) be linear coordinates on V. Differentiating the relation 
H(p~> . .. ,pm) = O with respect to xk, we find that 

So, using (4.15.25), we have 

The terms within the parentheses are homogeneous, so we may apply the 
preceding lemma. We thus conclude that 

Multiplying by xk and adding the resulting relations, we get 

So we can find g1, E (p+ (1 < i < s, l < r < m) such that 

(4.15.26) 

We now observe that the left side of this relation is homogeneous of 
degree d1• So we may assume that g" =O unless deg(p,) < d1• (4.15.26) 
then implies that for suitablef1 E <P,p1 = 2:,1.,J1 p1• Thus Pt = 2:,1.,J1 p1, 

contradicting the assumption concerning the p1• This completes the proof of 
the lemma. 

We can now prove the following theorem. It was first proved by Cheval­
ley [7]. Our proof is exactly his. 

Theorem 4.15.23. Let ltJ be a finite rejiection subgroup of O( V). Then 
there are l algebraically independent homogeneous elements p 1 , ••• ,p1 of posi­
tive degree such that 1 = C[p~> ... ,pt]. 

Proof By Lemma 4.15.21 and 4.15.22, we can find homogeneous p1 

(1 < i < m) which are algebraically independent and of positive degree such 
that 1 = C[p 1 ,. •• ,pml· It only remains to prove that m = l. Clearly, m < l. 
Let K = C(pl> ... ,pm) be the quotient field of 1 and Q the quotient field of <P. To 
prove that m = l it is enough20 to prove that Q is algebraic over K. This will 

2 °For then the transcendence degrees over C of (J and K will be the same. 
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be do ne if we can prove that each element of (f' is algebraic over K. Letf E (f', 

Let T be an indeterminate, and Jet II,E" (T- f')- T"' + g 1P- 1 + · · · + 
gw (w =[tu]). Clearly, g 1 , ••• ,gw are in/, andfsatisfies the equation 

so fis actually integral over !. 

Corollary 4.15.24. Let p1 be as above, d1 = deg(p1). Then the Poincare 
series of I is given by 

( 4.15.27) 

We now prove Theorem 4.15.26, which is the converse, due to Shephard 
and Todd [1], of Chevalley's theorem. We need a lemma. 

Lemma 4.15.25. Let tu be any finite subgroup of O( V). Then the Poincare 
series of I is given by 

( 4.15.28) Plt) = [ltl]- 1 ·:E (det(l - ts))- 1 • 
sEm 

Proof For any linear automorphism L of Ve and any integer d > O, Jet 
Dd> be the corresponding induced linear transformation of (f' d· Then 

( 4.15.29) (det(l - tL)t 1 = :E tr(Vd>)td. 
do.:. O 

This formula is immediate if L is diagonalizable; the general case follows 
from this, since the set of such Lis a dense open subset of GL(Vc). On the 
other hand, it is an easy consequence of the theory of characters of tu that 

( 4.15.30) [ltl]- 1 :E tr(s'd>) = dim(/4) (d = 0,1, ... ). 
sEIU 

These two relations lead at once to ( 4.15.28). 

Theorem 4.15.26. Let tu be a finite subgroup of O( V). Suppose there are 
algebraically independent homogeneous elements P~> . .. ,pm of positive degree 
such that I = C[p 1, ••• ,pm]: T~en m = /, and lt1 is afrg. 

Proof The proof that m = l is the same as in Chevalley's theorem. Let 
d1 = deg(pJ. Then the Poincare series of I is II 1 ,;,1,;, 1 ( l - td')- 1 , so by ( 4.15.28) 
we have, writing w = [ltl], 

(4.15.31) w II (1 - t4•)- 1 = ~ det(l - ts)- 1 ; 
l:s;,lS,l sEIU 



Sec. 4.15 Appendix. Finite Reflection Groups 385 

here and in what follows we shall treat tasa complex variable. If A., 1 , ••• ,A.,1 

are the eigenvalues of s E ltJ (repeated according to multiplicity), (4.15.31) 
gives us the following identity on multiplying both sides by (1 - t)l: 

(4.15.32) 

We now set t = 1 in (4.15.32). If s -::f::- 1, the term on the right side vanishes 
for t = 1. So we tind that 

( 4.15.33) 

We now differentiate both sides of (4.15.32) with respect to t at t = 1. An 
easy argument shows that the term corresponding to s E ltJ contributes O 
unless the multiplicity of 1 as an eigenvalue of sis 1 - 1. But if 1 is an eigen­
value of s of multiplicity 1 - 1, s is necessarily a reflection, and the corre­
sponding contribution is --±· We therefore obtain, on taking (4.15.33) into 
account. 

(4.15.34) I: (d1 - 1) = number of refl.ections in ltJ. 
l<i</ 

Let ltl' be the subgroup of ltJ generated by the reflections in ltl, and Jet 1' 
be the algebra of ltl' -invariant elements of CP. By Chevalley's theorem, we can 
find algebraically independent, homogeneous elements p'1 , ••• ,p; of respec­
tive degrees d~, ... ,d; (>0) such that 1' = C[p~, ... ,p;]. Let w' = [ltl']. 
Clearly, the arguments of the preceding paragraph are equally applicable to 
ltl'. So d'1 , • •• ,d; = w'; moreover, sin ce ltl' contains ali the reflections in ltJ, 
(4.15.34) gives us 

(4.15.35) 

Now p 1 E /'for ali i. So we can tind polynomials A,. E C[T1 , ••• ,Ta(T1 being 
indeterminates) such that 

Since p 1, ••• ,p1 are algebraically independent, the Jacobian a(A~> ... , 
A1)/a(T1, • •• ,T1) cannot be zero. Consequently, we can tind a permutation 
(i 1, ••• ,i1) of (1, ... ,1) such that 

a A~, ... a A;,* 0 
aTI aTz . 

This imp1ies at once the inequalities 
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So by (4.15.35) we have d1, = d;, 1 < r < 1. In particular, d'1 • • • d; = d 1 • • • 

d~> i.e., [tu] = [tu'], thereby proving that tu = tu'. This proves the theorem. 

Corollary 4.15.27. Let tu be a finite reflection subgroup of O( V) and let 
p1 (1 < i < 1) be as in Theorem 4.15.23. Let d1 = deg(p;). Then [tu] = d 1 

d1, and L; 1:::;r::;z(d1 - 1) is the number ofreflections in tu. 

Remark. It is possible to relax the condition tu f:; O( V) in the two theo­
rems above and to obtain suitable generalizations for finite subgroups of the 
unitary group U(Vc) of Ve. This was done by Shephard and Todd [1]. They 
ha ve proved that in order that the algebra of polynomials invariant under a 
finite subgroup tu of U(Vc) be isomorphic to C[T1 , •••• ~] (T; indeterminates) 
it is necessary and sufficient that tu be generated by the elements s with the 
following property: 3 an integer m > 1 such that sm = 1 and that the set of 
fixed points of s has dimension 1 - 1. 

We conclude this section with the following theorem, due also to Cheval­
ley [7], on the structure of (p as an /-module. 

Theorem 4.15.28. Let tu be a finite rejlection subgroup of O( V), and let 
notation be as above. Write w = [11.1]. Then (p is a free /-module of rank w. 
More precisely, let H be a graded subspace of (p such that (p = 5' + H is a 
direct sum; then dim(H) = w, and the map p ® u r---> pu (p E /, u E H) 
extends to a linear isomorphism of 1 ® H onto ()>. Finally, the Poincare Series 
of H is given by 

( 4.15.36) 

here d1 = deg(p;}, where the p1 are as in Chevalley's theorem. 

Proof It is obvious that there are graded subspaces H of (p such that 
(p = 5' + H is a direct sum. Choose and fix one such. Then the map p,u r---> pu 
(p E /, u E H) "extends" to a linear map 1: of 1 ® H into (p such that -r(p ® 
u) = pu for p E /, u E H. 

We show first that 1: is surjective. Let CR be the range of 1:. Clearly, H f:; CR 
and /CR f:; CR. We shali prove by induction on d that (p d f:; CR for ali d > O. 
For d =O there is nothing to prove. Let d > 1, and letf E (pd· There is v E 

H !\ (p d such that f- v E B'. So we can write f = v + L; 1 s,1,;1 g1 p;. where 
g1 E (p for ali i. For reasons of homogeneity we may assume that the g1 are 
homogeneous and that deg(g1) + deg(p1) = d whenever g1 =F O. But then 
g1 E CR, 1 < i < 1, by the induction hypothesis. So f E CR too. 

We prove next that 1: is injective. Since H is spanned by homogeneous 
elements, this will be do ne if we prove the foliowing: if rp 1, ••• ,rpm are homo-
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geneous linearly independent elements of H, then 

fi•· • · ,fm E /, 2: f/1'1 = O==>fl = • · • =fm =O. 
l~i-:;;;.m 

Suppose the (/J 1 and f 1 are as above. If some f 1 =F O, we may renumber the 
indices so thatf1 does not belong to the ideal in 1 generated by f 2 , •• • .!m· 
But then, by Lemma 4.15.21 ({J 1 E 5', a contradiction. 

r is thus a linear isomorphism. If Plt), Pn(t), and P(t) are the respective 
Poincare Series of/, H, and CP, one has Plt)Pn(t) = P(t) = (1 - t)-1• In view 
of (4.15.27), we then obtain 

( 4.15.37) 

Since Pn(t) is a polynomial in t, dim(H) < oo. If we take t = 1 in the 
above relation, we tind dim(H) = d 1 • • • d1• Corollary 4.15.27 now shows 
that dim(H) = [h.J]. 

This proves the theorem. 

It can be shown that the representation of ltJ in H is equivalent to its reg­
ular representation (cf. Exercise 70). 

EXERCISES 

1. Determine ali CSA's of g = {ll(n,R) 

2. Let G = S0(1,n) (n ~ 2) and Jet r(G) denote the maximumnumber ofmutually 
nonconjugate CSA's of g. Prove that r(G) = 1 or 2 according as n is odd or 
even. Determine also the number of connected components of g'. 

3. Let g = A1 and X= E 12 + E23 + · · · + E1•1+ 1 (notation as in §4.4). Deter­
mine the centralizer of X ing and verify that it is a maxima) abelian subalgebra 
of g of dimension 1 consisting entirely of nilpotent elements. 

4. Let 1t1 (j = 0,1,2, ... ) be the representations of SL(2,C) constructed in §4.2. 
Let j, j' be two integers, O :::;; j :::;; j '. Prove that 1t 1 ® 1t r is the direct sum of 
1t" r = j'- j + 2k, k = 0,1, ... ,j (Ciebsch-Gordon series). 

5. Let notation and assumptions be as in Lemma 4.6.7. Prove that in this case, 
for any weight ţl of 7t, dim Vs,. = dim V,. for ali s E tu. (Hint: Fix i, select 
c10 E C, v10 E V,. (1 :=:;; j:::;; m, v0 •0 =O) such that the v10 forma basis for V,. 
and 1t(Y1X;)v10 == c10v10 (modv 10 ,v20 , ••• ,v1 _ 1, 0 ) (1 :=;;j:=;; m). Proceed as 
in Lemma 4.6.7.) 

The next exercise gives an outline of Serre's approach to Theorem 4.8.3 (cf. 
remarks at the end of §4.8). g is as in §4.8. The rest of the notation is as in §§4.6 
and 4.8. 
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6. (a) Let n± be as in Lemma 4.6.1 and Jet q+ (resp. q-) be the ideal in n+ gener­
ated by ali the O;} (resp. ideal in n- generated by ali the Oij). Prove that 
q+ and q- are ideals ing. Deduce that q = q+ + q- is the ideal ing gener­
ated by ali the 0;]. (Hint: To prove that q+ is an ideal, show by induction 
on s 2 1 that [Yk, ad Xk, · · · ad XdO;j)] E q+ for 1 ~ k,k~> ... ,k, ~ /.) 

(b) Let u be an ideal of g, g = g/n, X~ X the natural map of g onto g. 
Assume that u n {J = O and that ad 2; and ad Y; are locally nilpotent 
endomorphisms of g for 1 ~ i ~ !. For Â E 1)*, Jet g,~ ={X: X E g, 
[iÎ,X] = Â(H)X for ali H E 1)}. Let 9 be the image ofl) ing, and Jet ro be 
the subgroup of GL(9) that corresponds to ttJ under the mapping H ~ 
iÎ (H E 1)). Prove that given any s E tu, there is an "inner" automorphism 
x(s) of g such that x(s) leaves 9 invariant and x(s) 19 = s. Deduce that 
dim g,,~ = dim g, for Â E {J*, s E itJ. (Hint: For 1 ~ i ~ !, consider 
x(s;) = exp(ad X;) exp( -ad Y;) exp(ad X;).) 

(c) Let ~ = U 1 <;i<;l ttJ • OC;. For Â E ~. prove that dim g" = 1 or O according 
as c = ± 1 or c -:1=- ± 1. (Hint: n+ is spanned by the Xi and the elements 
ad Xk, · · · ad XdXk). Hence dim lle., = 1 or O according as c = ± 1 
or c -:1=- ±1. Now use (b).) 

(d) Let P = ~ n r. Prove that ~ = P u ( -P) and that if 1 ~ i ~ !, 
s1[P"'{IX;}] =P"'{IX;}. (Hint: Use(c).) 

(e) Let {) 0 be the linear span of the H; over R, l)~ the set where no element of 
~ vanishes, and f)~ the set where ali the IX; take positive values. Prove that 
l)~ is a connected component of l)~ and that itJ acts transitively on the 
connected components of l)~. 

(f) Suppose Â -:1=- O !ies in {J* ""'~. Prove that g, =O. Deduce that dim(g) < oo. 
(Hint: One may assume that Â is not proportional to any member of~. 
Select H E l)~ such that Â(H) = O and an s E ttJ such that sH E l)~. 
Then (sÂ)(sH) =O, so sÂ $ r u ( -r).) 

(g) Prove that g is semisimple. (Hint: Let q =rad@. By (b) ro comes from 
the adjoint group of g, so if q n (~.tEt. §.) -:1=- O, there is some i such 
that X1, H;, Y1 E q. So q c::.= 9. But then ali the IX i vanish on q .) 

(h) Prove that q is the unique ideal of g such that q n l) = O and dim(g/q) 
< oo, and hence that it is the unique ideal described in Lemma 4.8.2. 

7. Let g = !8{(2,C), 0\ the universal enveloping algebra of g, and H, X, Y as in 
(4.2.2). For Â E C Jet it, be the natural representation of CIJ in Ol/Ol., where 
01. = CI) X+ CI'J(H- Â ·1). Prove that it• is irreducible if and only if Â is nota 
nonnegative integer. 

8. Let V be a real Hilbert space of finite dimension, Ve the complexification of 
V. We regard Ve as a complex Hilbert space in the natural fashion. Let ~ c::.= V 

be an integral root system and ttJ the associated finite reflection group. Let D 
be the additive subgroup of V generated by ~. For ;., E ve> Jet itJ(Â) = 
{s: sE ttJ, Â - sÂ E D} and ~(Â) = {OC: IX E ~, 2(Â,1X)/(1X,IX) E Z}. Let P be 
a positive system c::.= ~. and Jet r be the set of ali finite sums of elements of P. 

(a) Prove that ~(Â) is an integral root system. 
(b) Prove that m(Â) is the finite reflection group generated by the s. (IX E ~(}")). 
(c) Let z+ be the set of positive integers, and suppose that 2(Â,IX)/(IX,IX) $ Z+ 
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for each rx E P. If A. - sA. E D"' {O} for some s E ltJ, prove that A. - sA. 
E -r. (Hint: P(A.) = P n A(A.) is a positive system for A(A.), sE ro(A.), 
and (A.,rx):::;;: O for ali rx E P(A.). Now use Corollary 4.15.14.) 

9. Let g bea semisimple Lie algebra over C, and Jet other notation be as in §4.7. 
Fix A. E f)*, and Jet 0, = ~ocEP 0g"' + ~Hq 0(H- A.(H)l). Denote by it, 
the natural representation of 0 in V = 0/0 ,. Let Q(A.) be the set of al\ f.1. E f)* 
such that f.1. ~ A. and f.1. + ~ E \tJ • (A. + ~). 
(a) Let U 1 and U2 be two subspaces of V invariant under it, with U 1 s;;; U2 • 

Let W = U2/Ut. and Jet nw be the representation induced in W. Prove 
that there exists f.1. E f)* and a nonzero u E W" such that nw[g"']u = O 
for ali rx E P, and that any such f.1. belongs to Q(A.). 

(b) Take U1 =O, U2 = V in (a), Jet f.1. and u be as above, and put V'= 
it;.[0]u. Prove that the subrepresentation of it, defined by V' is equivalent 
to it". (Hint: Observe that the restriction of it, to 91 is equivalent to the left 
regular representation of 91.) 

(c) Prove that any strictly monotonie sequence of invariant subspaces of V 
is finite. Deduce that it, has a finite Jordan series and that the irreducible 
constituents of the series are of the form n", where f.1. E Q(A.). 

(d) Suppose (A.+ ~)(H"') E c"' z+ for ali rx E P. Prove that it, is irreducible 
and hence equivalent to n,. (Hint: Use Exercise 8(c).) 

(e) Suppose A. is such that for some simple root rx, A.(H"') is an integer ~ O. 
Let f.1. =A. - (A.(H"') + l)rx. Prove that it" occurs as a subrepresentation 
of it,. (Hint: Let rx 1 = rx,rx 2 , ••• ,rx1 be the simple roots. Let v be a nonzero 
vector of highest weight in V. Prove that it;.(X"',)(it;.(X_"'y•+ 1v) =O for 
1 :::;;: j:::;;: l, where A. 1 = A.(H"').) 

(f) Suppose A. is dominant integral. Prove that for any sE \tJ, it,(HJl-J 

occurs as a subrepresentation of it,. (Hint: Let s = s1,s1,_, • • • s1, bea mini­
mal expression for s, where s1, is the reflection corresponding to the simple 
root rx1,. Then rx1,,s1,fX1,,s1,s1,fX1,, ••• ,s1, • • • s1,_,rx1, are ali positive roots. So, 
writing H1 for H"''' (A. + ~)(iÎ;J, (s1JA. + ~))(H1 ,), (s1,s1,(A. + ~))(H;,), ... 
are al! > O. Now use (e).) 

10. We continue with the above setup. The partition function P is defined on l)* 
in the following way: P(f.J.) =O if f.1. rţ f' = r U {O}; if f.1. E f', P(f.J.) is the 
number of distinct functions rx ~ k(rx) defined on P such that k(rx) is a nonnega­
tive integer for ali rx E P and f.1. = ~ocEP k(rx)rx. 
(a) If A. E f)*, the multip!icity of the weight f.1. in it, is P(A. - f.J.). 
(b) Prove the existence of a polynomial function p on l)* such that IP(f.J.)I 

:::;;: IP(f.J.) 1 for al! f.J.. 
(c) Let c1 , ••• ,cP be constants ~O and Vt. ... ,vP fixed elements ofr. Sup­

pose P(V) ~ ~~ ciP(v - V1) for al! V E r. Then show that ~~ c1 :::;;: 1. 
(Hint: Let c = ~~ c1, f.1. = ~~ v,. Prove that P(nf.J.) ~ c• for n = 1,2, ... 
and use (b).) 

(d) Prove that each irreducible constituent of a Jordan series of the repre­
sentation it" occurs with multiplicity 1. (Hint: If for some f.1. E Q(A.), n" 
occurs more than once, we would have P(A. - f.1. + v) ~ 2P(v) for ali 
VE r. This would contradict (c).) 
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For these results see Verma [1] and Bernstein et al [1], where a deep study 
of the representations ii;. has been carried out. 

The next exercise develops an algebraic proof of the Weyl character formula. 
Notation is as in §4.7. 

11. Let g: be the complex vector space of ali formal sums of exponentials f = 

~.E~· c.e• (c. E C); we write c. = c.(f) and denote by supp(f) the set of 
ali v such that c.(f) -=F- O. We denote by S the subset of ali f E g: for which 
supp(f) has the following property: there exists a finite subset CI> = ci>1 c;: {J* 
SUCh that SUpp(f) <;: u"E<I> (ţl - f'). 
(a) Prove that S is a linear subspace of 5'. 
(b) Given /, g E S, prove the existence of a unique element h E S such that 

c.(h) = ~v'+v"~v c..(f)c."(g) for ali V E lj*. Writing h = f· g, prove that 
S becomes an associative and commutative algebra with unit under this 
definition of multiplication. 

(c) Let â = e6 IJ.,EP (1 - e-«). Prove that â is an invertible element of S 
and that i\-1 =~"Ei' P(ţt)e-<"H>. 

(d) For any representation n of ffi with weights such that ali its weights are 
of finite multiplicity, we detine the formal character O(n) tobe the element 
~" m(n: ţt)e" of g: where m(n: ţt) is the multiplicity of ţt in n. If there is 
a finite subset CI> c;: lJ* such that ali the weights of n are of the form ţl - v 
with ţt E CI>, v E f', prove that O(n) E S. 

(e) For any Â. E {J*, prove that O( ii;.) = eH6. â - 1 • 

(f) Fix Â. E 1)* and Jet S(Â.) be the linear span of ali O(n) where n is an irreduci­
ble representation which has a highest weight and whose infinitesimal 
character is the same as n~.. Prove that {O(ii"): ţl + O E ttJ • (Â. +O)} is 
a basis for S(Â.). (Hint: Since ii" has a finite Jordan series, O(ii") E S(Â.) 
if ţt + O E ttJ • (Â. + O). By (e), {0(ii"): ţl + O E ttJ • (Â. + O)} is a linearly 
independent set. On the other hand, S(Â.) is spanned by the O(n") with 
ţt + O E ttJ • (Â. + O) and so dim S(Â.) :::;:; [tu· (Â. + O)].) 

(g) Suppose Â. is dominant integral. Prove that O(n;.) = ~'E"' E(s)•<H6> • â -l. 
(Hint: By (f), O(n;.) = ~'E"' c,e•<Ho> • â- 1 · for suitable constants c,. 
Observe now that O(n;.) is a finite sum of exponentials invariant under 
111, and deduce that c, = e(s).) 

12. Obtain the following expressions for the Cartan-Killing forms of the classical 
Lie algebras: 

g = iH(l + I,C): (X, Y) = 2(/ + 1) tr(XY) 

g = o(2/,C): (X, Y) = 2(1 - 1) tr(XY) 

g = o(2/ + I,C): (X, Y) = (2/- 1) tr(XY) 

g = 13p(/,C): (X, Y) = 2(/ + 1) tr(XY). 

13. We use the notation of §4.7. 
(a) Let Â. E !Dp, and for any integral linear function v on 1) Jet m;.(v) be the 

multiplicity of the weight v in n~.. Prove that 

m;.(v) = ~ E(s)P(s(Â. + O) - (v + O)). 
sE IV 
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(Hint: Observe that IlaEP (l - e-•)- 1 = ~ P(ţt)e-", and use Weyl's 
character formula.) 

(b) Let AtA 2 E ~p, and for A E ~p, Jet M(A) be the multiplicity of nA in 
n,, Q9 n,,. Prove that 

M(A) = ~ E(s)E(t)P(s(A 1 + c5) + t(A 2 + c5) - (A + 2c5)). 
s,tElU 

(Hint: Observe that ~ m,,(v)ev. ~'E'" E(s)e'''•' 5l =~A M(A) 
• ~<Em E(t)e<IA+Jl. Now use the result of (a), and identify coefficients on 
both sides.) 

The formula in (a) is due to Kostant [2]; that in (b) to Steinberg (cf. Jacob­
son [1]). 

14. Let g = A 3 ; S = (a 1 ,(X2 } a simple system of roots. For integers m 1 , m2 ~O 

Jet nm,,m, denote the irreducible representation n, where A(/f,,) = m; (1 = 1 ,2). 
Prove the decomposition formula 

7Cm,O Q9 7Co,m ':-: 7Co,o ffi 1C1, 1 ffi · · · EB 7Cm,m· 

15. (a) Let g be arbitrary semisimple, tJ a CSA, and S a simple system of roots. 
Suppose A E t)* is such that (A,a) ~ O (resp. > O) for ali a E S. Then 
prove that A = ~.Es m(a)a where the m(OC) are ali ~ O (resp. > 0). If 
A is integral, prove that the m(oc) are rational. (Hint: Let S = ( oc 1, ••• ,a1}, 

A = ~IO:k<r mkock - ~r-c;ko;! mkock = ţl -V say, where r ~ 1, mk ~O, 
with mk > O for r :S k :S /. Consider (v,v) = (ţt,v) - (A,v).) 

(b) Let A be the Cartan matrix (oc j(H,)). Show that ali the entries of the matrix 
A- 1 are~ O. 

(c) Let t)a = ~ 1 -c;; 51 R · H,, and Jet t)R be the set of ali H E t)R such that 
OC;(H) > O for 1 :S i :S /. Prove that (H,H') ~O for ali H, H' E C/(fJ~). 

16. Let g, {J and S = ( oc 1 , ... ,OC 1} be as above. Let r denote, as usual, the set of 
ali ţt E fJ* ""(O} of the form m 10C 1 + · · · + m1a 1 where the m, are ali integers 
~O. Prove that for any A E ~p, the irreducible representation n, has O as a 
weight if and only if A E r u {0}. (Hint: Let ~;. be the set of weights of n,. 
Let v be a minimal element of ~' il (r u {O}) in the partial ordering -<. 
Suppose v = ~ 1 -c;;,; 1 m,OC; *O. If m, > O, 7C;.[\l-"'] annihilates the weight 
space of weight v, and so (v,oc;) :S O. Thus (v,v) :S 0.) 

17. Let notation be as above. tu is the Weyl group and Ll the set of roots. 
(a) Suppose t) is the direct sum of subspaces t) 1 , ••• ,fJ, which are tu-invariant. 

Let ~1 = (oc: a E ~, H, E fJ 1}. Prove that ~ = U 1<J<r ~1 and that 
[g,,gp] =O whenever oc E ~1 , P E ~k, and j * k. Deduce that g1 = 

f) 1 + ~.E~, g, are ideals ofg and g is their direct sum. (Hint: lfoc E ~. s, 
Jeaves f) 1 invariant and so (J 1 is the direct sum off)1 il (C · H.) and f) 1 il a" 
where a" is the nullspace of a. Deduce from this that oc E U 151/, ~ 1, and 
hence that the f) 1 are mutually orthogonal. Use the relation ~ = U 1 <Yr ~1 
and the mutual orthogonality of the (J.> to prove that if oc E ~1 , P E ~k> 
and j * k, then oc ± P are not roots.) 

(b) Prove that g is simple if and only if tu acts irreducibly on fJ, and that 
this is equivalent to the condition that tu acts irreducibly on (JR· 
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(c) Suppose g is simple. lf IX and P are two roots, then, in order that there 
should exist an s E hl such that siX = P it is necessary and sufficient that 
<IX,IX) = <P,/3). (Hint: Assume <IX,IX) = <P,fi>. By (b), <tiX,fi) -:F O 
for some t E hl. So one may assume <IX,fi) < O. Then 2<1X,fi)/<1X,IX) = 
2<1X,fi)I<P.P> = -1 and sps.(fi) =IX.) 

(d) Let n be the number of hl-orbits in .Il. Prove that n = 1 if g = A 1 (l :2: 1), 
Dz (l :2: 3), Ez (! = 6,7,8) while n = 2 if g = B1 (l :2: 2), C1 (! :2: 3), G2 , F4 • 

18. Let g, 1), P be as in §4.7. Let 0 be the universal enveloping algebra of g. Let 
S =[IX ~o ... ,IX 1} be the simple system of roots in P, H1 = fj_, (1 ::::;:; i::::;:; /). 
Let 91 be the subalgebra of(\\ generated by 1 and the B-•·• 1 ::::;:; i::::;:; /. Prove that 
for any A E ~P 

IJI n IJJI, == ~ 91Yf'+ 1 ; 
lSi-:;/ 

here A; = A(H;), Y1 is a nonzero element of g_.,, and IJJI, is the maximalleft 
ideal in 0 corresponding to re,. (Hint: Prove that ~ 1 :; 1 :; 1 r.JIJ(H1 - A11) + 
~ 1 :;;:; 1 (\lX, + ~ 1 :; 1 :; 1 9(yt•+ 1 (O -:F X1 E g • .) is a left ideal of r.JIJ and use 
(4.7.2); cf. Parthasarathy, Ranga Rao, and Varadarajan [1]). 

19. We continue in the above context. Let s 0 E \11 be such that s0 • P = -P. 
For A E (J* let us write A* = -s0 A. Let X 1, Y; (1 ::::;:; i::::;:; /) be as in the previous 
exercise. Given ţt, v E ~p, we detine, for any integral linear function y on 1), 
v+(ţt: y: v) = [v: v in the space of re", v of weight y, and re"(X1)v,+ 1v =O 
for 1 ::::;:; i ::::;:; /}; v-(ţt : y : v) is defined analogously, with Y1 replacing X 1 

(v1 = v(H;) as usual). 
(a) Prove that for ţl, VE ~P and y integral, dim V+(ţt: y: V) = 

dim v-(ţt: -y* : v*). (Hint: lf x is an element of the simply connected 
group corresponding to g inducing s0 , show that re"(x) · V+(ţt: y: v) = 

v-(J.l: -y* : v*).) 
(b) Let Ato A2 E :Dp, W~o W2 the spaces on which re,; and re,, act, V the 

vector space of linear maps of W1 into W 2 • For X E g let re(X) be the 
endomorphism of V defined by re(X)L = re,,(X)L - Lre,;(X), L E V. 
Prove that re is a representation of g equivalent to re,, Q9 re,,. (Hint: Note 
that re,; and re,, are mutually contragredient.) 

(c) With notation as in (b), let U = [L: LE V, re(Y1)L =O, 1 ::::;:; i::::;:; !}. Let 
w be a nonzero vector of weight A f in W1 • Prove that the map c; : L <---+ L w 
is a linear isomorphism of U onto the subspace U' of W2 given by U' = 

[v: vE W2 , re,,(YY;,+ 1v =O, 1::::;:; i::::;:; /}, where A,f; = Af(H1). (Hint: 
For the injectivity observe that re,AI.H]w = w1. lf V E U' use Exercise 18 
to prove that the map n,,.(y)w <---+ n,~,(y)v, y E 91 is well defined and belongs 
to U. Deduce surjectivity.) 

(d) Deduce from (c) that for y E ~p, the multiplicity of re, in re,~, Q9 n,~, is 
precisely dim v-(A- 2 : -y* + A, f : A, f). (Hint: U is invariant under re[l)] 
and is the direct sum of weight subspaces U~o . .. ,Uk> U1 being of weight 
-y7 for Yz E ~P· Show that re~~~ dim(U;)re,,. Use result of (c) to 
show that c; is an isomorphism of U1 onto v-(A- 2 : -y7 + M :A f).) 

(e) Show that the multiplicity ofn, in n,~, @re,, is also equal to the dimension 
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of v-(y: A., -A.!: A.,) as well as to the dimension of v+(y: l 2 -lf: lf). 
(Hint: This multiplicity is also the multiplicity of TC;., in TC;.; 0ny. Now use 
(d) and (a).) 

(f) Let v be the unique element of~P in tu· (l 1 - A.!). Prove that n. occurs in 
TC;., 0 TC;., with multiplicity 1. Prove also that V is a weight of every n, 
(')' E ~p) that enters the decomposition ofn2 , 0n;.,. 

(g) For fixed ')' E ~p, prove that the multiplicity ofn, in 71:;., 0 11:;., is the mul­
tiplicity of the weight A., - A.! in n, whenever A. 1 (H1) :?:: dim(n,) - 1 
for 1 ::::;; i::::;; /, in particular if ali the l 1(H1) are sufficiently large. 

(h) Prove that the number of irreducible constituents of 11:;., 0 11:;., cannot 
exceed min(dim(:n:2 ), dim(:n:;.,)). 

In this connection, see Kostant [2], Parthasarathy et al [1]. 

20. Let notation be as in Exercises 18 and 19. 
(a) Let T be the adjoint representation of 11 in (1\. Let ţt E ~P; Jet TC,. be the 

corresponding irreducible representation of l\1 acting on a vector space 
V"; and Jet E" be the algebra of endomorphisms of V". For X E g, Jet 
T"(X)v = [n,.(X),v) (vE E"). Show that the mapa f--7 :n:"(a) (a E (\\) inter­
twines the representations T and T" of !1· 

(b) Let A. E ~P be such that 11:;. has O as a weight; write d;. for the multiplicity 
of O in TC 2 • Prove that for suitable ţt, :n: 2 occurs as an irreducible constituent 
of T" with multiplicity d;.. (Hint: Use Exercise 19(g).) 

(c) Let S(n) be the symmetric algebra over IJ. For each X E g Jet u(X) denote 
the derivation of S((J) that extends ad X. Prove, using (a) and (b) that 
11:;. (l E ~p) occurs as an irreducible constituent of u if and only if O is 
weight of n,, i.e., if and only if AEr u (0}. (Hint: Consider the map 
Â. : S(g) --• li} intertwining u and T). 

21. Let n be o ne of A1 (1:?:: 1 ), 81 (1:?:: 1 ), Ct(l:?:: 2), D1 (1:?:: 2). Let notation be as 
in 4.4. Define the ţt1 E ~P by ţtt(.H«,) = c5ij, 1 ::::;; i, j::::;; /. Write d1 = dim(:n:,..), 
1 ::::;; i ::::;; /. 

(a) Let !1 = A1; then d1 = ('1- 1)· 

(b) Let n = B,; then d1 = (21 f 1) for 1::::;; i::::;; /- 1, d1 = 21• Verify also 

that dim(TC 2,.) = (11 Î 1) · 

(c) Let n = CI; then d; = (~1) - (; ?!. 2) for 1 ::::;; i::::;; /. (For r <o, ( ~) 
is defined to be 0). 

(d) Let n = Dl; then dt = C}) for 1::::;; i::::;; 1- 2, d,_, = d, = 21-1. Verify 

also that the linear forms A., + · · · + A1-1> A., + · · · +A.~> A., + · · · 
+ A.,_, - A., are in ~P and that the dimensions of the corresponding 

representations are respectively (1 ?!_ 1 ). ±(~') and ±C!) · 
22. Let notation be as in Exercise 21. Let s0 be the element of the Weyl group 

that sends positive roots to negative ones. 
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(a) lf g = A1, s0 A1 = A1+2-i (1 ::=;; i ::=;; 1 + !) 
(b) lf g = 8 1 or C1, s0 = ~identity. 
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(c) lf g = D1, 1 even, then s0 = ~identity; if 1 is odd, s0Aj = ~Aj for 1 ::=;; j 
:S: 1 ~ 1 and s0A1 = A,. 

(d) Deduce that ali representations of 8 1 and C1 are self-contragredient. 

23. Let g = B1 (l ~ 1) or D1 (1 ~ 2); other notat ion as in 4.4. Let ii 1 be the 
representation of !l in V; itko the representation induced by it 1 in Eko the sub­
space of elements of degree k of the exterior algebra E = E( V) over V. 

(a) Let n = 8 1• Then the itk (0 :S: k :S: 2/ + 1) are ali irreducible, itk :::= 
itzl+l-k• it 0 is the trivial representation, it,:::= n~, for 1:::;; i:::;; 1 ~ 1, and 
ii,~ n2J11' 

(b) Let g = D1• Then itk :::= nu-k (O :S: k:::;; 2/), and it 0 is the trivial repre­
sentation; for 1 :::;; k :::;; 1 ~ 1, itk is irreducible, while it1 splits as a direct 
sum of two inequivalent irreducible representations; itk :::= n "' (1 :::;; k 
:S: 1 ~ 2), it,_ 1 :::= n~,_,+~,, and it1 is the direct sum of n 2 ~,_, and n 2 ~,· 

(For the last equivalence, observe that A 1 + · · · + A1_ 1 ± A1 are weights 
of it,, but (A 1 + · · · + A1-1 ± A1) +a, is nota weight ofitJor 1 :::;; i:::;; 1; 
for the rest, use Exercises 21 and 22.) 

24. Let n = C, (l ~ 2), it 1 the representation of n in V, itk the corresponding 
representation in the subspace Ek of the exterior algebra E over V; these and 
other notation as in §4.4. 
(a) Prove that itk :::= it 21 _k (O:::;; k:::;; 21) and that it 21 is the trivial representa­

tion. 
(b) Let Ek, 0 (l :S: k :S: /) be the smallest itrinvariant subspace of Ek containing 

u 1 1\ · · · t 1 uk, and Jet itk.o be the representation defined by Ek,o· Prove 
that it 1, 0 = it 1 :::= n~, and itk.O :::= n", (!:::;; k:::;; /). 

(c) Let rp = u 1 1\ u1+ 1 + u2 (\ u1+ 2 + · · · + u1 1\ u21 • Prove that C · rp is 
invariant under n 2 and defines the trivial representation of n, and that 
E2 is the direct sum of E 2 , 0 and C · rp. 

(d) Let 2 :S: k :S: 1, and let Ek,s = qJ 1\ qJ 1\ · · · 1\ qJ 1\ Ek-2s,o, 1 :S: s :S: tk· 
s factors 

Prove that the Ek,s (O::=;; s ::=;; j;k) are ali nonzero and linearly independent 
and span Ek. Deduce that iik is equivalent to the direct sum ofn~, (i = k, 
k ~ 2, ... , the sequence continuing as long as i ~O; J.io = 0). (Use 
Exercise 21.) 

25. Suppose G is a semisimple real analytic group whose Lie algebra is simple. 
Prove that if G is not compact, G has no non trivial (finite-dimensional) unitary 
representation. 

26. (a) Let G be a real analytic group with Lie algebra n, H s; G a closed sub­
group, and {] s; n the corresponding subalgebra. Let g, be the complexi­
fication of g, X~ xconi the associated conjugation of Go and {J, = C· {J. 
Prove that G/ H has a G-invariant complex structure if and only if there are 
subalgebras \l+ and \l- of !J, with the following properties: (i) \l+ (î \l­
= {) 0 \l+ + \l- = Bco (ii) (\l+)coni = \l-, and (iii) \l+ and \l- invariant under 
Ad(H). 
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(b) Let G bea compact semisimple analytic group, Ba maxima! torus. Prove 
that G/ B has a unique G-invariant complex structure. 

(c) Let G = SL(2,R), H = S0(2,R). Determine ali the G-invariant complex 
structures on G/ H. 

Exercises 27-30 lead (among other things) to the proofs of existence of the 
exceptional simple Lie algebras. In these, A = (aiJ) 1c 1,j<;t is one of the matrices 
corresponding to the Dynkin diagrams G2 , F4 , Ep (p = 6,7,8) (cf. (4.5.7)-(4.5.9)); 
V is a vector space over C with basis a 1, ... ,a1 ; s1 (1 -::_: i -::_: /) are the reflexions 
given by s1a j = a j - aiJa1 ( 1 -::_: i, j-::_: /); iu(A) is the subgroup of GL( V) generated 
by the s1 ; Ll = U 1 <;:1::;1 \u(A) · a1 ; J11 are the basic dominant integral linear forms. 

27. Let 1 = 2, A = A(G2 ). 

(a) Write A1 = a1, Az = a1 + az, Ao = -(Al + Az). Verify that s1A1 = 
-Al, s1A2 = -A 0 , szA1 = Az, SzAz =Ah and deduce that in(A) leaves 
the set ( ±A1 (i =o O, 1, 2), ±(A1 - Aj) (O-::_: i < j-::_: 2)} invariant. 

(b) Use (a) to show that iu(A) is finite, and deduce the existence of a simple 
Lie algebra (also denoted by G2) whose Cartan matrices are equivalent to 
A(Gz). 

(c) Prove that Ll is the set ( ±A1 (i =O, 1, 2), ±(A1 - Aj) (O-::_: i < j-::_: 2)}, 
and hence verify that dim(G 2 ) = 14. 

(d) Let r 1 be the group of permutations of( O, 1,2} act ing naturally on C 3 = 
((X o ,x j,Xz) }, and Jet r be the group generated by r 1 and - identity. Prove 
that r Jeaves the pJane Xo + X1 -t- Xz = 0 invariant and that there ÎS an 
isomorphism of this plane with V that transforms the action of r into that 
of in(A). Deduce that [iu(G2)] = 12. 

(e) Prove that /11 = 2a1 + az and Jlz = 3al + 2a 2 , that o= 5a 1 + 3az, 
and that J1 2 is the highest root. 

(f) Verify that dim(n",) = 7, dim(n,u,) = 14, and that n,u, is the adjoint 
representation. 

(g) Prove that every representation of G2 is self-contragredient and contains 
O as a weight. 

28. Let l = 4, A = A(F4 ). 

(a) WriteA1 =2al +3az+2a 3 +a4 ,Az =az,A 3 =a2-t-a 3 ,A 4 =a2 +a3 -t-a4 • 

Verify that Sz, s3 , s4 fix A1 and that s 1At =i(A1 + f"12A2 + f"iJAJ + f"1 4A4), 
where f"1j = + 1 or -1 according as j = i or j =1=- i (i = 2, 3, 4), and 
f"tj = + 1 for ali j, if i = 1. Determine the action of s2 , s3 , and s4 on A2 , 

A3 , and A4 • Prove that tn(A) leaves invariant the set (±Ai> ±A1 ± Aj, 
!C±A1 ± Az ± A3 ± A4 )} (i <j, i,j = 1, 2, 3, 4). 

(b) Use (a) to prove that there is a simple Lie algebra (denoted again by F4) 
for which A(F4 ) is a Cartan matrix. 

(c) Prove that Ll is the set described in (a) and dim(F4) = 52. 
(d) Verify that 

/11 = 2al + 3az + 2aJ + a4, 

Jlz = 3al + 6az + 4a3 + 2a4, 

/13 = 4al + Saz + 6a3 + 3a4, 
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J.l4 = 21X, + 41Xz + 31XJ + 21X4, 

O= lliX, + 211Xz + 151X3 + 81X4, 

and that J.l 4 is the highest root of F4 • 

Chap. 4 

(e) Verify that the dimensions of the representations n,., (isi s 4) are 
26, 273, 1274, 52 respectively and that n,., is the adjoint representation. 

(f) Show that every representation of F4 is self-contragredient and contains 
O as a weight. 

(g) Show that [lu(F4)] = 27 · 32 = 1152. (Hint: First check that the orbit of 
the root J.l4 has 24 elements. The stabilizer of J.l 4 is isomorphic to tu(C3) 
and so has 23 · 3! = 48 elements.) 

29. Let 1 = 8, A = A(Es). 
(a) Define the elements A.i (1 sis 8) of Vas foiiows: 

3A; = 3(1X; + IX;+ 1 + · · · + IXs) + 21X 6 + IX 7 + IXs (1 S i < 5), 

3A6 = 21X6 + IX7 + IXs, 

3A7 = -IX6 + IX7 + IXs, 

3As = -IX6 - 21X7 + IXs. 

Verify that the A; form a hasis for V, and that s; permutes A; and A;+ 1 

leaving the others fixed (1 s i s 7). Also verify that 

1 
SsA; = A; + 3(A6 + A7 +As) (1 S i S 5), 

1 
SsA6 = Ţ(A6 - 2A.7 - 2As) 

1 
SsA7 = 3( -2A.6 + A7 - 2As), 

1 
SsAs = Ţ( -2A.6 - 2A.7 +As). 

(b) Use the results of (a) to show that lu(A) Ieaves the set 

(±(A.; - A.j), ±(A.; + A.j + A.k), 

±(A.; + A.j + A.k + A.p + A.q +A.,), ±(A.j + A., + · · · + A.s)} 

invariant (i < j < k < p < q < r are from (1, ... ,8)). Deduce the exist­
ence of a simple Lie algebra (denoted by Es) having A = A(E8 ) as a Cartan 
matrix. 

(c) Prove that Â is the set described in (b). Deduce that dim(Es) = 248. 
(d) Let s0 E lu be such that s0 • P = -P. Prove that s0 = -id. Deduce that 

aii representations of Es are self-contragredient. 
(e) Show that det(A(E8 )) = 1. Deduce that the additive group of integral 

linear forms is already generated by the roots. Hence conclude that aii 
representations of Es contain O as a weight. 
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(f) Verify that J1.1 = 2a1 + 3a2 + 4a3 + 5a4 + 6as + 4a6 + 2a1 + 3as 
is the highest root. 

30. (a) Let o be a semisimple Lie algebra over C, 1) a CSA, S ={tit. ... ,ti1} a 
simple system of roots, and Fa subset of { 1, ... ,/}. Let 11F be the set of 
ali those roots of (O,fJ) which are linear combinations of the a 1 with i E F. 
Prove that OF = ~teF C ·.ii«, + ~.e&p o. is a semisimple Lie algebra, 
with CSA l)F = ~teF C ·.ii«,, and Cartan matrix (iil]kJeF. (ăl}ks;;, 1";, 
being the Cartan matrix of (o,()). 

(b) Use (a) to prove the existence of simple Lie algebras E6 and E7 with 
respective Cartan matrices A(E6 ) and A(E7). 

(c) Show that dim(E6) = 78 and dim(E7) = 133. (Hint: Use (a) above and 
Exercise 29(b).) 

(d) For both E6 and E7 show that -id is the element of the Weyl group that 
sends positive roots to negative ones. Deduce that ali representations of 
E6 and E7 are self-contragredient. 

(e) Show that det(A(E6)) = 3 and det(A(E7)) = 2. 
(f) Let V6 be spanned by a 1 (1 ::::;; i::::;; 6). Detine A1 (1 ::::;; i::::;; 6) by 3A1 = 

3(ai + ... + a3) + 2a4 + as + ti6 (1 ::::;; i::::;; 3), 3A4 = 2a4 + as + a6, 
3As = -a4 + IXs, 3A6 = -a4 - 21Xs + IX6. Show that the roots of E6 
are 

±(At + .. · + A6) 

(1 ::::;; i < j < k < 6). 

Deduce that /).6 = IX1 + 21X2 + 3a3 + 21X4 + IXs + 2a6 is the highest 
root. (Hint: Use (a) above and Exercise 29(b).) 

(g) Let V7 be spanned by IX1 (1 ::::;; i ::::;; 7). Detine A1 (1 ::::;; i ::::;; 7) by 3A1 = 
3(1Xi + ... + a4) + 2as + a6 + IX7 (1 ::::;; i::::;; 4), 3As = 2as + a6 + a7, 
3A6 = -IXs + IX6 + a 7, 3A7 = -as - 2a6 + a 7. Show that the roots of 
E1 are 

where 1 ::::;; i < j < k < p < q < r::::;; 7. Deduce that ţl6 = IX 1 + 2a2 + 
31XJ + 41X4 + 31X 5 + 21X6 + 2a7 is the highest root. 

(h) Show that tu(E6) = 27 • 34 · 5, [ltl(E7)) = 210 · 34 · 5 · 7, and [ltl(E8)] = 
214 · 35 • 52 · 7. (Hint: By (f), the ltl(E6)-orbit of ţt6 has 72 elements; the 
stabilizer of ţl6 in tu(E6 ) is isomorphic to to(A 5). By (g), the ltl(E7)-orbit 
of J1.6 has 126 elements, while its stabilizer is ~ ro(D 6 ). Finally, by (f) of 
Exercise 29, the ro(E8)-orbit of ţl 1 has 240 elements, and its stabilizer is 
~ ll.l(E7).) 

For explicit realizations of the exceptional Lie algebras, see Jacobson [1]. 

31. Let G = U(n,C), B the subgroup of ali diagonal matrices of G. We identify 
B with T• via the map diag(at. ... ,a.) 1--> (a~> .. . ,a.). lf h1 > · · · > h.:;;::: O 
are integers, [ht. ... ,h.] denotes the function (at. . .. ,a.) 1--> det((a~') 1 g, 1";.) 
onB. 
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(a) Let h1 2 · · · 2 h. 2 O be integers. Prove that [n - 1, ... ,0] = 

JL:;;I<J:;;• (a1 - a1) and that [h" .. . ,h.] is divisible by [n - 1,, ... ,0] in 
the ring of polynomials in a 1 , ••• ,a •. Given integers f 1 2 · · · 2!. 2 O, 
Jet h, = j; + n - i (1 :s;: i :s;: n), and Jet <f1, ••• ,J.) be the quotient 
[h 1, ••• ,h.]/[n - 1, ... ,0]. Prove that <f" ... ,/.) is a homogeneous 
polynomial in a 1, ••• ,a. of degree f 1 + · · · + J. with the following prop­
erties: (i) a{• · · · aC• occurs in it with coefficient 1, and (ii) if af' ···a~· 
occurs with a nonzero coefficient, then (g1 , ••• ,g.) ~ (/1 , ••• ,J.) in the 
usuallexicographic ordering on R• ((x 1, ••• ,x.) < (y" ... ,y.) iffor some 
i, 1 :S: i :S: n, x1 < y 1 and x1 = y 1 for j < i). 

(b) Prove that there is a unique irreducible character X(/" ... ,J.) of G 

such that X(/1, ••• ,J.)IB = <f1, ••• ,[.). Prove that X0(/1, ••• ,J.) = 

X(/1, ••• ,/.)1 SU(n,C) is an irreducible character of SU(n,C), that every 
irreducible character of SU(n,C) is of this form, and that X0(/" ••• ,J.) = 

X0(/',, ••• ,/~) if and only if j; - h+, =fi -fi+, (1 :S: i :S: n - 1). (Hint: 
Use Weyl's formula to construct X0(/1 , ••• ,J.) first. Let 1t 0 be the corre­
sponding representation of SU(n,C). Prove that ax~ af•+···+f·n°(x) 
(a E C, 1 al = 1, x E SU(n,C)) is an irreducible representation of G with 
character xu" ... ,[.).) 

(c) Let rp(x) = det(x) (x E G). Prove that for any integer s, rp• XCf" ... ,J.) is 
an irreducible character of G. Prove, further, that aii irreducible characters 
of G are of this form. Prove, finally, that rp' X(/1 , ••• ,[.) = rp•' X(f 1 , ••• ,/~) 

if and only if j; + s =fi + s' (1 :S: i < n). 
(e) (Branching law). Identify U(n - 1,C) with the subgroup of G of aii ele-

ments of the form ( ~ ?) (n 2 2). Denote by n(/1, ••• ,J.) the representa­

tion of G with character X(/1, ••• ,f.). Prove that n(/1, ••• ,f.) maps a·1 
into the scalar ah+···+f •. J. Prove, further, that the irreducible constituents 
of the restriction of n(/1 , ••• ,f.) to U(n - 1,C) are precisely ali the 
representations n(/'1, ... .f~- 1 ), where f\, ... .f~- 1 are integers such that 
f1 2f\ 2fz 2f~ 2 · · · 2!.-1 2f~-1 2f. 2 O; and that each of these 
occurs with multiplicity 1. (Hint: Put a. = 1 in X(/1, ••• ,[.), and simplify 
the determinants by subtracting the (i + 1)th column from the ith, 
1 :S: i :S: n - 1). 

(f) Let D(z1, ... ,z.) = II 1:;;1< 1:;;. (z1 - zj) (z" .. . ,z. E C). Prove that 

d" ( (' /,)) D(h" ... ,h.) (h,=',·+n-i). 
Iffi7tJ~>····· =D(n-1, ... ,0) Ji 

(g) Let V= C•, and Jet fe~> ... ,e.} be the canonica! basis of V. Let 3 be the 
tensor algebra over V, 31 (f 2 O) the homogeneous subspace of 3 of degree 
f Denote by .A.1 the natural representation of G in 31 . If /, g 2 O, tE 31, 

t' E 36 , we write t 1\ t' for (1/(/ + g) !) ~.m,+,f"(s) t 0 t', where IIt+g is the 
group of permutations of {1,2, ... ,f + g}. Prove that if g, = j; - h+l 
(1 :S: i :s;: n - 1) and g. = J., the vector 

e, 0 · · · 0 e, 0 (e 1 1\ ez) 0 · · · 0 (e, 1\ e2) 0 · · · 
0 (e, 1\ · · · 1\ e.) 0 · · · 0 (e, 1\ · · · 1\ e.), 
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in which e 1 (\ • • • (\ ek occurs gk times, belongs to a subspace of 31 
that is irreducibly invariant und~r l 1 and defines the representation 
'lt(ft, ... ,/.). 

(h) Prove that the n(/1, ••• ,j~) (/1 + · · · +!. = /) are precisely aii the 
irreducible constituents of l 1 . 

32. Let G bea complex analytic group with Lie algebra g, G0 the R-analytic group 
underlying G, and g0 the real Lie algebra underlying g. Let 9c be the com­
plexification of g0 , rp the canonica) imbedding of g0 in 9c· 

(a) Let J be the endomorphism of 9c such that rp(iX) = Jrp(X) for ali X E 9c· 
Prove that ± i are the only eigenvalues of J and that the corresponding 
eigenspaces g~ are ideals of 9c having 9c as their direct sum. 

(b) Let fi±(X) = i-(rp(X) =f iJrp(X)) (X E g0). Prove that p+ (resp. p-) is a 
Lie algebra isomorphism of g (resp. the complex conjugate of g) with g: 
(resp. g;:-). 

(c) Let A and B be associative algebras over an algebraically closed field of 
characteristic O, and Jet C = A @ B. Prove that the irreducible representa­
tions of Care exactly those of the form PA@ pB, where PA (resp. PB) is 
an irreducible representation of A (resp. B). (Hint: Let p be an irreducible 
representation of C in V. Let U <;; V be a subspace invariant and irredu­
cible under the representation p~ (a,_.. p(a@ lB)) of A. For b E B, Jet 
p~(b) = p(!A@ b), and let Ub = p~(b)[U]; if Ub -:F O, it is invariant under 
p~, and the subrepresentations defined by U and Ub are equivalent. Observe 
now that V= ~bEB Ub, and conclude that p~ ~PA@ 1 for some irre­
ducible representation PA of A.) 

(d) Assume that G is simply connected. Prove that the irreducible representa­
tions of G0 in complex vector spaces are precisely ali representations of 
the form 7t 1 @ 7r1oni, where 1t 1 and 7r 2 are irreducible complex analytic 
representations of G and 1r1oni is the complex conjugate of the representa­
tion 1t2 • (Hint: Let Glc be the universal enveloping algebra of gc, @~ the 
subalgebras generated by g~. Then Glc ~ G~: @ Gl;:-. Now apply (c) to 
conci ude that the irreducible representations of 9c ~ g: x g;:- are precisely 
those of the form p+ @ p-, where p± are irreducible representations of 
g~, and puii back p± to g through fi±.) 

For details, see Cartier, Expose no 22, Seminaire Sophus Lie [1]. 

33. Let G be a complex semisimple analytic group with Lie algebra g. Let G0 

(resp. g0 ) denote the real analytic group (resp. Lie algebra over R) underlying 
G (resp. g). Let U <;; G0 be a compact real form of G and 11 <;; g0 the corre­
sponding subalgebra. Write ţJ = ( -1) 1/ 211. 

(a) Prove that [ll,ţJ] <;; ţJ and [ţJ,ţJ] s::; 11. 

(b) Prove that for any X E ţJ, ad X is semisimple and has only real eigen­
values, and that (ad X)2 leaves ţJ invariant. 

(c) Let a (Z r--> za) be the conjugation of g with respect to li. For X, Y E g, 
Jet (X,Y) = -(X,Ya). Prove that ( ·, ·) is a positive definite scalar product 
for g and that for X E li (resp. X E ţJ) ad X is a skew-Hermitian (resp. 
Hermitian) endomorphism of g with respect to this scalar product. 

(d) Prove that exp[ţJ] is closed in G. (Hint: Let x. E ţJ and exp X. = 
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Pn----> p E G as n----> =. By (c) above and Exercise 12(c) of Chapter 2, 
there exists a Hermitian L E gl(g) such that ad Xn ----+ L. Since ad is faith­
ful, Xn ---+ X E ţJ.) 

(e) Let 1f1 be the map (k,X) c---+ k exp X of U x ţJ into G0 • Let/, g be the entire 
functions on C defined by f(z) = (cosh z - 1)/z = ~n::>o zZn+ 1f(2n + 2) !, 
g(z) = (sinh z)/z = ~n::-o z2"/(2n + 1)! (z E C). Prove that, with appro­
priate identifications of Lie algebras, (dlf/)(k,XJ (k E U, X E b) is the linear 
map Ad(exp X) o L of tt x lJ into g0 , where L: tt x p --• g0 is the map 
given by 

L(Z,Y) = (Z + f(ad X)(Y)) + g(ad X)(Y) (Z E tt, Y E p). 

(f) Prove that 1f1 is an analytic ditfeomorphism of U x lJ onto G0 • (Hint: 
By (b), g(ad X) leaves lJ invariant and is invertible on p. Conclude from 
(e) that L is bijective. By (d), U exp[p] is both open and closed in G0 , so 
Go = U exp[p]. To prove that 1f1 is one-to-one, use the uniqueness of 
polar decomposition in GL(g).) 

(g) Deduce from (f) that U and G ha ve the same fundamental group. 
(h) Deduce from (g) that center (G) is finite and coincides with center (U). 
(i) Deduce from (h) that U is a maxima! compact subgroup of G. (Otherwise 

there would exist nonzero X E ţJ such that ali eigenvalues of Ad(exp X) 
= e•d x are of absolute value 1.) 

34. (a) Let G, (i = 1, 2) be a complex semisimple analytic groups, and let U; 

bea compact real fonn of G;. Prove that any real analytic homomorphism 
of U1 onto U2 can be extended uniquely to a complex analytic homo­
morphism of G 1 onto G2 • (Use (h) of Exercise 33.) 

(b) Deduce from (a) that the complex analytic group containing a given com­
pact connected semisimple group as a real form is determined up to a 
complex analytic isomorphism. 

(c) Let G be a complex analytic semisimple group, U a compact real form 
of G. Prove that the restriction map n c---+ n 1 U induces a bijection of the 
set of ali equivalence classes of irreducible complex analytic representa­
tions of G onto the set of ali equivalence classes of irreducible represen­
tations of U. 

35. Let G be a compact analytic group, g its Lie algebra. 
(a) Prove that G is isomorphic to (C x H 1 x · · · x H,)/F, where C is a torus, 

the H, are compact, semisimple, and simply connected and have simple 
Lie algebras, and Fis a finite normal subgroup. 

(b) Deduce from (a) that n 1 (G) is finite if and only if G is semisimple. 
(c) Prove that G = exp[g]. 
(d) Use (a) to generalize the results involving maxima! tori of compact semi­

simple groups to the case of arbitrary compact connected Lie groups. 

Exercises 36-40 deal with universal complexifications of compact analytic groups 
(cf. Hochschild [1] for full details). The main result is that these are precisely the 
complex reductive groups-namely complex analytic groups that possess a faithful 
complex analytic representation and ali of whose complex analytic representations 
are semisimple. 
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36. (a) Let G be a compact topologica! group satisfying the second axiom of 
countability. Prove that given any open neighborhood Nof the identity, 
there is a closed normal subgroup H of G and an integer 11 :;:::: 1 such that 
H <:::: N and G/H is isomorphic to a compact subgroup of U(11,C). (Hint: 
By the Peter-Weyl theorem, for each x E G" N there is a representation 
Px of G such that px(x) =1= id. Select a neighborhood Nx of x such that 
Px(Y) =1= 1 for y E Nx, choose Xt. . .. ,xk E G" N such that G" N <:::: 

U~~~~k Nx,, and consider the direct sum of the Px,.) 
(b) Suppose G is a compact Lie group. Prove that G has a faithful representa­

tion. (Hint: Use Exercise 39 of Chapter 2.) 
(c) Suppose Gc is a complex analytic semisimple group and that G is a compact 

real form of Gc. Ifn is a complex analytic representation of Gc whose kernel 
Fis a discrete subgroup of Gc, prove that F <:::: center (G). Deduce that 1l 

is faithful if and only if ni G is a faithful representation of G. 
(d) Prove that any complex analytic semisimple group has a faithful complex 

analytic representation. (Hint: Apply (c) to the universal covering group 
Gc of the given complex analytic group.) 

37. (a) Let G be a compact analytic group, (Gc,Y) its universal complexification. 
Prove that y is an isomorphism of G onto a compact real form of Gc. 

(b) Let Gc be a complex analytic semisimple group, G a compact real form 
of Gc, and y the inclusion map of G into Gc. Prove that (Gc.Y) is a universal 
complexification of G. 

38. (a) Let G = T•, Gc = cx•, and y the inclusion map of G in Gc. Prove that 
Gc is reductive, that G is the largest compact subgroup of Gc, and that 
(Gc,y) is a universal complexification of G. Prove also that ifn is a complex 
analytic representation of Gc such that kernel (n) n G is discrete, then 
kernel (n) <:::: G. (Hint: For the Jast assertion, Jet S <:::: z• be such that the 
characters (zt. ... ,z.)--> z~· · · · z~" ((at. ... ,a.) E S) are ali the irreduci­
ble constituents of n. Then S generates a subgroup of finite index in z• 
and so S spans R•. lf (z~> ... ,z.) E kernel (n), Li ai log 1 zi 1 = O for ali 
(at. ... ,a.) E S, and hence log 1 zi 1 = O for ali j.) 

(b) Let Ac be a complex analytic abelian group of dimension 11. Prove the 
equivalence of the following statements: 

(i) Ac is isomorphic to cx• as a complex analytic group. 
(ii) Ac has a faithful complex analytic representation, and there exists 

a finite subgroup F of Ac such that ali complex analytic representations 
of Ac/ F are semisimple. 

(iii) Ac is reductive. 
(iv) There exists a real form A of Ac which is a maxima! compact sub­

group of Ac. 
(v) Let y be the identity map of Ac. Then there exists a compact real 

form A of Ac such that (Ac,y) is a universal complexification of A. 
(vi) There exists a compact real formA of Ac with the following property: 

every character A extends to a complex analytic homomorphism of 
Ac into cx. 

(Hint: To prove (iii) => (i), observe that we can write the reductive 
group Ac in the form cx• / D, where D is a discrete subgroup with D n T• 



402 Complex Semisimple Lie Algebras and Lie Groups Chap. 4 

= ( 1). Now use (a). To prove (ii)=> (iii), let 11: be a complex analytic 
representation of An such that 11: 1 F is a character of F, and let m be the 
order of F. Then 11: @ · · · @ 11: = n'Sm is semisimple, so n(x)®m is semi-
~ 

m factors 

simple for ali x E A,. This implies that n(x) is semisimple for ali x E A,.) 

39. Let G, be a complex analytic group with Lie algebra (Jc. Assume that n, is 
reductive, and let fJ, = [n"n,], a, = center(n,). Denote by H, and A, the 
complex analytic subgroups of G, defined respectively by fJ, and n,. 
(a) Prove that H, and A, are closed and F = Hc n A, is finite. 
(b) Prove that G, is reductive if and only if A, is reductive. (Hint: If G, is 

reductive, so is A, by the implication (ii)=> (iii) of Exercise 38(b). For the 
converse, if A, is reductive, use the results of §3.16 to prove the semi­
simplicity of complex analytic representations of G,. To construct a faithful 
complex analytic representation of G" observe that any complex analytic 
representation of H, may be extended to one of G,.) 

(c) Suppose G, is reductive. Prove that G, has compact real forms, that these 
are precisely the maxima! compact subgroups of G" and that any two such 
are conjugate inG,. (Hint: First prove these results when G, ~ H, x A,.) 

40. Let G, be a complex analytic group, G a compact real form of it. Denote by 
y the inclusion map of G into G,. Prove the equivalence of the following state­
ments: 

(i) G, is reductive. 
(ii) G is a maxima! compact subgroup of G,. 

(iii) (G"y) is a universal complexification of G. 
(Hint: Write G =HA, where H is a compact real form of H, and A is a compact 
real form of A,. Assume (ii), and let B bea maxima! compact subgroup of A,. 
Then As B and HB = G, so B s (G n A,)0 =A. Now use Exercises 38 
and 39 to get (i). To prove (i) => (iii), observe that H n A = H, n A, under 
(i). To prove (iii) => (i), prove that any character rp of A extends to a complex 
analytic homomorphism of A, into cx by constructing a representation p 
of G such that p 1 A = rp • id, and using (iii).) 

41. Let G be a compact analytic group. 
(a) Let x E G, and let Gx be the centralizer of x in G. Prove that x E G~, 

the component of identity of Gx. (Note that x belongs to a torus.) 
(b) Let A s G be a torus, and Jet x E G centralize A. Prove that there is a 

maxima! torus of G containing A and x. (Let T be a maxima! torus of 
G2 containing A. Use (a) to prove that x E T and that T is a maxima! 
torus of G.) 

(c) Deduce from (b) that centralizers of tori in G are connected. 
(d) Let G = S0(3,R) and x = diag(l,-1,-1). Verify that the centralizer of 

x in G is not connected. 

42. Let G bea compact semisimple analytic group, n its Lie algebra, Ba maxima! 
torus of G, and u the corresponding subalgebra of G· G' is the set of regular 
points of G; B' = G n B'. jj is the normalizer of B inG. ldentify B/B with the 
Weyl group Ju. B+ is a connected component of B'. G* = G/B, x >--+ x* is the 
natural map of G onto G*, and lţl*(x*,b) = bx (b E B, x E G). 
(a) G' is connected and 7r 1(G) = 7r 1(G'). (The main point here is that 
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dim(G""' G') = dim(G) - 3. This remarkable fact was noticed by Weyl 
and was exploited by both Weyl and Cartan. See Helgason [1], Chapter 7, 
for a very careful treatment of this resul!.) 

(b) Prove that 'lf* is a covering map of G* x fi+ onto G' and that '!f*(xi,b1) 
= 'lf*(xLb 2 ) (b,. E B •, x,. E G) if and only if there is an element y E B 
such that y leaves B + invariant and b2 = b~, x 2 = x 1 y- 1. (First prove the 
corresponding result with B' instead of B+. Then note that 'lf*[G* x B+] 
is both open and closed in G'.) 

(c) Deduce from (b) that lll acts transitively on the set of ali connected 
components of B'. 

(d) Suppose G is simply connected. Prove that both B+ and G* are simply 
connected and that 'lf* is an analytic diffeomorphism of G* x B+ onto 
G'. Deduce that in this case ll1 acts simply transitively on the set of aii 
connected components of B'. 

(e) Let G be simply connected. Prove that the centralizers in G of regular 
elements are maxima! tori. (Let x c: 8+, and Jet yxy- 1 = x. Then y E B 
and (B+)v = B+, so y centralizes u by (d). Compare this with (d) of 
exercise 4!.) 

43. Let G be a compact analytic group which is semisimple, n its Lie algebra, 
Ba maxima! torus, and u the corresponding subalgebra of !1· Let L(R), L(G), L 
and (, be as in §4.13. 
(a) Prove that the map Â >--> ~Â induces an isomorphism of L(R) with the group 

of ali characters of B which are ttivial on center(G). (Use Exercise 46 
below to prove that the weights of the representations of A D[G] belong 
to L(R).) 

(b) Deduce from (a) that L(G)/L(R) is canonically isomorphic to the character 
group of center(G). 

(c) Prove by similar reasoning that L/L(G) is canonically isomorphic to the 
character group ofn 1(G). 

(d) Deduce the isomorphisms (non canonica!) center(G)"" L(G)/L(R), 7t 1(G) 
"" L/L(G). 

(e) Suppose that G is simply connected. Let A = (a,.J be the Cartan matrix 
of <nouc) with respect to some simple system of roots. Prove that center(G) 
is isomorphic to the abelian group which has l generators (/ = rk(G)) 
~ 1, ... ,~, subject to the relations L: 1 ,. 1 a,.j~i = O ( 1 .C::: j .C::: /). Hence 
show that the order of center(G) is 1 det (A)[. 

(f) For any simple Lie algebra n over C, let C(n) denote the center of the cor­
responding simply connected complex (or compact) group. Obtain from 
(d) the following isomorphisms (here, for any integer p 2:: 2, Zp is the 
group Z/pZ and O is the group having only the identity): 

(l odd) and C(D,)"" Zz EB Z 2 (/ even), C(E5 )""" Z 3 , C(E7 ) "'=' Z 2 , while 
C(E8 ), C(G2), and C(F4 ) are ali "" O. 

(g) Deduce the simple connectedness of SU(n,C) (n 2:: 2) and Sp(n) (n?: 1) 
and the relations n 1 (SO(n,R)) = Z 2 (11 2:: 3). 

44. Let G bea compact analytic group, Ba maxima! torus, E and F two subsets 
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of B. Suppose there is a y E G such that EY = F. Prove that there is z E G 
such that z normalizes B and E" = F. (Hint: Let H be the component of the 
identity of the centralizer of Fin G. Note that B and sv are two maxima] tori 
of H.) 

45. fl is a semisimple Lie algebra over C, f) a CSA, G a complex analytic group 
with Lie algebra [l. 

(a) Prove that exp[fJ] is the centralizer of f) in G. (Use Theorems 4.9.1 and 
4.12.5 and Exercise 33(h).) 

(b) Let f bea subspace off), 3 the centralizer off in ll· Determine 3 in terms of 
the root space decomposition of (g,f)), and prove that 3 is reductive. Prove 
also that the center of 3 consists of ali H E f) with the property that 
rt(H) = O for every root rt of (g,f)) which vanishes identically on 1. Deduce 
that the adjoint representation of (l remains semisimple on restriction to 0. 

(c) Let Z be the complex analytic subgroup of G defined by 0. Prove that 
Zis the centralizer of 1 in G. (Let y E G centralize 1. By Theorem 4.1.3, 
for somez E Z, x = zy centralizes r and f)x = 1). By (4.9.5) and Theorem 
4.15.17 of the appendix, for some z' E Z, z' x centralizes f). Now use (a).) 

46. Let G bea compact Lie group. Suppose ffi is a set of irreducible representations 
of G such that (i) the trivial representation belongs to ffi, (ii) if n E ffi, then ffi 
contains a representation equivalent to the contragredient of n, and (iii) if 
x E G and x -=F 1, there is a 7t E ffi such that n(x) -=F 1. Prove that every 
irreducible representation of G occurs as a constituent of some tensor product 
7t 1 @ · · ·@ nk for suitable n~> ... ,nk E ffi. 

47. (a) Let G bea semisimple real analytic group with Lie algebra [1, Gc a complex 
analytic group with Lie algebra [le, y an R-analytic homomorphism of G 
into Gc such that C · dy[g] = llc· Prove that the following statements are 
equivalent: 

(i) (Gc,Y) is a universal complexification of G. 
(ii) If rp is any representation of G in a complex vector space V, there 

exists a complex analytic representation n of Gc in V such that rp = 

7t o y. 
(iii) lf Hc is a complex semisimple group and rp is an R-analytic homo­

morphism of G into Hc. there exists a complex analytic homomor­
phism 7t of Gc into Hc such that qJ = 7t o y. 

(Hint: To prove that (iii) => (i), Jet Ac be a complex analytic group with 
Lie algebra ne and 1f1 : G --> Ac an R-analytic homomorphism. Prove the 
existence of a Levi subalgebra 111c S Clc such that dlf/[(l] S 111c.) 

(b) Let G be as in (a), and Jet (Goy) be a universal comp\exification of G. 
Suppose D is the kernel of y. Prove that D is a discrete central subgroup 
ofG. 

(c) Show that G/ D bas a faithful representation and that Dis the intersection 
of the kernels of ali representations of G. 

(d) Give an example of a complex analytic semisimple group Gc and a real 
form G of it such that Go together with the inclusion map of G into it, 
is not a universal complexification of G. 
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(Observe the contrast with compact real forms. For another treatment of 
complexifications of real semisimple groups, see Harish-Chandra [3].) 

48. Let n be a semisimple Lie algebra over C, m its universal enveloping algebra, 
ro E N the Casimir element. 

(a) Let 1l be any representation of tii. Show that tr n(ro) is a rational number 
~o. 

(b) Let J1. E C and let 5" = til(ro - J1. • l)ll). Prove that 5'" is a proper two­
sided ideal in N. (Hint: Observe that 5'" = t~(ro- Jl.• 1), and show that 
ali elements of 5'" ha ve degree ~ 2.) 

(c) Let \!(" = N(J". Prove that 9(" is a finitely generated algebra and that if 
J1. is not a nonnegative rational number, 9(" has no finite-dimensional 
representation. (See Harish-Chandra [1].) 

Exercises 49-51 deal with the famous reciprocity between representations of the 
permutation and unitary groups. For full details, see Weyl [1, 5]. 

49. Let n bea finite group, A its group algebra of ali formal sums a = LsEn a(s)s 
(a(s) E C). For a= L• a(s)s EA, â = Ls a(s-I)co•is. We denote by r the 
right regular representation of A. U is a finite-dimensional vector space, and 
1l is a representation of n in u. 
(a) Prove that 1l: a = Ls a(s)s r--+ Ls a(s)n(s) is a representation of A in U. 

Prove further that there is a unique two-sided ideal A0 c;: A such that 
1l is a bijection of A0 onto n[A]. 

(b) Let B = n[A]' ( = the algebra of endomorphisms of U commuting with 
n[A]). Prove that the action of B on U is semisimple and B' = n[A]. 

(c) For any a E A, let U(a) be the range ofn(a). Prove that U(a) is invariant 
under B. Conversely, let U' bea subspace of U that is invariant under B. 
Prove that there is an idempotente E A0 (e2 = e) such that U' = U(e). 
(Hint: Let U" bea B-invariant subspace compJementary to U', and Jet L 
be the projection U ---> U' mod U". Then L E B'.) 

(d) Let a, b E A0 • Prove that U(a) c;: U(b) if and onJy if aA c;: bA. Deduce 
that p: aA r--+ U(a) is a well-defined inclusion preserving bijection of the 
Jattice L(A0 ) of ali right ideaJs of A that are contained in A0 onto the 
lattice La( U) of ali B-invariant subspaces of U and that for any E E L(A0 ), 

p(E) = La EE U(a). (Hint: Let U(a) c;: U(b), let N = null space of 7l(b), 
and Jet U" be a B-invariant subspace compJementary to N. lf u E U, 
3 unique u" = Lu E U" such that n(a)u = n(b)u". Show that L = n(c) 

for some c E A0 and a = bc.) 
(e) For any EE L(A0 ) (resp. VE La( U )), let r(E) (resp. P< V)) be the sub­

representation ofthe right reguJar representation of A (resp. the representa­
tion of B in U) defined by E (resp. V). Suppose E, F E L(A0 ), V= p(E), 
W = p(F). Prove that the following statements are equivaJent: 

(i) For some c E A0 , cE = F. 
(ii) P< W) is equivalent to a subrepresentation of P< V). 

(iii) r(F) is equivalent to a subrepresentation of r(E). 
(f) Let eo be the idempotent such that e 0A0 = A0e 0 = A0 , and Jet e 0 = 

Lt e1. where the e 1 are primitive idempotents. Prove that the U(e1) are 
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irreducible, U = ~; U(e;) is a direct sum, and that the subrepresentations 
defined by U(e;) and U(er) are equivalent if and only if the irreducible 
representations of II defined on e;A and erA by right translations are 
equivalent. Let S(B) be the set of equivalence classes of irreducible repre­
sentations of B occuring in U, and for each ll E S(B) let Uu be the linear 
span of ali invariant subspaces of U that are irreducible and transform 
according to ll. Further, Jet e~ (IX E 1) be the irreducible characters of 
II such that A0 = ~~u e~A is the decomposition of A0 into minimal 
two-sided ideals. Prove that there is a bijection IX >---> ll~ of 1 onto S(B) 
such that U(e~) = Uu. for ali IX E 1. 

(g) Convert A into a Hilbert space by defining (a,b) = ~sE Il a(s)b(s)coni. For 
any E E L(A0 ) Jet E' = A0 n EL. Prove that E' E L(A0 ) too. Supposing 
U to be a Hilbert space and n to be a unitary representation, prove that 
for any· EE L(A0 ), p(E') is the orthogonal complement of p(E) in U, 
and further that 

p(E) = {u: u E U, n(â)u = O for ali a E E'}. 

Hence deduce the result that the B-invariant subspaces of U are precisely 
those that are given by "symmetry conditions" of the form ~sEn c,n(s)u 
=O (c, E C). 

50; Let V= c•, Jet {e~> ... ,e.} be the canonica! basis of V, and Jet G = U(n,C). 
B is the subgroup of diagonal matrices of G which we identify with T• via the 
map diag(at. ... ,a.)>---> (at. ... ,a.). Let !?. 1 be an integer, U = V \8) · · · 
® V (f factors). For any endomorphism L of V, Vfl = L ® · · · ® L 
(f factors). II is the permutation group of {1, ... ,/}, and n: s >---> n(s) the 
natural representation of II in U. Let notation be as in Exercise 49. 
(a) Prove that A 0 = A (i.e., n is a faithful representation of A) if and only 

if n?. f. 
(b) Prove that B is the linear span of the endomorphisms xtfl (x E G). (Hint: 

By the unitarian trick, the xtfJ (x E G) have the same linear span as the 
Vfl when L runs through the algebra of endomorphisms of V. Prove now 
that if E is an endomorphism of U such that tr(UVfl) =O for ali L, 
then tr(Uy) =O for ali y E B.) 

(c) Let n?. f. For integers / 1 ?. · · · ?. J" ?. O, Jet n(ft. ... ,/~) be the irre­
ducible representation of G described in Exercise 31. Use the results of the 
preceding exercise to set up the one-to-one correspondence between the 
irreducible characters o fii and the irreducible representations n(/1 , ••• ,J") 
with / 1 + · · · + J" = f. 

(d) Prove that the spaces of symmetric and skew-symmetric tensors in U are 
invariant and irreducible under the act ion of Gtfl, the corresponding rep­
resentations of G being respectively n(f,O, ... ,0) and n(l, ... , 1 ,0, ... ,O). ___,__...., 

f terms 

(e) For any sequence (g1 , ••• ,g.) of integers g;?. O with g 1 + · · · + g. = /, 

Jet ll(gt. ... ,g.) denote the subgroup of II of ali permutations which 
permute the first g 1 numerals of {1, ... ,/} among themselves, the next 
g 2 numerals among themselves, and so on. For any conjugacy class f 
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Of ll Jet Cg,, ... ,g,(f) be the number Of eJements On f n ll(gh ... ,g.). 
Suppose X is the character of an irreducible representation of G occuring 
in u and e is the corresponding character of n; then prove that for any 
diagonal matrix a = (ah ... ,a.), 

X(ah ... ,a.)=~ W) ~ Cg•,··::~ .. (f~af' ···a!"· 
' g,, ... ,g, gJ. g •. 

(Hint: Let e = ~sErr e(s)s be a primitive idempotent corresponding to 
X. For i 1> ••• Jr, Jet r(i], ... Jr) be the stabilizer in ll of e,, @ · · · @ e,1 • 

Then 

X(a) = ~ e(s) tr(n(s)acf>) 
sE II 

= ~ a,, · · · a,1 ~ e(s) 
IJ, ... ,ir sEr(i~ •... ,iJ) 

Now e is the character of the subrepresentation defined by eA of the 
right Tegu)ar representation Of n, SO ecs) = ~rE IT e(tst- 1).) 

51. Let notation be as above. 
(a) Prove that any s E TI can be written as a product of cyclic permutations 

no two of which involve a common numeral and that this representation 
is unique. 

(b) Let i1 ,iz, ... be integers :2:: O such that i1 + 2iz + · · · = f Prove that the 
set [i 1 iz ... ] of ali s E fl in whose decomposition there are i 1, cycJes with 
1 numeral, iz cycles with 2 numerals, etc., is a conjugacy class of TI and 
that every conjugacy class of TI may be obtained this way. Deduce that if 
f is any conjugacy class, f = r- 1 • Prove also that the number of elements 
in [it iz ... ] is f!/l'•i,! 2'•i2 ! 3''i3! .... 

(c) Let g" ... ,g. :2:: O be integers with g 1 + · · · + g. = f Prove that the 
number of elements in ll(g" ... ,g.) belonging to the conjugacy class 
Utiz · · ·] is 

here rx runs from 1 ton, and the sum is extended over ali possible sequences 
i1" ... .iz 1, ... , ... ,i. 1, ... of integers :2:: O satisfying the equations 

~ Viz, = gz, ... , ~ Vinv = gn 
V V 

(d) Let U 1 =a~+ az +···+a~ (r = 1,2, ... ). Prove that the characters 
X of G and the character e ofll of Exercise 50(e) are related by the formula 
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(e) Let n(f) be the number of elements in the conjugacy class t of IT. Prove 
that 

the sum being extended over ali irreducible characters of IT. (Hint: Use 
the orthogonality relations.) 

(f) Deduce from (e) the following formula: 

(g) Let/1 ~ · · · ~ f,. ~ O be integers with / 1 + · · · + f,. = /, X the character 
of the representation n(ft. ... ,f,.) of G (cf. exercise 31), and e the 
corresponding character of IT. Let D(at. ... ,a") = IT,<j (a1 - aj), h, = 
/;+n-i (1 ::S: i ::S: n). Show that ~([i1 i2 • • ·]) is the coefficient of a1• ···a~· 
in D(a 1, ••• ,a")U'W'l .... Deduce that the characters of IT are integer­
valued functions on IT. 

In Exercises 52-55, for any c= manifold N of dimension n, H(N) denotes 
its De Rham cohomology algebra (cf. Exercises 29-34 of Chapter 2); Hk(N) is 

the subspace of H(N) spanned by elements of degree k (O ::S: k ::S: n); PN(t) = 

L:o<::k<::n dim Hk(N)tk is the Poincare polynomial of N. 

52. Let G be a compact connected Lie group of dimension g acting smoothly and 
transitively on a c~ manifold M of dimension m. We assume that (G,M) 
is a symmetric pair (cf. Exercise 33, Chapter 2). Let y 0 E M, Jet H be the 

stabilizer of y 0 inG, and Jet p (h c-+ p(h)) be the representation of H induced on 
the tangent space Ty,(M) toM at y 0 • For 1 ::S: k ::S: m, Jet pk be the representa­

tion of Hin Ak(Ty,(M)) obtained from p. dh is the Haar measure on H such 

that J H dh = 1. 

(a) Prove that dim Hk(M) = J H tr pk(h) dh (1 ::S: k ::S: m). (The right side is 

the dimension of the subspace of Prinvariant elements in Ak(Ty,(M)); 

now use Exercise 33 of Chapter 2.) 

(b) Deduce from (a) that PM(t) = J H det(l + tp(h)) dh 

(det(l + tp(h)) = 1 + L: tr(h(h)) · tk). 
t::;_kS_m 

(c) Prove that M is orientable if and only if det p(h) = 1 (h E H). 
(d) Use (a) and (c) to prove that if Mis orientable, dim Hk(M) = dim Hm-k(M) 

(O ::S: k ::S: m). (Hint: If a(h) is orthogonal with respect to a scalar product 

in T,.,(M), tr ak(h) = tr am-k(h), 1 ::S: k ::S: m, since det a(h) = 1.) 

53. Let G be a compact, semisimple, connected Lie group; B, a maxima! torus of 
G; 1 = rk(G) 

(a) Prove that PG(t) = [\u)- 1(1 + t)' L D(b) II.u. (1 + t~.(b)) db, where 

D is defined by ( 4.13.9) and [tu] is the order of the Weyl group tu. 



Chap.4 Exercises 409 

(b) Deduce from (a) that ~o-;ko;dim(Gl dim Hk(G) = 21• (Taking t = 1 in 

(a), this reduces to proving that f B II« ( 1 - e;(b)) db = [lu]. Observe 

now that the Fourier expansions of II« (1 - eh) and II«(! - e«) have 
the same constant term.) 

54. (a) Let H = U(n,C) x U(I,C), and Jet p be the representation of Hin C• 
given by p(x,() = (1/()x (x E U(n,C), 1 ( 1 = 1 ). Prove that the repre­
sentations pk induced by Hin Ak(C") (0 ~ k ~ n; Po is the trivial repre­
sentation) are ali irreducible and mutually inequivalent. (Use the fact that 
the representations of the Lie algebra An-1 in Ak(C") (l ~ k ~ n) are 
irreducible and mutually inequivalent.) 

(b) Deduce from (a) that J H 1 det(l + lp(h)) 12 dh = ~oo:ko:n 1 t l2k for tE C, 

dh being the Haar measure on H such that J H dh = 1. 

(c) Let M = P.(C) be the complex n-dimensional projective space (= space 
of one-dimensionallinear subspaces of c•-+ 1 ; cf. Exercise 38 of Chapter 2). 
Prove that PM(t) = 1 + t 2 + · · · + t 2". (Let y 0 E M be the one-dimen­
sional subspace of C•+ 1 generated by (0, ... ,0, 1 ), H 0 , the stabilizer of Yo 
in U(n + 1,C) which acts transitively on M. Identify H 0 with Hin such a 
way that the representation of H 0 in Ty,(M) becomes equivalent to p 
defined in (a), but considered as a representation of Hin the real vector 
space underlying c•.) 

(d) Let s be the unit sphere in c•+ 1 given by z1z1 + ... + Zn+1Zn+1 = 1, 
and Jet n : S __. M be the map which sends each point of S into the 
one-dimensional subspace generated by it. Prove that there is a 2-form 
Q on M such that n*Q = dz 1 1\ dz 1 + · · · + dzn+1 1\ dz.+ 1 on S. 
Verify that Q is invariant under U(n + 1,C). 

(e) Prove that 1, [Q],[Q 1\ Q], ... ,[Q 1\ · · · 1\ Q] (n factors) are linearly 
independent and span H(M) (here, for any exterior differential form w 
on M with dw =O, [w] is the De Rham class in H(M) that contains w). 

(f) Let 1 ~ k ~ n, and Jet Mk be the subset of M consisting of ali one­
dimensional subspaces lying in the subspace of c•+ 1 defined by zk+Z = 

· · · = z.+ 1 = O. Verify that Mk is a compact submanifold of M, and 

evaluate f Q 1\ · · · 1\ Q (k factors) (after orienting Mk). 
M• 

(g) Let MR be the subset of M consisting of ali one-dimensional subspaces of 
cn+ 1 spanned by elements of R•+ 1 • Prove that MR is an analytic compact 
submanifold of M of (real) dimension n. Deduce from (c)-(e) that 

f w = O for any closed n-form on M. (lf n is odd, this is clear because 
Mu 

dim H•(M) =O by (c). lf n = 2k, note that Q 1\ · · · 1\ Q (k factors) is 
identically O on MR.) 

55. Let M be the space of projective lines in P 3(C) ( = space of 2-dimensional 
linear subspaces of C4 ; cf. Exercise 38 of Chapter 2). Prove that PM(t) = 
1 + t 2 + 2t4 + t 6 + tB. (Let U = U(4,C). Then U acts transitively on M, 
and (U,M) is a symmetric pair.) 

For these results cf. Cartan [3]. See Weyl [1] for calculations leading to the deter-
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mination of the Pa when G is c01;npact classical. See also Samelson [1], Borel [1]. 

56. Let g bea semisimple Lie algebra over C, I the algebra of polynomial functions 
on g invariant under the adjoint group of g. 
(a) Let P~> . .. ,Pt be homogeneous elements of I of degrees d~> . .. .dt respec­

tively (dj > O) which are algebraically independent and which generate 
I (together with 1). Prove that the coefficient of tk in the formal expansion 
of rrl<;i<;l (1 ~ td·)-! in powers of the indeterminate t is precisely the 
dimension of the subspace of homogeneous elements of degree k in /. 

(b) Deduce from (a) that the integers d 1, ••• ,d1 are uniquely determined (up 
to a permutation) by I (the d, are called the primitive degrees and the p, 
are said to generate 1 freely). 

(c) Let q~, . .. ,q1 be homogeneous algebraically independent elements of I 
such that deg(q1) = deg(p;), 1 <:=::: i <:=::: /. Prove that the q, freely generate /. 

(d) Let (lo bea real form of g. Prove the existence of homogeneous elements 
p~, . .. ,p1 of positive degree freely generating 1 such that each p 1 is real­
valued on 9o· 

57. Let k bea field of characteristic O, 1 an integer ::2- 1, and II1 the group of per­
mutations of ( 1, ... ,/} act ing naturally on k 1• S = ( e = (e ~> ... ,e1), e1 = ± 1 
for ali i}; s+ = (e: e 1 • • • e1 = + 1}. S is considered an abelian group under 
componentwise multiplication and is allowed to act on k 1 as follows: 
e: (a~, ... ,a1) ~--+ (e 1 a~, ... ,e1a1). :ll and :r;+ are the subgroups of G L(l,k) 

defined by :ll = S Ilt. 'I)+ = c;+ II 1• x 1 are the linear forms (a 1, .•• ,a1) >-4 a1 

on k 1• J, 1, J+ are the respective algebras of polynomials in the x 1 invariant 
under II1, :ll, :lJ+. t is an indeterminate. 
(a) Prove that coefficient of the polynomial II 1 <Yt (t + x;) freely generate J. 

(b) Prove that the coefficients of II 1 s;s1 (t + xl) freely generate /. 
(c) Let pj be the coefficient of tj in III<;:iSI (t + xl) (1 <::;:j <:=::: 1 ~ 1). Let 

Pt = x 1 • • • x 1• Prove that P~> . .. ,Pt are algebraically independent and, 
together with 1, generate J+. (Hint: Write a(e) = e 1 • • • e1, and caii a 
polynomial fin the x 1 skew if /' = a(e)f for ali e E S. First prove that 
fis skew if and only if f = p 1g for some polynomial g which is invariant 
under S. Use this to prove that J+ = I + Ptl, the sum being direct. Now 
use (b).) 

58. Let g bea classical simple Lie algebra over C and n, the basic representation 
of g, namely, the one which defines it. Let F(t: X) = det(t + n(X)) (X E (J, 

t an indeterminate). I is as in Exercise 56. 
(a) Let g = A 1• Then F(t: X) = t1+ 1 + ~ 1 .;,:c:;1 p,(X)'- 1, and the p, 

(1 <:=::: v s /) freely generate /. 
(b) Let g = B1• Then F(t: X)= ! 21 + 1 + ~I<v<Lp,(X)th-I, and the p, 

(1 <:=::: v <:=::: /) freely generate /. 
(c) Let g = C1• Then F(t: X)= t 21 + ~ 15 ,<1 p,(X)t 2 (v-Jl, and the p, 

(1 <:=::: v <:=::: /) freely generate /. 
(Hint: For these results, use Exercise 57, the calculations of §4.4, and Cheval­
ley's theorem.) 
(d) Let (l = D 1• Prove the existence of an element Pt E I such that Pt(X)2 = 

det n(X) for ali X E g. Verify that p 1 is homogeneous of degree /. 
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(In tbe notation of §4.4, det 1t(X) = ( -1)1A1(X)2 • • • A1(X) 2 if X= 
(diag(a~o ... ,a1),0,0). Observe now tbat A1 • • • A1 is invariant under tbe 
Weyl group, so 3 Pz E [p sucb tbat Pzl {J = ( -1)112A 1 • • • Az.) 

(e) Let g = D 1• Tben F(t: X) = t 21 + p1(X)2 + ~~~.~z-t p.(X)t 2•, and tbe 
p. (1 :::;; v < /) freely generate 1. (Hint: Use Exercise 57.) 

(f) Obtain the primitive degrees of the classical simple Lie algebras. 

59. Prove that the primitive degrees of !1 = G2 are 2 and 6, and that tbose of F4 

are 2, 6, 8, and 12. 

60. (a) Determine for which of the simple Lie algebras g over C it is true that the 
coefficients of the characteristic polynomial of ad X generate /. 

(b) Let g = Az. 1t an irreducible representation of g with bighest weight A. 
Determine necessary and sufficient conditions on A which ensure that tbe 
coefficients of tbe characteristic polynomial of n(X) generate /. 

61. Let k bea field of cbaracteristic O, g = !8((2,k), and H, X, and Yas in (4.2.1). 
p is a representation g in a (finite-dimensional) vector space V over k. 
(a) Prove that the formulae (4.2.5) detine an irreducible representation n1 

of g, tbat these are ali tbe irreducible representations of g, and tbat tbey 
stay irreducible in any extension field of k. 

(b) Let dk be tbe multiplicity witb wbicb 1tk occurs in p. Let V. = (v: vE V, 
p(H)v = tv} (t E Z). If W is tbe null space of p(X), prove tbat W is invari­
ant under p(H), tbat p(H) 1 W bas only nonnegative integral eigenvalues, 
and tbat dk = dim(Vk n W) (k = 0,1,2, ... ). 

(c) Prove that Vis tbe direct sum of tbe range of p(X) and tbe null space of 
p(Y). 

(d) Prove that p(X) maps Vk onto Vk+Z (k = 0,1,2, ... ), wbile p(Y) maps 
Vk onto Vk-z (k = 0,-1,-2, ... ). 

(e) Prove that ~k;;,o d2k = dim(V0). 

(f) Prove that dk = dim(Vk) - dim(Vk+ 2) (k = 0,1 ,2, ... ). 

62. (a) (Theorem of Jacobson-Morozov) Let g be a semisimple Lie algebra over 
a field k of characteristic O, X * O a nilpotent element of g. Prove the exist­
enceofelements H, Y E g such that [H,X] = 2X, [H,Y] = -2Y, [X,Y] = 
H. (See Jacobson [1] and also Kostant [1]. (H,X,Y} is called an S-triple.) 

(b) Let {H,X,Y} be an S-triple, a = k • H + k ·X+ k • Y, \Jx the centralizer 
of X. Prove that X and Y are nilpotent, H is semisimple, and ad H bas 
only integral eigenvalues. If n°(a) (resp. n•(a)) is the number of irreducible 
constituents in the decomposition of the adjoint representation of g 
restricted to a witb odd dimension (resp. even dimension), prove that 
n°(a) > 1 ( = rk g} and that n(o) = n°(a) + n•(a) = dim Bx > 1. Deduce 
that the following statements are equivalent: (i) n(o) = /, (ii) n•(o) = O 
and H is regular, and (iii) dim \Jx = /. 

(c) Let BH be tbe centralizer of Hand g2 = (Z: Z E g, [H,Z] = 2Z}. Prove 
that [!Jz,\JH] c:;: !Jz. If g~ = (Z: Z E !Jz, [Z,gH] = !h}, prove tbat X E g2. 
(Hint: Use representation theory of a and Exercise 61.) 

(d) Let k = R or C, G tbe adjoint group of g, and GH the analytic subgroup 
of G defined by BH· If k = C and X' E g2 , prove that there exists Y' E g 
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such that {H,X',Y'} is an S-triple if and only if X' E \]~. Prove also that 
in both the real and complex cases Gn acts naturally on the set Sn of ali 
S-triples containing H and that Sn splits into finitely many Gn orbits. 
Prove, finally, that Sn = GH • {H,X,Y} if k = C. (For the first assertion, 
X' E \]~ is necessary by (c). Prove, by a differential calculation, that 
Gn ·X' is an open subset of\]~ for each X' E \]~. Deduce from Whitney's 
theorem that 1]'2 splits into finitely many orbits, since \] 2 ""'\]~ is an algebraic 
set. If k = C, 1]'2 is connected, so there is only one orbit.) 

Exercises 63-68 study the orbit structure of the adjoint representation of a 
complex semisimple Lie algebra. As an outcome we also obtain the values of the 
primitive degrees as defined in Exercise 56. (See Kostant [1]; also, Varadarajan [!].) 
\] is a fixed semisimple Lie algebra over C, ~ is the set of nilpotent elements of g, 
and G is the adjoint group of\]. {J is a CSA, P is a positive system of roots of (g,I)), 
IX ~o ... ,IX1 are the simple roots in P, and n = L:~EP IJ~· 

63. Let O -=F X E \]. Denote by 3 the centralizer of X in\]. 
(a) Prove that (Y,Z) f-> <Y,[X,Z]) (Y, Z E g) induces a nonsingular skew­

symmetric bilinear form on n/3 x gfo. 
(b) Deduce from (a) that dim([X,I]]) = dim(g/o) is even. 
(c) Let Gx be the stabilizer of X inG. Prove that the map xGx f-> xx is an 

imbedding of G/G x into \J· Deduce that the orbit xa of X in\] is an analytic 
submanifold of\] of even dimension. 

64. (a) Suppose that {H,X,Y} is an S-triple with H E LJ and that IX1(H) :2: O for 
1 :S::: i :s;: /. Prove that IX 1(H) = O, 1, or 2 for each i = 1, ... ,1. (Let 
Y1 E IJ-~, be nonzero, Z = [X,Y;]. Then Z E I) + n. But [H,Z] = 

(2 - IX;(H))Z, so 2 - IX1(H) :2: 0.) 
(b) Let X be nilpotent. Prove that xx E 11 for some x E G. (Take an S­

triple {H,X,Y} and find x E G such that Hx E f) and IX(Hx) :2: O for ali 
IX E P.) 

(c) Prove that the set of nilpotent elements of a semisimple Lie algebra over 
R or C splits into finitely many orbits under its adjoint group. (By (a), 
3 only finitely many Hin a given CSA which form the first member of an 
S-triple. Now use ( d) of Exercise 62, and note that any semisimple element 
can be moved by the adjoint group into o ne of a fixed finite set of CSA's.) 

65. A nilpotent X E \] is called principal if the dimension of its centralizer is 
1 ( = rk(\])). 
(a) Let X E ~. {H,X,Y} an S-triple. Prove that X is principal if and only if 

H is regular and ali eigenvalues of ad H are even integers. 
(b) Let H, E f) be such that 1X/H1) = 2J1j, H = H 1 + · · · + H1. Let X, E g~, 

be nonzero, and Jet m1 be such that H = m1 H~, + · · · + m1H~,· Prove 
that m, > O for ali i. If Y1 E n~. is such that <X1,Y;) = 1, X= X1 + · · · 
+ X1, and Y = m 1Y1 + · · · + m1Y~o prove that {H,X,Y} is an S-triple 
and Xis principal. (m1 >O by Exercise 15(a); Xis principal by (a) above.) 

(c) The principal nilpotents in n forma Zariski-open nonempty subset of 11. 

(Hint: X' E n is principal nilpotent if and only if ad X' has rank n - /, 
where n = dim \].) 
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( d) Prove that the set of principal nilpotents is an open, dense, connected subset 
of;Jl, and forms a single orbit under G. Deduce that it is a regular complex 
submanifold of g of dimension n ~ 1 (n = dim g). (lf X' is a principal 
nilpotent, for suitable H, Y, x E G, {H,X = X'x,Y) is an S-triple, with 
H E 1), and (f.,;(H);::::: O for aii i. Then H = H 1 + · · · + H1 by Exercise 
64(a) and (a) above. Now use Exercise 62(d). For denseness, use (c) above 
and Exercise 64(b). X' 0 is thus locally compact; by Exercise 63(c), the 
imbedding of X 0 ' in g is regular.) 

(e) Let X bea principal nilpotent of g, {H,X,Y) an S-triple. Prove that Y is 
also a principal nilpotent. Prove further that ad H leaves Gx and Gr invari­
ant and that we can select bases {Xt. ... ,X1) for ()x, {Yt. ... ,Y1) for gy, 
and even integers At. ... ) 1 > O such that [H,X1] = A;X;, [H,Y;] = 

~.A;Y;, 1 :s;: i :s;: /. Deduce that Gx and Gr consist entirely of nilpotent 
elements. (By Exercise 62(d) and (d) above, we may assume that H, X, Y 
are as in (b). lf Z E Gx and [H,Z] = O, Z E 9x n {J = O. So ali eigenvalues 
of ad H in Gx are >O. If g, = [Z: Z E g, [H,Z] = sZ) and X' E (Jx, 
then (ad X')•(Z) E ~,22•+' g, for Z E g" q ;::::: 1; thus ad X' is nilpotent.) 

66. Let notation be as above. Let p; (1 :s;: i :S:: /) be homogeneous elements of 1 
(cf. Exercise 56) generating /. Let p be the map X~ (p 1(X), ... ,pt(X)) of g 
into C1• For c; E C1, V" is the set p- 1({c;}). If X E g is semisimple, nilpotent, 
etc., the orbit X 0 is said to be semisimple, nilpotent, etc. 
(a) Let p = p 1 {J. Prove that p is proper and dp is nonsingular at ali regular 

points of f). (If {co;} is a basis of {J*, z; the coordinates on CI, and 7t the 
product of aii (f., E P, then 3 a constant c ci= O such that p*(dz 1 1\ · · · 
1\ dz1) = cn · co 1 1\ · · · 1\ Olt. p is proper because if p(X) is bounded, the 
coefficients of the characteristic polynomial of ad X are bounded, so 
(f.,(X) is bounded for each root (f., (X E !)).) 

(b) Deduce from (a) that p maps 1) onto C1, and hence prove that p induces a 
bijection of the set of aii semisimple orbits onto C1• Deduce that for each 
c; E C1, V" is nonempty and contains a unique semisimple orbit. 
(p[l)] contains a Zariski-open subset of C1 by a standard result-cf. 
Jacobson [1] Chapter 9; p[(J] is closed since p is proper. So p[l)] = C1• 

For the second result, note that if X, X' E {J, p(X) = p(X') if and only if 
X and X' lie in the same lo-orbit, by Chevalley's theorem. Now use 
Theorem 4.9.1.) 

(c) Let SE g be a semisimple element; 3 the centralizer of S; 31 = :D0 
(cf. Exercise 45). Prove that if X E 3 ~> X is nilpotent in 01 if and only if 
it is nilpotent ing and that 3 n ;n <;; 01 . Prove also that if {H,X,Y) is 
an S-triple in 31 , (s + X)•xp tH ·-> S as t ----> O. Deduce that the closure of 
any orbit contains a semisimple orbit. (For the last result, use Jordan 
decomposition.) 

(d) Let c; E C1, and Jet SE v, be semisimple. Let 3 and 31 be as in (c). 
Prove that V, = {(S + N)x: x E G, NE 01 n ;Jl,}. Prove, further, that 
if N, N' E 31 n ~. S + N and S + N'are conjugate under G if and only 
if N and N' are conjugate under the adjoint group of 31 • (lf x E G and 
(S + N)x = S + N', then x centralizes S and so belongs to the analytic 
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subgroup of G defined by 3, by Exercise 45. But then x ]3 1 !ies in the adjoint 
groupof 01.) 

(e) Prove that each V.; splits into finitely many orbits. 
(f) Prove that the semisimple orbits are precisely the closed ones. Prove also 

that if X E fi is regular and e = p(X), then X 0 = ~· (Each orbit is 
a-compact, so by (e) and the Baire category theorem, V.; contains an 
orbit open in it. Using (e) repeatedly, we can write V.; = n 1 u · · · u nk, 
where each ni is an orbit, and is open in ni uni+! u ... u nb 
which is closed. So V.; has a closed orbit, namely nk. By (c) this must be 
semisimple.) 

(g) For any X E fi, prove that X 0 is open in its closure, hence that it is Iocally 
compact. Deduce that X 0 is a regular complex submanifold of g of dimen­
sion dim(g) - dim(gx), Ox being the centralizer of X. 

67. An element X E g is called principal if dim Ox = 1 where Ox is the centralizer 
of X. 
(a) Prove that X E g is principal if and only if the orbit X 0 has maximal 

dimension (among ali orbits) and that this dimension is n - 1. 
(b) Let X E g, and Jet X= S + N be its Jordan decomposition. Prove that 

X is principal if and only if Nisa principal nilpotent in the derived algebra 
of the centralizer of S. (Let 3 be as in Exercise 66(c). Then rk(0) = rk(g) 
and Ox = 3 n BN·) 

(c) Let eE C1• Prove that V.; contains a unique principal orbit which is 
open and dense in V.;. (Hint: Use Exercises 66(d) and 65(c).) 

(d) Deduce from (c) that p induces a bijection of the set of ali principal orbits 
onto C1• 

(e) Let X E g be principal. Prove that !Jx is abelian. (Take X. regular, n = 

1 ,2, ... , X.___, X. Ox. are CSA's and ---> l)x in the Grassman manifold 
of /-planes of !J. Use a compact ness argument to show that !Jx is abelian; 
see Kostant's paper [3].) 

68. Let p 1 , ••• ,p1 be homogeneous generators of/, d1 = deg(p;). We assume that 
d 1 ::::::; • • • ::::::; d1• X E n is a principal nilpotent; [H,X,Y} an S-triple; !Jy, 
Y 1, ••• , Y1, A 1, ••• ,A1 ha ve the same meaning as in Exercise 67(f). We assume 
A 1 ::::::; • • • ::::::; A1• Put v j = 1 + ~). i· E is the Euler vector field on l) which assigns 
to Z E n the tangent vector Z at Z. As usual, we identify the tangent spaces 
to G x C1 (resp. g) at each point with g x C1 (resp. fi). 
(a) Prove that [X,g] + !Jy = n is a direct sum. (Hint: See Exercise 6l(c).) 
(b) Let 1ţ1 be the map (x, (u~o .. . ,u1)) ~(X+ u1 Y 1 + · · · + u1Y1)x of 

G x C1 into !J. Deduce from (a) the existence of a connected open neigh­
borhood Nof (0, ... ,0) in C1 such that (d'lf)(x, (u,, ... ·"''' is surjective for aii 
x E G, (u~o ... ,u1) E N. 

(c) Let Z = !H, vj = vjuj (1 s j::::::; /, uj E C). Verify that 

(d) Let nN =[(X+ ul yl + ... + u.Y.)x: (u~o .. . ,Ut) E N, X E G}. Let a 
be the algebra of ali G-invariant holomorphic functions on ON and for 
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f E a, Jet/ be the holomorphic function on N defined by J(u 1, ••• ,u,) = 

f(X + u 1 Y 1 + · · · + u1Y 1), (u 1 , ..• ,u1) E N. Prove that 1~ J is an 
injection of a into the algebra of holomorphic functions on N and that if 
B is the differential operator 'L: 1 :::;<1 v1u1(aJau1) on N, Ef = E/ (f Ea). 

(e) Let 1 -s: j -s: /. Prove that p 1 is a linear combination of those monomials 
li';''··· U/' for which L:l:::k:::tVkmk = d;. 

(Ep1 = d1p1 and E(u';' · · · u;"') = CL: vkmk) • (u';' ···li;"')). 

(f) Prove that v 1 = d1 for 1 -s: j -s: /. (lf v 1 > d1 for some j, then d, < v, for 
s -s:j -s: t, so by (e), for s sj, p, is a polynomial of only u" ••• ,uj-1• 

p" . .. ,p1 are thus algebraicaliy dependent, contradicting (d). (Further, 
L: ~c:;;:::t v 1 = L: 1 :::rz d1 = !U + dim((l)), by Chevaliey's theorem and the 
results of the appendix.) 

(g) For any rx = m 1rt 1 + · · · + m1rt 1 E P, Jet O(rt) = m 1 + · · · + m 1• For 
any integer k :2: 1, Jet bk be the number of rx E P with O(rt) = k. Prove 
that b 1 :2: b 2 :2: · · · and that bk is the number of the d/s which are equal 
to k + 1. (Let H, X, Y be as in Exercise 65(b). Then [H,X~l =20(rx)X~ 
if rx E P, X~ E \].. By representation theory of C · H + C · X+ C · Y, bk 
is the number of the A /s which are :2: 2k .) 

69. V, V0 il, !u are as in 2-5 of the appendix to Chapter 4. cP (resp. S) is the graded 
polynomial algebra (resp. symmetric algebra) over Ve; p ~ p is the algebra 
isomorphism of cP onto S that extends the linear isomorphism of V* with V 
induced by the scalar produci of V. p ~ peoni (resp. u 1---> uconi) is the conjugation 
of cP (resp. S) corresponding to the conjugation of Ve* (resp. Ve) induced by 
V* (resp. V). 
(a) Prove that p,q ~ (p,q) = (a(qconi)p)(O) is a positive definite Hermitian 

bilinear form on cP xcP. (Hint: Let [e" ... ,e1) be an orthonormal basis 
of V* (over R). Then (e;' · · · e[', e~' · · · et') =o,,,,··· o,,,,r 1 ! · · · r1 !). 

(b) Let 1 (resp. J) be the algebra of tu-invariant elements of cP (resp. S), J+ 
(resp. J+) the linear span in 1 (resp. J) of the homogeneous elements of 
positive degree. Let H = [p: pE cP, a(u)p =o for ali u E J+). Prove that 
H is a graded subspace of cP and that cP = cP J+ + H is an orthogonal 
direct sum.(Hint: SJ+ = (cPf+)- andp E H=-(a(u)p)(O) =o \j u E sr. 
The elements of H are calied harmonic.) 

(c) Deduce from (b) that dim H = [lll]. 
(d) Let P be a positive system. Let 1C E cP be such that it is the element 

lLcP rx of S. For sE !U Jet f"(s) = det(s). Prove that 1C is skew-symmetric, 
i.e., 1C' = f"(s)n \j s E !U, and that In is the space of ali skew-symmetric 
elements of cP. 

(e) Prove that 1C E H. (lf li E J+, acu)n is skew-symmetric and of lower 
degree.) 

(f) Prove that deg( P) -s: deg(n) \j p E H and that deg(p) = deg(n) if and 
only if p = cn for some non zero constant c. ( Use the Poincare Series 
for H.) 

70. Let notat ion be as above, with w =(tu]; u 1 = l, u2 , ••• ,uw, a basis of homo­
geneous elements of H. V~ = (A: A E V0 1C(A) cf= 0}. 
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(a) Prove that ~ 1 o::;::;;w deg(u;) = i-w[P]. (lf P(t) is the Poincare Series for H, 

(b) For eE Ve, Jet <P.; (resp. 1.;) be the set of ali pin <P (resp. /) vanishing at e. 
Prove that if e E V~. <P.; = <P /.; and that <P = <P.; + H is a direct sum. 
(Since <P ~ 1@ H, <P = <P 1.; + H is a direct sum; observe now that 
[IU • eJ = W.) 

(c) Prove that if e E v;, the restriction map u ~ uilu. e is a linear isomor~ 
phism of H onto the complex vector space of ali functions on IU • e. Deduce 
that the representation oflu in H is equivalent to its regular representation. 

(d) Let U be the w X w matrix (ui,)l:::i<:w,sE••• where ui, = uj. Prove that 
det(U) = cn:Oi2lw, where c -=1= O is a constant. (Let r:t E P. Subtracting 

~ 

column s~s from column s, prove that a,W 2 lw divides det(U). Hence 
det(U) = cn:( 1i 2 lw, where cE <P. c is a nonzero constant by (a) and (c).) 

(e) Prove that there are unique rational functions v~. ..• ,vw such that 
~SEIU ujv~ = D jk ( 1 s;, j,k s;, w). (Let Q = u-l = (q,k)tEIU, 1 ::;;k::;;w; write 
qlk = vk. Then QU = 1 == ~Jg::;;w vkuk = D,, (sE lu) == ~J::;;k::;;w v~u~ 
= Orr· (t, t' E lu). So q,k = v~. Now use UQ = 1.) 

(f) Prove that vk is well defined on v; and that nvk E <P (1 s k < w). 
(Argue as in (d) to prove that n:OI2lw-l divides the cofactors in det(U).) 
(The results are due to Harish-Chandra [7, 8].) 

71. Let notation be as above. For pE <P, Let Z;j:p be the unique elements of 1 
such that pu j = ~ 1 Si::;;w Z;j :pU; ( 1 s;, j s;, w). Let r(p) be the w X w matrix 
(zii:p). For eE Ve Jet r(p: e) be the w X w matrix (zi;,p{e)). 
(a) Prove that p ~ r(p: e) is a representation of <P by w X w matrices. 
(b) For e E V~ and s E IU, Jet 1f1 ,(e) be the vector in cw whose components 

are vj(e), ... ,v~(e). Prove that the lflle> (sE lu) form a basis for CW 
and that r(p : e)lf/ ,( e) = p'( e)'lf ,( e) (s E \U ). Deduce that the characteris­
tic polynomial of r(p: e> is IlsEIO (T- p'(e)) <eE Ve) and that r(p: e) 
is semisimp)e if e E V;, pE <P. 

(c) Let M be the matrix (uivk)J::;;j,k::;;w be order w. Prove that if e E V;, then 
M•(e) (sE lu) are the spectral projections ofr(p: e), i.e., the projections 
cw _, C · lfl,(e) corresponding to the direct sum CW = ~sE•• C · lf/,(e). 
(See Harish-Chandra [7, 8].) 
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