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Preface to the fourth edition 

This textbook gives a detailed and comprehensive presentation of 
linear algebra based on an axiomatic treatment of linear spaces. For this 
fourth edition some new material has been added to the text, for instance, 
the intrinsic treatment of the classical adjoint of a linear transformation 
in Chapter IV, as well as the discussion of quaternions and the classifica­
tion of associative division algebras in Chapter VII. Chapters XII and 
XIII have been substantially rewritten for the sake of clarity, but the 
contents remain basically the same as before. Finally, a number of 
problems covering new topics-e.g. complex structures, Caylay numbers 
and symplectic spaces - have been added. 

I should like to thank Mr. M. L. Johnson who made many useful 
suggestions for the problems in the third edition. I am also grateful 
to my colleague S. Halperin who assisted in the revision of Chapters XII 
and XIII and to Mr. F. Gomez who helped to prepare the subject index. 

Finally, I have to express my deep gratitude to my colleague J. R. Van­
stone who worked closely with me in the preparation of all the revisions 
and additions and who generously helped with the proof reading. 

Toronto, February 1975 WERNER H. GREUB 



Preface to the third edition 

The major change between the second and third edition is the separation 
of linear and multilinear algebra into two different volumes as well as 
the incorporation of a great deal of new material. However, the essential 
character of the book remains the same; in other words, the entire 
presentation continues to be based on an axiomatic treatment of vector 
spaces. 

In this first volume the restriction to finite dimensional vector spaces 
has been eliminated except for those results which do not hold in the 
infinite dimensional case. The restriction of the coefficient field to the 
real and complex numbers has also been removed and except for chapters 
VII to XI, § 5 of chapter I and § 8, chapter IV we allow any coefficient 
field of characteristic zero. In fact, many of the theorems are valid for 
modules over a commutative ring. Finally, a large number of problems of 
different degree of difficulty has been added. 

Chapter I deals with the general properties of a vector space. The 
topology of a real vector space of finite dimension is axiomatically 
characterized in an additional paragraph. 

In chapter II the sections on exact sequences, direct decompositions 
and duality have been greatly expanded. Oriented vector spaces have been 
incorporated into chapter IV and so chapter V of the second edition has 
disappeared. Chapter V (algebras) and VI (gradations and homology) 
are completely new and introduce the reader to the basic concepts 
associated with these fields. The second volume will depend heavily on 
some of the material developed in these two chapters. 

Chapters X (Inner product spaces) XI (Linear mappings of inner 
product spaces) XII (Symmetric bilinear functions) XIII (Quadrics) and 
XIV (Unitary spaces) of the second edition have been renumbered but 
remain otherwise essentially unchanged. 

Chapter XII (Polynomial algebra) is again completely new and de­
velopes all the standard material about polynomials in one indeterminate. 
Most of this is applied in chapter XIII (Theory of a linear transformation). 
This last chapter is a very much expanded version of chapter XV of the 
second edition. Of particular importance is the generalization of the 
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results in the second edition to vector spaces over an arbitrary coefficient 
field of characteristic zero. This has been accomplished without reversion 
to the cumbersome calculations of the first edition. Furthermore the 
concept of a semisimple transformation is introduced and treated in 
some depth. 

One additional change has been made: some of the paragraphs or 
sections have been starred. The rest of the book can be read without 
reference to this material. 

Last but certainly not least, I have to express my sincerest thanks 
to everyone who has helped in the preparation of this edition. First of 
all I am particularly indebted to Mr. S. HALPERIN who made a great 
number of valuable suggestions for improvements. Large parts of the 
book, in particular chapters XII and XIII are his own work. My warm 
thanks also go to Mr. L. YONKER, Mr. G. PEDERZOLI and Mr. 1. SCHERK 

who did the proofreading. Furthermore I am grateful to Mrs. V. PEDERZOLI 

and to Miss M. PETTINGER for their assistance in the preparation of the 
manuscript. Finally I would like to express my thanks to professor 
K. BLEULER for providing an agreeable milieu in which to work and to 
the publishers for their patience and cooperation. 

Toronto, December 1966 WERNER H. GREUB 



Preface to the second edition 

Besides the very obvious change from German to English, the second 
edition of this book contains many additions as well as a great many 
other changes. It might even be called a new book altogether were it not 
for the fact that the essential character of the book has remained the 
same; in other words, the entire presentation continues to be based on 
an axiomatic treatment of linear spaces. 

In this second edition, the thorough-going restriction to linear spaces 
of finite dimension has been removed. Another complete change is the 
restriction to linear spaces with real or complex coefficients, thereby 
removing a number of relatively involved discussions which did not 
really contribute substantially to the subject. On p. 6 there is a list of 
those chapters in which the presentation can be transferred directly to 
spaces over an arbitrary coefficient field. 

Chapter I deals with the general properties of a linear space. Those 
concepts which are only valid for finitely many dimensions are discussed 
in a special paragraph. 

Chapter II now covers only linear transformations while the treat­
ment of matrices has been delegated to a new chapter, chapter III. The 
discussion of dual spaces has been changed; dual spaces are now intro­
duced abstractly and the connection with the space of linear functions is 
not established until later. 

Chapters IV and V, dealing with determinants and orientation re­
spectively, do not contain substantial changes. Brief reference should 
be made here to the new paragraph in chapter IV on the trace of an 
endomorphism - a concept which is used quite consistently throughout 
the book from that time on. 

Special emphasis is given to tensors. The original chapter on Multi­
linear Algebra is now spread over four chapters: Multilinear Mappings 
(Ch. VI), Tensor Algebra (Ch. VII), Exterior Algebra (Ch. VIII) and 
Duality in Exterior Algebra (Ch. IX). The chapter on multilinear 
mappings consists now primarily of an introduction to the theory of the 
tensor-product. In chapter VII the notion of vector-valued tensors has 
been introduced and used to define the contraction. Furthermore, a 
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treatment of the transformation of tensors under linear mappings has been 
added. In Chapter VIII the antisymmetry-operator is studied in greater 
detail and the concept of the skew-symmetric power is introduced. The 
dual product (Ch. IX) is generalized to mixed tensors. A special paragraph 
in this chapter covers the skew-symmetric powers of the unit tensor and 
shows their significance in the characteristic polynomial. The paragraph 
"Adjoint Tensors" provides a number of applications of the duality theory 
to certain tensors arising from an endomorphism of the underlying space. 

There are no essential changes in Chapter X (Inner product spaces) 
except for the addition of a short new paragraph on normed linear spaces. 
In the next chapter, on linear mappings of inner product spaces, the 
orthogonal projections (§ 3) and the skew mappings (§ 4) are discussed 
in greater detail. Furthermore, a paragraph on differentiable families of 
automorphisms has been added here. 

Chapter XII (Symmetric Bilinear Functions) contains a new paragraph 
dealing with Lorentz-transformations. 

Whereas the discussion of quadrics in the first edition was limited to 
quadrics with centers, the second edition covers this topic in full. 

The chapter on unitary spaces has been changed to include a more 
thorough-going presentation of unitary transformations of the complex 
plane and their relation to the algebra of quaternions. 

The restriction to linear spaces with complex or real coefficients has 
of course greatly simplified the construction of irreducible subspaces in 
chapter XV. Another essential simplification of this construction was 
achieved by the simultaneous consideration of the dual mapping. A final 
paragraph with applications to Lorentz-transformation has been added 
to this concluding chapter. 

Many other minor changes have been incorporated - not least of which 
are the many additional problems now accompanying each paragraph. 

Last, but certainly not least, I have to express my sincerest thanks 
to everyone who has helped me in the preparation of this second edition. 
First of all, I am particularly indebted to CORNELlE J. RHEINBOLDT 
who assisted in the entire translating and editing work and to Dr. 
WERNER C. RHEINBOLDT who cooperated in this task and who also 
made a number of valuable suggestions for improvements, especially in 
the chapters on linear transformations and matrices. My warm thanks 
also go to Dr. H. BOLDER of the Royal Dutch/Shell Laboratory at 
Amsterdam for his criticism on the chapter on tensor-products and to 
Dr. H. H. KELLER who read the entire manuscript and offered many 
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important suggestions. Furthermore, I am grateful to Mr. GIORGIO 

PEDERZOLI who helped to read the proofs of the entire work and who 
collected a number of new problems and to Mr. KHADJA NESAMUDDIN 

KHAN for his assistance in preparing the manuscript. 
Finally I would like to express my thanks to the publishers for their 

patience and cooperation during the preparation of this edition. 

Toronto, April 1963 WERNER H. GREUB 
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Chapter 0 

Prerequisites 

0.1. Sets. The reader is expected to be familiar with naive set theory 
up to the level of the first half of [11]. In general we shall adopt the no­
tations and definitions of that book; however, we make two exceptions. 
First, the word function will in this book have a very restricted meaning, 
and what Halmos calls a function, we shall call a mapping or a set map­
ping. Second, we follow Bourbaki and call mappings that are one-to-one 
(onto, one-to-one and onto) injective (surjective, bijective). 

0.2. Topology. Except for § 5 chap. I, § 8, Chap. IV and parts of chap­
ters VII to IX we make no use at all of topology. For these parts of the 
book the reader should be familiar with elementary point set topology 
as found in the first part of [16]. 

0.3. Groups. A group is a set G, together with a binary law of com-

position J1: G x G --+ G 

which satisfies the following axioms (J1(x, y) will be denoted by xy): 
1. Associativity: (xy)z=x(yz) 
2. Identity: There exists an element e, called the identity such that 

xe=ex=x. 

3. To each element XEG corresponds a second element x- 1 such that 

xx-l=x-lx=e. 

The identity element of a group is uniquely determined and each ele­
ment has a unique inverse. We also have the relation 

(xyt l = y-l x-l. 

As an example consider the set Sn of all permutations of the set {1 ... n} 
and define the product of two permutations (J, " by 

((J ,,) i = (J (ri) i=1. .. n. 

In this way Sn becomes a group, called the group of permutations of n 
objects. The identity element of Sn is the identity permutation. 
I Greub, Linear Algebra 
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Let G and H be two groups. Then a mapping 

<p:G->H 
is called a homomorphism if 

<p(xy) = <pX<PY X,YEG. 

A homomorphism which is injective (resp. surjective, bijective) is called 
a monomorphism Crespo epimorphism, isomorphism). The inverse map­
ping of an isomorphism is clearly again an isomorphism. 

A subgroup H of a group G is a subset H such that with any two ele­
ments Y E Hand Z E H the product yz is contained in H and that the inverse 
of every element of H is again in H. Then the restriction of jJ. to the su'bset 
Hx H makes H into a group. 

A group G is called commutative or abelian if for each x, YEG xy = yx. 
In an abelian group one often writes x + y instead of xy and calls x + y 
the sum of x and y. Then the unit element is denoted by o. As an example 
consider the set 7L of integers and define addition in the usual way. 

0.4. Factor groups of commutative groups.* Let G be a commutative 
group and consider a subgroup H. Then H determines an equivalence 
relation in G given by 

x ~ x' if and only if x - x' E H . 

The corresponding equivalence classes are the sets {H + x} and are called 
the cosets of H in G. Every element XEG is contained in precisely one 
coset x. The set G/ H of these cosets is called the/actor set of G by Hand 
the surjective mapping 

n:G->GfH 
defined by 

nx=x, XEX 

is called the canonical projection of G onto G / H. The set G f H can be made 
into a group in precisely one way such that the canonical projection be­
comes a homomorphism; i.e., 

n(x+y)=nx+ny. (0.1) 

To define the addition in G/ H let xEG/H, YEG/H be arbitrary and choose 
XEG and YEG such that 

n x = x and n y = y. 

*) This concept can be generalized to non-commutative groups. 
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Then the element n (x+ y) depends only on x and y. In fact, if x', y' are 
two other elements satisfying nx' = x and ny' = y we have 

whence 
x' - xEH and y' - YEH 

(X' + y') - (x + Y)EH 

and so n (x' + y') = n (x + y). Hence, it makes sense to define the sum x + y 
by x + y = n(x + y) n x = x, n Y = y. 

It is easy to verify that the above sum satisfies the group axioms. Relation 
(0.1) is an immediate consequence of the definition of the sum in GjH. 
Finally, since n is a surjective map, the addition in Gj H is uniquely deter­
mined by (0.1). 

The group Gj H is called the factor group of G with respect to the sub­
group H. Its unit element is the set H. 

0.5. Fields. A field is a set r on which two binary laws of composition, 
called respectively addition and multiplication, are defined such that 

l. r is a commutative group with respect to the addition. 
2. The set r - {O} is a commutative group with respect to the multi­

plication. 
3. Addition and multiplication are connected by the distributive law, 

(IX + {J)'y = lXy + {Jy, IX, {J, y Er. 

The rational numbers iQl, the real numbers IR and the complex numbers 
C are fields with respect to the usual operations, as will be assumed with­
out proof. 

A homomorphism cp: r -" r I between two fields is a mapping that pre­
serves addition and multiplication. 

A subset 11 c r of a field which is closed under addition, multiplication 
and the taking of inverses is called a sub field. If 11 is a subfield of r, r is 
called an extension field of 11. 

Given a field r we define for every positive integer k the element ke (e 
unit element of r) by 

ke = e + ... + e 
~.~ 

k 

The field r is said to have characteristic zero if ke =F 0 for every positive 
integer k. If r has characteristic zero it follows that ke =F k' e whenever 
k =F k'. Hence, a field of characteristic zero is an infinite set. Throughout 
this book it will be assumed without explicit mention that all fields are of 
characteristic zero. 
l' 
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For more details on groups and fields the reader is referred to [29]. 
0.6. Partial order. Let d be a set and assume that for some pairs X, Y 

(X Ed, YEd) a relation, denoted by X ~ Y, is defined which satisfies the 
following conditions: 

(i) X ~ X for every X ES~ (Reflexivity) 
(ii) if X ~ Yand Y ~ X then X = Y (Antisymmetry) 

(iii) If X ~ Yand Y ~ Z, then X ~ Z (Transitivity). 
Then ~ is called a partial order in d. 

A homomorphism of partially ordered sets is a map cp: ,91 --+~ such 
that cpX ~ cp Y whenever X ~ Y. 

Clearly a subset of a partially ordered set is again partially ordered. 
Let .91 be a partially ordered set and suppose A Ed is an element 

such that the relation A ~ X implies that A = X. Then A is called a maximal 
element of d. A partial ordered set need not have a maximal element. 

A partially ordered set is called linearly ordered or a chain if for every 
pair X, Yeither X~ Y or Y~X. 

Let .911 be a subset of the partially ordered set d. Then an element 
~ E .91 is called an upper bound for .911 if X ~ A for every X Edl . 

In this book we shall assume the following axiom: 
A partially ordered set in which every chain has an upper bound, 
contains a maximal element. 

This axiom is known as Zorn's lemma, and is equivalent to the axiom 
of choice (cf. [11]). 

0.7. Lattices. Let .91 be a partially ordered set and let .911 cd be a 
subset. An element AEd is called a least upper bound (l.u.b.) for 
.911 if 

1) A is an upper bound for .911 , 

2) If X is any upper bound, then A ~ X. It follows from (ii) that if a 
l.u.b. for .911 exists, then it is unique. 

In a similar way, lower bounds and the greatest lower bound (g.l.b.) 
for a subset of .91 are defined. 

A partially ordered set .91 is called a lattice, iffor any two elements X, Y 
the subset {X, Y} has a l.u.b. and a g.l.b. They are denoted by X v Yand 
X /\ Y It is easily checked that any finite subset (XI' ... , X r) of a lattice 

r r 

has a l.u.b. and a g.l.b. They are denoted by V Xi and 1\ Xi' 
i=l i=l 

As an example of a lattice, consider the collection of subsets of a given 
set, X, ordered by inclusion. If U, V are any two subsets, then 

U /\ V = U n V and U v V = U U V. 



Chapter I 

Vector Spaces 

§ 1. Vector spaces 

1.1. Definition. A vector (linear) space, E, over the field r is a set of 
elements x, y, ... called vectors with the following algebraic structure: 

I. E is an additive group; that is, there is a fixed mapping E x E~ E 
denoted by 

(x,y)~x + y 

and satisfying the following axioms: 
1.1. (x+ y)+z = x+ (y+ z) (associative law) 
1.2. x+y=y+x (commutative law) 

(Ll) 

1.3. there exists a zero-vector 0; i.e., a vector such that x + 0 = 

o+x=x for every XEE. 
1.4. To every vector x there is a vector -x such that x+( -x)=O. 

II. There is a fixed mapping r x E~ E denoted by 

and satisfying the axioms: 
ILl. (A/l) x = A (/lx) (associative law) 
11.2. (A+/l)X=Ax+/lX 

A(X+Y)=Ax+AY (distributive laws) 
11.3. l·x=x (l unit element of n 

(1.2) 

(The reader should note that in the left hand side of the first distributive 
law, + denotes the addition in r while in the right hand side, + denotes 
the addition in E. In the sequel, the name addition and the symbol + will 
continue to be used for both operations, but it will always be clear from 
the context which one is meant). r is called the coefficient field of the 
vector space E, and the elements of r are called scalars. Thus the mapping 
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(1.2) defines a multiplication of vectors by scalars, and so it is called 
scalar multiplication. 

If the coefficient field r is the field IR of real numbers (the field C of 
complex numbers), then E is called a real (complex) vector space. For the 
rest of this paragraph all vector spaces are defined over a fixed, but arbi­
trarily chosen field r of characteristic O. 

If {Xl' ... , XII} is a finite family of vectors in E, the sum Xl + ... +xn will 

often be denoted by LXi' 
i = I 

Now we shall establish some elementary properties of vector spaces. 
It follows from an easy induction argument on 11 that the distributive laws 
hold for any finite number of terms, 

n 

A' LXi = L AXi 
i= 1 i= 1 

Proposition I: The equation 
),X = 0 

holds if and only if 
), = 0 or x = O. 

Proof Substitution of J1 = 0 in the first distributive law yields 

).X=AX+OX 

whence Ox=O. Similarly, the second distributive law shows that 

Conversely, suppose that AX = 0 and assume that A =1= O. Then the as­
sociative law ILl gives that 

and hence axiom 11.3 implies that X = O. 
The first distributive law gives for J1 = - A 

AX + (- A)X = (A - ),)x = o·x = 0 
whence 

(-),)X=-AX. 
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In the same way the formula 

A(-X)=-AX 
is proved. 

1.2. Examples. 1. Consider the set r n = r x ... x r of n-tuples 
~ 

n 

and define addition and scalar multiplication by 

and 
A(~l, ... , ~n) = (A ~1, ... , A ~n). 

Then the associativity and commutativity of addition follows at once 
from the associativity and commutativity of addition in r. The zero vec­
tor is the n-tuple (0, ... ,0) and the inverse of (~1, ... , C) is the n-tuple 
( - e, ... , - ~n). Consequently, addition as defined above makes the set 
rn into an additive group. The scalar multiplication satisfies ILl, 11.2, 
and 11.3, as is equally easily checked, and so these two operations make 
rn into a vector space. This vector space is called the n-space over r. In 
particular, r is a vector space over itself in which scalar multiplication 
coincides with the field multiplication. 

2. Let C be the set of all continuous real-valued functions, f, in the 
interval I: 0;;;; t;;;; 1, 

f:I---+IR. 

If f, g are two continuous functions, then the function f + g defined by 

(f + g)(t) = f (t) + get) 

is again continuous. Moreover, for any real number A, the function A.f 
defined by 

(Af)(t) = A·f (t) 

is continuous as well. It is clear that the mappings 

(f, g) ---+ f + g and (A,f) ---+ A· f 

satisfy the systems of axioms I. and II. and so C becomes a real vector 
space. The zero vector is the function 0 defined by 

OCt) = 0 
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and the vector - f is the function given by 

( - f)(t) = - f (t). 

Instead of the continuous functions we could equalIy welI have con­
sidered the set of k-times differentiable functions, or the set of analytic 
functions. 

3. Let X be an arbitrary set and E be a vector space. Consider all 
mappings f: X -+E and define the sum of two mappings f and g as the 
mappmg (f + g)(x) = f(x) + g(x) XEX 

and the mapping if by 

(iJ)(x) = iJ(x) XEX. 

Under these operations the set of all mappings f: X -+E becomes a 
vector space, which wiIl be denoted by (X; E). The zero vector of (X; E) 

is the function f defined by f(x)=O, XEX. 

1.3. Linear combinations. Suppose E is a vector space and XI_ ... _ X, 

are vectors in E. Then a vector xEE is called a linear combination of 
the vectors Xi if it can be written in the form 

, 
X = 2:>i Xi' ),iET. 

i~ I 

More generaIly, let (xa)aEA be any family of vectors. Then a vector 
X E E is called a linear combination of the vectors x, if there is a family 
of scalars, (A,)aEA' only finitely many different from zero, such that 

where the summation is extended over those (t for which }, =1= O. 

We shalI simply write 
X=L;La xa 

aEA 

and it is to be understood that only finitely many ;La are different from 
zero. In particular, by setting A' = 0 for each (t we obtain that the O-vector 
is a linear combination of every family. It is clear from the definition that 
if x is a linear combination of the family {x,} then x is a linear combination 
of a finite subfamily. 

Suppose now that x is a linear combination of vectors xa, (tEA 

x = L ;La xa , ;LaET 
aEA 

and assume further that each Xa is a linear combination of vectors Yap, 
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x" = LIl"pY"p, p 

Then the second distributive law yields 

and hence x is a linear combination of the vectors y"p, 

9 

A subset SeE is called a system of generators for E if every vector xEE 
is a linear combination of vectors of S. The whole space E is clearly a 
system of generators. Now suppose that S is a system of generators for 
E and that every vector of S is a linear combination of vectors of a subset 
Tc S. Then it follows from the above discussion that T is also a system 
of generators for E. 

1.4. Linear dependence. Let (X"),,eA be a given family of vectors. Then 
a non-trivial linear combination of the vectors x" is a linear combination 
IA"X" where at least one scalar A" is different from zero. The family {x,,} 
" 
is called linearly dependent if there exists a non-trivial linear combination 
of the x,,; that is, if there exists a system of scalars A" such that 

IA"X" = 0 (1.3) 

" 
and at least one A" =1=0. It follows from the above definition that if a sub­
family of the family {x,,} is linearly dependent, then so is the full family. 
An equation of the form (1.3) is called a non-trivial linear relation. 

A family consisting of one vector x is linearly dependent if and only if 
x = O. In fact, the relation 

1·0 = 0 

shows that the zero vector is linearly dependent. Conversely, if the vector 
x is linearly dependent we have that Ax = 0 where A =1= O. Then Proposition 
I implies that x = O. 

It follows from the above remarks that every family containing the zero 
vector is linearly dependent. 

Proposition II: A family of vectors (X"),,eA is linearly dependent if and 
only if for some PEA, xp is a linear combination of the vectors x"' IX =1= p. 

Proof Suppose that for some PEA, 
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Then setting ;.p = - I we obtain 

and hence the vectors x" are linearly dependent. 
Conversely, assume that 

and that JeP =1= 0 for some pEA. Then multiplying by ()/rl we obtain in 
view of II.! and 11.2 

0= xp + L (/,Pr 1 A"Xa 
a'*'p 

i.e. 
Xp = - L (JeP)-1 Jea xa . 

a'*'p 

Corollary: Two vectors x, yare linearly dependent if and only if y = AX 
(or X=AY) for some AEr. 

1.5. Linear independence. A family of vectors (Xa)aEA is called linearly 
independent if it is not linearly dependent; i.e., the vectors Xa are linearly 
independent if and only if the equation 

a 

implies that )," = 0 for each ('I.E A. It is clear that every subfamily of a line­
arly independent family of vectors is again linearly independent. If 
(Xa)aEA is a linearly independent family, then for any two distinct indices 
('I., PEA, xa=l=xp, and so the map ('I.-+Xa is injective. 

Proposition II 1: A family (X')'EA of vectors is linearly independent if 
and only if every vector x can be written in at most one way as a linear 
combination of the Xa I.e., if and only if for each linear combination 

(1.4) 

the scalars Jea are uniquely determined by x. 
Proof Suppose first that the scalars Aa in (1.4) are uniquely determined 

by x. Then in particular for x=O, the only scalars Jea such that 

LA"Xa=O 
a 

are the scalars A" = O. Hence, the vectors xa are linearly independent. Con-
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versely, suppose that the x" are linearly independent and consider the 
relations 

x = LA."X", x = LP"x". 
" " Then 

whence in view of the linear independence of the x" 

i.e., A."=p". 
(lEA 

1.6. Basis. A family of vectors (X")"EA in E is called a basis of E if it is 
simultaneously a system of generators and linearly independent. 

In view of Proposition III and the definition of a system of generators, 
we have that (X"),,EA is a basis if and only if every vector XEE can be 
written in precisely one way as 

The scalars ~" are called the components of x with respect to the basis 

(X")"E A' 

As an example, consider the n-space, P, over r defined in example 1, 
sec. 1.2. It is easily verified that the vectors 

Xi = (0, ... ,0, 1, 0 ... 0) 
'-v--' 

i-I 

form a basis for P. 

i= L.n 

We shall prove that every non-trivial vector space has a basis. For 
the sake of simplicity we consider first vector spaces which admit a 
finite system of generators. 

Proposition IV: (i) Every finitely generated non-trivial vector space 
has a finite basis 

(ii) Suppose that S = (Xl' ... , xm) is a finite system of generators of E 
and that the subset ReS given by R=(x l , ... ,x,) (r~m) consists of 
linearly independent vectors. Then there is a basis, T, of E such that 
ReTeS. 

Proof: (i) Let Xl' ... , Xn be a minimal system of generators of E. Then 
the vectors Xl' ...• Xn are linearly independent. In fact, assume a relation 
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If ;.i = 0 for some i, it follows that 

Xi=I!XvXv 
V=Fi 

( 1.5) 

and so the vectors Xv (v =t i) generate E. This contradicts the minimality 
of n. 

(ii) We proceed by induction on n (n ~ r). If n = r then there is nothing 
to prove. Assume now that the assertion is correct for 11 - I. Consider 
the vector space, F, generated by the vectors Xl' ... , X r • Xr+ l' .... x n _ l . 

Then by induction, F has a basis of the form 

(j=I ... s). 

Now consider the vector x n. If the vectors Xl' ... , Xr' YI' ...• . V" Xn are 
linearly independent, then they form a basis of E which has the desired 
property. Otherwise there is a non-trivial relation 

r s 

IIXQXQ+ If:J"Yo-+i'Xn=O. 
Q~l ,,~I 

Since the vectors Xl' ...• X r ' J'I' ... , J's are linearly independent. it follows 
that y =t O. Thus r s 

xn = I ;'QXQ + Il1o-Yo-' 
Q~ 1 ,,~I 

Hence the vectors Xl' ... , X n. Yl' ... , Ys generate E. Since they are linearly 
independent, they form a basis. 

Now consider the general case. 

Theorem I: Let E be a non-trivial vector space. Suppose S is a system 
of generators and that R is a family of linearly independent vectors 
in E such that ReS. Then there exists a basis, T, of E such that ReTe S. 

Proof Consider the collection .w(R, S) of all subsets, X, of E such that 
l)RcXcS 
2) the vectors of X are linearly independent. 

The a partial order is defined in .w(R, S) by inclusion (cc. sec. 0.6). 
We show that every chain, {X,}, in .w(R, S) has a maximal element A. 

In fact, set A = UX,. We have to show that A E.W(R. S). Clearly, 

RcAcS. Now assume that 

n 

" '1' 0 L)' x\'= ( 1.6) 
V= 1 
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Then, for each i, XiEXa for some IX. Since {Xa} is a chain, we may 
assume that 

(i = 1... n). (1.7) 

Since the vectors of X a[ are linearly independent it follows that AV =0 
(v= 1 ... n) whence AEd(R, S). 

Now Zorn's lemma (cf. sec.0.6) implies that there is a maximal 
element, T, in d(R, S). Then ReT c S and the vectors of T are linearly 
independent. To show that T is a system of generators, let XEE be 
arbitrary. Then the vectors of TUx are linearly dependent because 
otherwise it would follow that x U TEd(R, S) which contradicts the 
maximality of T. Hence there is a non-trivial relation 

Since the vectors of T are linearly independent, it follows that A =1= 0 
whence 

x = L IXV xv. 

This equation shows that T generates E and so it is a basis of E. 

Corollary I: Every system of generators of E contains a basis. In 
particular, every non-trivial vector space has a basis. 

Corollary II: Every family of linearly independent vectors of E can 
be extended to a basis. 

1.7. The free vector space over a set. Let X be an arbitrary set and 
consider all maps f: x ..... r such that f(x)=!=O only for finitely many XEX. 

Denote the set of these maps by C(X). Then, if fE C(X), gE C(X) 
and )., J1 are scalars, )J + J1g is again contained in C(X). As in example 3, 
sec. 1.2, we make C(X) into a vector space. 

For any aEX denote by fa the map given by 

fa(X)={~ :::. 

Then the vectors fa (aEX) form a basis of C(X). In fact, let fEC(X) 
be given and let ai' ... , an (n ~ 0) be the (finitely many) distinct points 
such that f(a;)=I=O. Then we have 

n 

f= LlXifai 
where i=1 

(i = 1, ... , n) 



1-+ Chapter I. Vector spaces 

and so the element j~ (UEX) generate C(X). On the other hand. assume 
a relation n 

IJij~i = O. 

Then we have for each j (j = 1 ... n) 

whence ))=0 (j=l ... n). This shows that the vectors j~ (UEX) are 
linearly independent and hence they form a basis of C(X). 

Now consider the inclusion map ix: X -> C(X) given by 

This map clearly defines a bijection between X and the basis vectors 
of C(X). If we identify each element aEX with the corresponding 
map j~, then X becomes a basis of C(X). C(X) is called the free vector 
space over X or the vector space generated by X. 

Problems 

1. Show that axiom I I.3 can be replaced by the following one: The 
equation Ax=O holds only if ).=0 or x=O. 

2. Given a system of linearly independent vectors (Xl' ... , Xp), prove 
that the system (Xl' ",Xi+Axj, ... x p ), it) with arbitrary A is again line­
arly independent. 

3. Show that the set of all solutions of the homogeneous linear differ­
ential equation 

where p and q are fixed functions of t, is a vector space. 
4. Which of the following sets of functions are linearly dependent in 

the vector space of Example 2? 

a)ll=3t; 12=t+5; 13=2t2; 14=(t+1)2 
b) II = (t + 1)2; 12 = t2 - 1; 13 = 2t2 + 2t - 3 
C)ll=1; 12=et ; 13=e- t 

d) II = t2; 12 = t; 13 = 1 
e) II = 1 - t; 12 = t(1 - t); 13 = 1 - t2. 
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5. Let E be a real linear space. Consider the set Ex E of ordered pairs 
(x, y) with XEE and YEE. Show that the set Ex E becomes a complex 
vector space under the operations: 

and 

(r:x + ij3)(x,y) = (r:xx - j3y,rxy + j3x) (r:x,j3 real numbers). 

6. Which of the following sets of vectors in IR 4 are linearly independent, 
(a generating set, a basis)? 

a) (1, 1, 1, 1), (1,0,0,0), (0,1,0,0), (0,0,1,0), (0,0,0,1) 
b) (1,0,0,0), (2,0,0,0) 
c) (17,39,25,10), (13,12,99,4), (16,1,0,0) 
d) (1,1,0,0), (0, 0, 1, 1), (0,1, t, 1), (t, 0, 0, t) 

Extend the linearly independent sets to bases. 
7. Are the vectors x l =(l,O, 1); X2=(i, 1,0), X3 =(i, 2, l+i) linearly 

independent in 1[3? Express x = (I, 2, 3) and Y = (i, i, i) as linear combi­

binations of Xl' X2' X3' 
8. Recall that an n-tuple (}'l ... An) is defined by a map f: {l ... n}-.r 

given by 
(i=l ... n). 

Show that the vector spaces C {l ... n} and r n are equal. Show further that 
the basis.f; defined in sec. 1.7 coincides with the basis Xi defined in sec. J .6. 

9. Let S be any set and consider the set of maps 

f:S-.P 

such that f(x) = ° for all but finitely many XES. In a manner similar to 
that of sec. 1.7, make this set into a vector space (denoted by C(S, Tn)). 
Construct a basis for this vector space. 

10. Let (Xa)aeA be a basis for a vector space E and consider a vector 

Suppose that for some (lEA. ~Ii =FO. Show that the vectors {xX}X*I! form 
again a basis for E. 
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11. Prove the following exchange theorem of Steinitz: Let (Xa)aeA be a 
basis of E and ai (i = 1 . .. p) be a system of linearly independent vectors. 
Then it is possible to exchange certain p of the vectors x, by the vectors 
ai such that the new system is again a basis of E. Hint: Use problem 10. 

12. Consider the set of polynomial functions f: IR-+ IR, 

n 

f (x) = I rtiXi. 
i=O 

Make this set into a vector space as in Example 3, and construct a natural 
basis. 

§ 2. Linear mappings 

In this paragraph, all vector spaces are defined over a fixed but arbi­
trarily chosen field r of characteristic zero. 

1.8. Definition. Suppose that E and F are vector spaces, and let 
<p: E-+ F be a set mapping. Then <p will be called a linear mapping if 

<p(X+y)=<pX+<PY x,YEE (1.8) 
and 

(1.9) 

(Recall that condition (1.8) states that <p is a homomorphism between 
abelian groups). If F= r then <p is called a linear function in E. 

Conditions (1.8) and (1.9) are clearly equivalent to the condition 

<p(Iixi) = I2i<pXi 
i i 

and so a linear mapping is a mapping which preserves linear combinations. 
From (1.8) we obtain that for every linear mapping, <p, 

<p 0 = <p (0 + 0) = <p (0) + <p (0) 

whence <p (0) = O. Suppose now that 

(LlO) 

is a linear relation among the vectors Xi' Then we have 

I2i<pXi = <p(I},i Xi) = <pO = 0 
i i 
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whence 
(1.11) 

Conversely, assume that <p:E--.F is a set map such that (l.ll) holds 
whenever (1.l0) holds. Then for any x, YEE and AEr set 

u = x + Y and v = A x . 
Since 

u - x - Y = 0 and v - A x = 0 
it follows that 

and 

and hence <p is a linear mapping. This shows that linear mappings are 
precisely the set mappings which preserve linear relations. 

In particular, it follows that if x 1" .X, are linearly dependent, then so 
are the vectors <PX 1" .<px,. If x 1" .X, are linearly independent, it does not, 
however, follow that the vectors <PX 1'" <PX, are linearly independent. In 
fact, the zero mapping defined by <px=O, xEE, is clearly a linear mapping 
which maps every family of vectors into the linearly dependent set (0). 

A bijective linear mapping <p: ES, F is called a linear isomorphism and 
will be denoted by <p: E S, F. Given a linear isomorphism <p: E S, F consider 
the set mapping cp - 1 : E+-- F. It is easy to verify that cp - 1 again satisfies the 
conditions (1.8) and (1.9) and so it is a linear mapping. cp-l is bijective 
and hence a linear isomorphism. It is called the inverse isomorphism of cp. 
Two vector spaces E and F are called isomorphic if there exists a linear 
isomorphism from E onto F. 

A linear mapping <p:E--.E is called a linear transformation of E. A 
bijective linear transformation will be called a linear automorphism of E. 

1.9. Examples: 1. Let E = r n and define <p: E --. E by 

Then <p satisfies the conditions (1.8) and (1.9) and hence it is a linear 
transformation of E. 

2. Given a set S and a vector space E consider the vector space (S; E) 
defined in Example 3, sec. 1.2. Let cp: (S; E)--' E be the mapping given by 

<p f = f (a) f E (S; E) 

where aES is a fixed element. Then <p is a linear mapping. 
2 Greub. Linear Algebra 
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3. Let cp:E-4E be the mapping defined by CPX = Ax, where AEr is a 
fixed element. Then cP is a linear transformation. In particular, the iden­
tity map I: E-4 E, IX = X, is a linear transformation. 

1.10. Composition. Let cp:E-4F and ljJ:F-4G be two linear mappings. 
Then the composition of cP and ljJ 

is defined by 

The relation 

ljJocp:E-4G 

(ljJoCP)X = ljJ (cp x) XEE. 

ljJ 0 cP (I Ai Xi) = ljJ (I Ai cP Xi) 
i i 

= I )'i ljJ 0 cP Xi 
i 

shows that ljJ 0 cP is a linear mapping of E into G.ljJ 0 cP will often be denoted 
simply by ljJcp. If cp is a linear transformation in E, then we denote cp 0 cp by 
cp2. More generally, the linear transformation cp 0 ••• 0 cp is denoted by cpk. 

~k--""""" 

We extend the definition to the case k = 0 by setting cpa = I. A linear trans­
formation, cp, satisfying cp2 = I is called an involution in E. 

1.11. Generators and basis. 
Proposition I: Suppose S is a system of generators for E and CPo : S -4 F 

is a set map (Fa second vector space). Then CPo can be extended in at most 
one way to a linear mapping 

cp: E -4 F. 

A necessary and sufficient condition for the existence of such an extension 
is that 

(1.12) 

whenever 

Proof If cp is an extension of CPo we have for each finite set of vectors 

Xi ES 

cp I Ai Xi = Ii cp Xi = I Ai CPo Xi . 
iii 

Since the set S generates E it follows from this relation that cp is uniquely 
determined by CPo. Moreover, if 

IAiXi=O XiES 
i 
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Li<PoXi = Li<pXi = <P LAi Xi = <pO = 0 
iii 

and so condition (1.12) is necessary. 
Conversely, assume that (1.12) is satisfied. Then define <P by 

<P L Ai Xi = L Ai <Po Xi' 
i i 

To prove that <P is a well defined map assume that 

LAiXi = LJij Yj, 
i j 

Then 
L Ai Xi - L Jij Y j = 0 
i j 

whence in view of (1. I 2) 

L Ai <Po Xi - L Jij <Po Y j = 0 
i j 

and so 

Li<PoXi = LJij<PoYj' 
i j 

19 

(1.13) 

The linearity of <P follows immediately from the definition, and it is clear 

that <P extends <Po. 

Proposition II: Let (Xa)aEA be a basis of E and <Po: {xa} -+ F be a set 
map. Then <Po can be extended in a unique way to a linear mapping 
<p:E-+F. 

Proof' The uniqueness follows from proposition I. To prove the exist­
ence of <p consider a relation 

Since the vectors Xa are linearly independent it follows that each Aa = 0, 
whence 

Now proposition J shows that <Po can be extended to a linear mapping 
<p: E-+F. 

Corollary: Let S be a linearly independent subset of E and <Po:S-+F 
be a set map. Then <Po can be extended to a linear mapping <p:E-+F. 
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Proof Let T be a basis of E containing S (cf. sec. 1.6). Extend CPo in an 
arbitrary way to a set map lj; 0: T ---> F. Then lj; 0 may be extended to a linear 
mapping lj;: E---> F and it is clear that lj; extends CPo. 

Now let cp: E---> F be a surjective linear map, and suppose that S is a 
system of generators for E. Then the set 

cp (S) = {cp x I XES} 

is a system of generators for F. In fact, since cp is surjective, every vector 
YEF can be written as 

y = cpx 

for some xEE. Since S generates E there are vectors XiES and scalars 
~iEr such that 

whence 

This shows that every vector YEF is a linear combination of vectors in 
cp(S) and hence cp(S) is a system of generators for cp(S). 

Next, suppose that cp: E---> F is injective and that S is a linearly inde­
pendent subset of E. Then cp (S) is a linearly independent subset of F. In 
fact, the relation 

implies that 

Since cp is injective we obtain 

whence, in view of the linear independence of the vectors Xi' ;V = O. Hence 
cp (S) is a linearly independent set. 

In particular, if cp: E---> F is a linear isomorphism and (X,)oeA is a basis 
for E, then (CPX')'EA is a basis for F. 

Proposition III: Let cp: E---> F be a linear mapping and (X')'EA be a basis 
of E. Then cp is a linear isomorphism if and only if the vectors Y, = cpx, 
form a basis for F. 

Proof If cp is a linear isomorphism then the vectors form a linearly 
independent system of generators for F. Hence they are a basis. Converse-
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ly, assume that the vectors YIX form a basis of F. Then we have for every 
yeF 

Y = L rl' Y IX = L 1'/1X cP XIX = cP L 1'/1X XIX 
IX IX IX 

and so cP is surjective. 
Now assume that 

CPL)"IX XIX = CPLplXxlX • 
IX IX 

Then it follows that 
° = L)"IX cP XIX - L plXcp XIX 

IX IX 

Since the vectors YIX are linearly independent, we obtain that ),,1X=plX for 
each IX, and so 

It follows that cP is injective, and hence a linear isomorphism. 

Problems 

1. Consider the vector space of all real valued continuous functions 
defined in the interval a ~ t ~ b. Show that the mapping cP given by 

cp:x(t)--+ tx(t) 
is linear. 

2. Which of the following mappings of r4 into itself are linear trans­
formations? 

a) (e, e, e, e4 ) --+ (e e, e - e, e, e4 ) 

b) (e 1,e2,e, e4 )--+ (A.e,e - e,e,e4) 

c) (e 1,e,e,e4)--+(O,e,e,e1 + e + e + e4) 

3. Let E be a vector space over r, and let 11".fr be linear functions in 
E. Show that the mapping cp:E--+r' given by 

cpx = (f1 (x), ... .!r(x») 
is linear. 

4. Suppose cp: E--+ rr is a linear map, and write 

cp x = (J1 (x), ... '!r(x»). 

Show that the mappings.t;:E--+r are linear functions in E. 
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5. The uniz:ersal property oj" C(X). Let X be any set and consider the 
free vector space, C(X), generated by X (ef. sec. 1.7). 

(i) Show that if f: X -+ F is a set map from X into a vector space F 

then there is a unique linear map rp: C(X)-+F such that rp 0 ix= f where 
iy: X -+ C(X) is the inclusion map. 

(ii) Let:x: X -+ Y be a set map. Show that there is a unique linear 
map :x*: C(X)-+ C( Y) such that the diagram 

X ~ Y 
ix 1 iyl 
C(X) ~ C(Y) 

commutes. If f3: Y -+ Z IS a second set map prove the composition 
formula 

(iii) Let E be a vector space. Forget the linear structure of E and form 
the space C(E). Show that there is a unique linear map nE : C(E)-+E 

such that nEoiE=l. 
(iv) Let E and F be vector spaces and let rp: E-+F be a map between 

the underlying sets. Show that rp is a linear map if and only if 

(v) Denote by N(E) the subspace of C(E) generated by the elements 
of the form 

a, bEE, i., pET 

(cf. part (iii)). Show that 
kernE = N(E). 

6. Let 

v= 0 

be a fixed polynomial and letfbe any linear function in a vector space E. 
Define a function P (J): E-+ T by 

P(f)x = I :Xv! (x)". 
v=o 

Find necessary and sufficient conditions on P that P(J) be again a linear 
function. 

§ 3. Subspaces and factor spaces 

In this paragraph, all vector spaces are defined over a fixed, but arbitrarily 
chosen field T of characteristic O. 
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1.12. Subspaces. Let E be a vector space over the field r. A non-empty 
subset, El , of E is called a subspace if for each x, YEE I and every scalar 
AEr 

and 
AXEE l • 

Equivalently, a subspace is a subset of E such that 

AX + f.1YEE l 

(1.14) 

(1.15) 

whenever x, YEE I . In particular, the whole space E and the subset (0) 
consisting of the zero vector only are subspaces. Every subspace El c E 
contains the zero vector. In fact, if Xl EEl is an arbitrary vector we have 
that O=xl -Xl EEl. A subspace El of E inherits the structure of a vector 
space from E. 

Now consider the injective map i:E1-+E defined by 

ix = X, 

In view of the definition of the linear operations in El i is a linear map­
ping, called the canonical injection of E1 into E. Since i is injective it fol­
lows from (sec. l.ll) that a family of vectors in E1 is linearly independent 
(dependent) if and only if it is linearly independent (dependent) in E. 

Next let S be any non-empty subset of E and denote by Es the set of 
linear combinations of vectors in S. Then any linear combination of vec­
tors in Es is a linear combination of vectors in S (cf. sec. l.3) and hence 
it belongs to Es. Thus Es is a subspace of E, called the subspace generated 
by S, or the linear closure of S. 

Clearly, S is a system of generators for Es. In particular, if the set Sis 
linearly independent, then S is a basis of Es. We notice that Es = S if and 
only if S is a subspace itself. 

1.13. Intersections and sums. Let E1 and E2 be subspaces of E and 
consider the intersection E1 n E2 of the sets E1 and E2. Then E1 n E2 is 
again a subspace of E. In fact, since OEE1 and OEE2 we have OEEl n E2 
and so El n E2 is not empty. Moreover, it is clear that the set E1 n E2 
satisfies again conditions (1.14) and (l.15) and so it is a subspace of E. 
El n E2 is called the intersection of the subspaces E1 and E2. Clearly, 
E1 n E2 is a subspace of El and a subspace of E2· 

The sum of two subspaces E1 and E2 is defined as the set of all vectors 
of the form 

(1.16) 
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and is denoted by E1 + Ez. Again it is easy to verify that E1 + Ez is a sub­
space of E. Clearly E1 +Ez contains E1 and Ez as subspaces. 

A vector x of E1 + Ez can generally be written in several ways in the 
form (1.16). Given two such decompositions 

it follows that 
Xl - X'l = x~ - Xz· 

Hence, the vector 

is contained in the intersection E1 n Ez. Conversely, let X= Xl + X2 , Xl EEl' 
X2EE2 be a decomposition of x and z be an arbitrary vector of E1 n Ez. 
Then the vectors 

form again a decomposition of x. It follows from this remark that the 
decomposition (1.16) of a vector xEE1 + Ez is uniquely determined if and 
only if E1 n E2 = O. In this case E1 + Ez is called the (internal) direct sum 
of E1 and Ez and is denoted by E1 (£;E2. 

Now let Sl and S2 be systems of generators for E1 and E2. Then clearly 
Sl U S2 is a system of generators for E1 + E2 • If T1 and Tz are respectively 
bases for E1 and E z and the sum is direct, E1 n E z = 0, then T1 U T2 is a 
basis for E1 (£;Ez. To prove that the set T1 U Tz is linearly independent, 
suppose that 

LAiXi + Lf.1 j Yj = 0, XiET1,YjET2· 
i j 

Then 
Li Xi = - Lf.1j Yj EE 1 n E2 = 0 
i j 

whence 

Lixi=o and Lf.1 jYj=O. 
i j 

Now the Xi are linearly independent, and so Ai = O. Similarly it follows 
that f.1j =0. 

Suppose that 

is a decomposition of E as a direct sum of subspaces and let F be an arbi­
trary subspace of E. Then it is not in general true that 

(1.18) 
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as the example below will show. However, if E1 cF, then (1.18) holds. 
In fact, it is clear that 

On the other hand, if 

is the decomposition of any vector YEF, then 

X 1EE1 =FnE1, X 2 =y-x1EFnE2 • 

It follows that 
FcFn E1 EBFn E 2 • 

The relations (1.19) and (1.20) imply (1.18). 

(1.19) 

(1.20) 

Example 1: Let E be a vector space with a basis e1, e2. Define E1, E2 
and F as the subspaces generated by e1, e2 and e1 + e2 respectively. Then 

while on the other hand 
Fn E1 =Fn E2 =0. 

Hence 

1.14. Arbitrary families of subspaces. Next consider an arbitrary family 
of subspaces Eac E, rlEA. Then the intersection nEa is again a subspace 

of E. The sum rEa is defined as the set of all vectors which can be written 

as finite sums, 
(1.21) 

and is a subspace of E as well. If for every rlEA 

Ea n r Ep = 0 
p*a 

then each vector of the sum LEa can be uniquely represented in the form 

(1.21). In this case the space rEa is called the (internal) direct sum of the 
a 

subspaces Ea, and is denoted by LEa. 

If Sa is a system of generators for Ea, then the set USa is a system of 

generators for rEa' If the sum of the Ea is direct and Ta is a basis of Ea, 

then UTa is a basis for LEa. 
a a 
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Example 2: Let (X')'EA be a basis of E and E, be the subspace generated 
by x,. Then 

Suppose 
(1.22) 

is a direct sum of subspaces. Then we have the canonical injections 
i,:E,---+E. We define the canonical projections Jr,:E---+E, determined by 

where 

x = LX, X, E E,. 

It is clear that the Jr, are surjective linear mappings. Moreover, it is easily 
verified that the following relations hold: 

. {I 
Jr,o Ip = 0 

L i, Jr,X = X XEE. 

1.15. Complementary subspaces. An important property of vector 
spaces is given in the 

Proposition I: If El is a subspace of E, then there exists a second sub­
space E2 such that 

E2 is called a complementary subspace for El in E. 

Proof We may assume that El =1= E and El =1= (0) since the proposition 
is trivial in these cases. Let (xa) be a basis of El and extend it with vectors 
Yp to form a basis of E (cf. Corollary II to Theorem I, sec. 1.6). Let E2 
be the subspace of E generated by the vectors Y p' Then 

In fact, since (xa) U (yp) is a system of generators for E, we have that 

On the other hand, if xEEI n E 2, then we may write 

X = LA-aXa and x = Lll YP 
, p 

( 1.23) 
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whence 
LAaXa-L{/yp=O. 
a p 

Now since the set (xa) U (yp) is linearly independent, we obtain 

A' = 0 and flP = 0 

27 

whence x=O. It follows that E1 n E2=0 and so the decomposition (1.23) 
is direct. 

As an immediate consequence of the proposition we have 

Corollary I. Let E1 be a subspace of E and <P1: E1 --+ F a linear mapping 
(F a second vector space). Then <P1 may be extended (in several ways) to a 
linear map <P: E --+ F. 

Proof Let E2 be a complementary subspace for E1 in E, 

(1.24) 
and define <P by 

where 
X=y+Z 

is the decomposition of x determined by (1.24). Then 

<P L Ai Xi = <P (L Ai Yi + L Ai Zi) Xi = Yi + Zi 
iii 

and so <P is linear. It is trivial that <P extends <Pl' 

As a special example we have: 

Corollary II: Let E1 be a subspace of E. Then there exists a surjective 
linear map 

such that 
<pX=X 
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Proof Simply extend the identity map I: El -+El to a linear map 

qy:E-+El· 
1.16. Factor spaces. Suppose El is a subspace of the vector space E. 

Two vectors XEE and x' EE are called equivalent mod El if x' -xEEI . It 
is easy to verify that this relation is reflexive, symmetric and transitive 
and hence is indeed an equivalence relation. (The equivalence classes are 
the co sets of the additive subgroup El in E (cf. sec. 0.4)). Let E/El denote 
the set of the equivalence classes so obtained and let 

be the set mapping given by 
J[x=.\', XEE 

where x is the equivalence class containing x. Clearly J[ is a surjective 
map. 

Proposition II: There exists precisely one linear structure in E/ El such 
that J[ is a linear mapping. 

Proof Assume that E/ E 1 is made into a vector space such that J[ is a 
linear mapping. Then the equations 

J[ (x + Y) = J[ x + J[ Y 
and 

show that the linear operations in E/ El are uniquely determined by the 
linear operations in E. 

It remains to be shown that a linear structure can be defined in E/El 
such that n becomes a linear mapping. Let x and y be two arbitrary ele­
ments of E/El and choose vectors XEE and YEE such that 

nx=x, ny=y. 

Then the class n (x + y) depends only on x and y. Assume for instance that 
x' E E is another vector such that nx' = x. 

Then nx' = nx and hence we may write 

x' = x + z, 
It follows that 

x' + y = (x + y) + z 
whence 

n(x' + y) = n(x + y). 
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We now define the sum of the elements xEE/EI and YEE/E1 by 

x+y=n(x+y) where x=nx and y=ny. (1.25) 

It is easy to verify that E/El becomes an abelian group under this oper­
ation and that the class 0 = E 1 is the zero-element. 

Now let xEE/E I be an arbitrary element and AEr be a scalar. Choose 
xEE such that nx=x. Then a similar argument shows that the class n (AX) 

depends only on x (and not on the choice of the vector x). We now define 
the scalar multiplication in E/ El by 

A·X = n(Ax) where x = nx. (1.26) 

Again it is easy to verify that the multiplication satisfies axioms 11.1-11.3 

and so E/El is made into a vector space. It follows immediately from 
(1.25) and (1.26) that 

n(x+y)=nx+ny 
n(Ax) = Anx 

i.e., n is a linear mapping. 

The vector space E/ El obtained in this way is called the Jactor space 
of E with respect to the subspace E 1 • The linear mapping n is called the 
canonical projection of E onto E 1 • If El = E, then the factor space reduces 
to the vector O. On the other hand, if El =0, two vectors XEE and YEE 
are equivalent mod El if and only if y=X. Thus the elements of E/(O) are 
the singleton sets {x} where x is any element of E, and n; is the linear 
isomorphism x---+{x}. Consequently we identify E and E/(O). 

1.17. Linear dependence mod a subspace .. Let El be a subspace of E, 
and suppose that (x~) is a family of vectors in E. Then the x~ will be called 
linearly dependent mod El if there are scalars A~, not all zero, such that 

If the x~ are not linearly dependent mod El they will be called linearly 

independent mod E I. 
Now consider the canonical projection 

n:E---+EjEI· 

It follows immediately from the definition that the vectors x~ are linearly 
dependent (independent) mod E 1 if and only if the vectors nx~ are linearly 
dependent (independent) in E/E1 • 
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1.18. Basis of a factor space. Suppose that (y,) U (:p) is a basis of E 
such that the vectors y, form a basis of E 1 • Then the vectors n::p form a 
basis of E/E1• To prove this let E2 be the subspace of E generated by the 
vectors zp. Then 

(1.27) 

Now consider the linear mapping qJ: Er-+ E/ El defined by 

qJz=nz 

Then qJ is surjective. In fact, let .Y:EE/E1 be an arbitrary vector. Since 
n:E--+E/El is surjective we can write 

x = nx, xEE. 

In view of (1.27) the vector x can be decomposed in the form 

x=y+z 

Equation (1.28) yields 

.Y: = nx = ny + nz = nz = qJZ 

and so qJ is surjective. 
To show that qJ is injective assume that 

qJ Z = qJ z' 
Then 

n(z' - z) = qJ(z' - z) = 0 

(1.28) 

and hence z' -zEE1 • On the other hand we have that z' -zEE2 and thus 

It follows that qJ: E2 --+ E/ E1 is a linear isomorphism and now Propo­
sition III of sec. 1.1 I shows that the vectors nzp form a basis of Ej E 1 • 

Problems 

1. Let (~t, ~2, ~3) be an arbitrary vector in ['3. Which of the following 

subsets are subspaces? 
a) all vectors with ~1 =e=~3 

b) all vectors with e = 0 
c) all vectors with ~1=~2_~3 

d) all vectors with ~ 1 = I 

2. Find the subspaces Fa, F b, Fe> Fd generated by the sets of problem I, 
and construct bases for these subspaces. 
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3. Construct bases for the factor spaces determined by the subspaces 
of problem 2. 

4. Find complementary spaces for the subspaces of problem 2, and 
construct bases for these complementary spaces. Show that there exists 
more than one complementary space for each given subspace. 

5. Show that 
a) r3 =Fa+Fb 
b) r 3=Fb+Fe 
c) r3=Fa+Fe 
Find the intersections Fa n F b, F b n Fe, Fa n Fe and decide in which cases 

the sums above are direct. 
6. Let S be an arbitrary subset of E and let E, be its linear closure. 

Show that E, is the intersection of all subspaces of E containing S. 

7. Assume a direct composition E=E1 tBE2. Show that in each class 
of E with respect to EI (i.e. in each coset xEEIE1) there is exactly one 
vector of E 2 . 

8. Let Ebe a plane and let E[ be a straight line through the origin. What 
is the geometrical meaning of the equivalence classes with respect to 
E[. Give a geometrical interpretation of the fact that x~x' and Y~i 
implies that x + Y ~ x' + i. 

9. Suppose S is a set of linearly independent vectors in E, and suppose 
T is a basis of E. Prove that there is a subset of T which, together with S, 
is again a basis of E. 

10. Let w be an involution in E. Show that the sets E+ and E_ defined 
by 

E+ = {xEE; wx = x}, E_ = {xEE; wx = - x} 

are subspaces of E and that 

E=E+tBE_. 

11. Let E[, E2 be subspaces of E. Show that EI +E2 IS the linear 
closure of E[ U E 2 • Prove that 

EI + E2 = EI U E2 
if and only if 

EI :::l E2 or E2:::l E 1 . 

12. Find subspaces E 1 , E2 , E3 of r3 such that 

i) E; n E j = 0 (i *' j) 
ii) E[ + E2 + E3 = r3 

iii) the sum in ii) is not direct. 
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§ 4. Dimension 

In this paragraph all vector spaces are defined over a fixed, but arbitrarily 
chosen field r of characteristic 0. 

1.19. Finitely generated vector spaces. Suppose £ is a finitely generated 
vector space, and consider a surjective linear mapping rp: £---+ F. Then F 

is finitely generated as well. In fact, if Xl" ,xn is a system of generators for 
£, then the vectors rpX1' ... , rpXn generate F. In particular, the factor space 
of a finitely generated space with respect to any subspace is finitely gener­
ated. 

Now consider a subspace £1 of E. In view of Cor. II to Proposition I, 
sec. 1.15 there exists a surjective linear mapping rp:£---+£l' It follows that 
£1 is finitely generated. 

1.20. Dimension. Recall that every system of generators of a non­
trivial vector space contains a basis. It follows that a finitely generated 
non-trivial vector space has a finite basis. In the following it will be shown 
that in this case every basis of E consists of the same number of vectors. 
This number will be called the dimension of £ and will be denoted by 
dim E. £ will be called a finite-dimensional vector space. We extend the 
definition to the case £=(0) by assigning the dimension ° to the space 
(0). If £ does not have finite dimension it will be called an infinite-dimen­
sional vector space. 

Proposition I: Suppose a vector space has a basis of n vectors. Then 
every family of (n + I) vectors is linearly dependent. Consequently, n is 
the maximum number of linearly independent vectors in £ and hence 
every basis of £ consists of n vectors. 

Proof We proceed by induction on n. Consider first the case n = I and 
let a be a basis vector of £. Then if x * ° and y * ° are two arbitrary vec­
tors we have that 

x=Aa, A*O and Y=fla, fl*O 
whence 

flX-Ay=O. 

Thus the vectors x and yare linearly dependent. 
Now assume by induction that the proposition holds for every vector 

space having a basis of r ~ /1- I vectors. 
Let £ be a vector space, and let al'(fl= I ... n) be a basis of E and 

X 1",Xn + 1 a family of 11+ 1 vectors. We may assume that X n + 1 *0 because 
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otherwise it would follow immediately that the vectors Xl·· .Xn + 1 were 
linearly dependent. 

Consider the factor space E1 = Ej(xn + 1) and the canonical projection 

n: E -+ E/(Xn +1) 

where (xn+1) denotes the subspace generated by X n+1. Since the system 
aI' ... , an generates E1 it contains a basis of E1 (cf. Cor. I to Theorem I, 
sec. 1.6). On the other hand the equation 

implies that 

n 

Xn + 1 =LAv av 
v=l 

n 

and so the vectors (aI' ... , an) are linearly dependent. It follows that £1 

has a basis consisting of less than n vectors. Hence, by the induction 
hypothesis, the vectors x1 .•. xn are linearly dependent. Consequently, 
there exists a non-trivial relation 

n 

and so 
n 

" ):V ):n+ 1 
L... .. Xv = .. Xn+ 1· 

v=l 

This formula shows that the vectors X1 ... Xn+ 1 are linearly dependent and 
closes the induction. 

Example: Since the space rn (cf. Example 1, sec. 1.2) has a basis of n 

vectors it follows that 
dimrn = n. 

Proposition II: Two finite dimensional vector spaces E and F are iso­
morphic if and only if they have the same dimension. 

Proof" Let <p: E-+ F be an isomorphism. Then it follows from Propo­
sition III, sec. 1.11 that <p maps a basis of E injectively onto a basis of F 
and so dim E=dim F. Conversely, assume that dim E=dim F=n and let 
xJl and YJl (11= 1 . .. n) be bases of E and Frespectively. According to Propo­
sition II, sec. 1.11 there exists a linear mapping <p: E-+ F such that 
<pxJl = YJl (11= 1.. .n). Then <p maps the basis xJl onto the basis YJl and hence 
it is a linear isomorphism by Proposition III, sec. 1.11. 
3 Greub. Linear Algebra 
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1.21. Subspaces and factor spaces. Let EI be a subspace of the n-dimen­
sional vector space E. Then EI is finitely generated and so it has finite 
dimension m. Let x I ... X"' be a basis of E I . Then the vectors XI .. . X"' are 
linearly independent in E and so Cor. II to Theorem I, sec. 1.6 implies 
that the vectors Xi may be extended to a basis of E. Hence 

dimEI ~ dim E. (1.29) 

If equality holds, then the vectors x 1 ••• Xm form a basis of E and it fol­
lows that El = E. 

N ow it will be shown that 

dimE = dimEI + dimE/E I . (1.30) 

If EI = (0) or EI = E (1.30) is trivial and so we may assume that El is a 
proper non-trivial subspace of E, 

0< dimEI < dimE. 

Let XI ... Xr be a basis of El and extend it to a basis x I .. . Xr ... Xn of E. Then 
the vectors xr + 1 ••. xn form a basis of E/El (cf. sec. 1.18) and so (1.30) 
follows. 

Finally, suppose that E is a direct sum of two subs paces El and E 2, 

Then 
dim E = dim E I + dim E 2 . (1.31) 

In fact, if xI ... x p is a basis of El and xp+I ... x p+q is a basis of E 2, then 
xI ... x p+q is a basis of Ewhence (1.31). More generally, if Eis the direct 
sum of several subspaces, 

E= LEi 
i= 1 

then 

dimE = L dimE i • 
i = 1 

Formula (1.31) can also be generalized in the following way. Let El 

and E2 be arbitrary subs paces of E. Then 

(1.32) 

In fact, let ZI ... Zr be a basis of El n E2 and extend it to a basis ZI ... Z" 
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(1.33) 

form a basis of El +E2. Clearly, the vectors (1.33) generate El +E2. 
To show that they are linearly independent, we comment first that the 

vectors Xi are linearly independent mod(El n E2)' In fact, the relation 

LAi XiEEl n E2 
i 

implies that 

whence Ai = 0 and J.1k = O. Now assume a relation 

Then 

whence 
LeixiEEl n E2· 
i 

Since the vectors Xi are linearly independent mod (El n E2 ) it follows that 
ei=O. In the same way it is shown that '1i=O. Now it follows that ,k=O 
and so the vectors (1.33) are linearly independent. Hence, they form a 
basis of El + E2 and we obtain that 

dim(El + E2 ) = r + (p - r) + (q - r) 
=p+q-r 
= dimEl + dimE2 - dim(El n E2)' 

Problems 

1. Let (Xl' X2) be a basis of a 2-dimensional vector space. Show that 
the vectors 

again form a basis. Let (e, e) and (e, e) be the components of a vector 
X relative to the bases (Xl' x 2) and (.x\, X2) respectively. Express the com­
ponents (e, e) in terms of the components (et. e). 

2. Consider an n-dimensional complex vector space E. Since the multi­
plication with real coefficients in particular is defined in E, this space may 
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also be considered as a real vector space. Let (z l' "zn) be a basis of E. 
Prove that the vectors Zl"'Zn, iz1 ... izn form a basis of Eif Eis considered 
as a real vector space. 

3. Let E be an n-dimensional real vector space and C the complex 
linear space as constructed in § I, Problem 5. If Xv (v = 1...n) is a basis of 
E, prove that the vectors (xv, 0) (v = 1 ... n) form a basis of C. 

4. Consider the space rn of n-tuples of scalars AEr. Choose as basis 
the vectors: 

el = (1,1, ... , 1, 1) 
e2 = (0,1, ... , 1, 1) 

en = (0,0, ... ,0, 1) . 

Compute the components 1]1,1]2, ... , I]n of the vector x=(e, ~2, ... , ~n) 
relative to the above basis. For which basis in r n is the connection be­
tween the components of x and the scalars ~ 1, e, ... , ~n particularly sim­
ple? 

5. In r 4 consider the subspace Tofall vectors (~1, ~2, ~3, ~4) satisfying 
~1+2e=~3+2~4. Show that the vectors: Xl =(1,0,1,0) and x 2 = 
(0, 1, 0, 1) are linearly independent and lie in T; then extend this set of 
two vectors to a basis of T. 

6. Let 1X1' 1X2' 1X3 be fixed real numbers. Show that all vectors (1]1, 1]2, 
1]3,1]4) in 1R4 obeying 1]4=1X11]1 +1X 21]2 +1X31]3 form a subspace V. Show 
that V is generated by 

Xl = (l,0,0,1X1); X2 = (0, 1,0,1X2); X3 = (0,0, 1,1X3)' 

Verify that Xl' x 2 , X3 form a basis of the subspace V. 
7. In the space P of all polynomials of degree ~n-l consider the two 

bases Pv and qv defined by 

pvCt) = tV 

qv(t) = (t - at (a, constant; v = 0, ... , n - 1). 

Express the vectors qv explicitly in terms of the vectors PV' 
8. A subspace El of a vector space E is said to have co-dimension n if 

the factor space E/El has dimension n. Let El and Fl be subspaces of 
finite codimension, and let E2, F2 be complementary subspaces, 

Show that 
dimE2 = codimEl' dimF2 = codimF1 • 
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Prove that El n Fl has finite co dimension, and that 

9. Under the hypothesis of problem 8, construct a decomposition 
E= HI (£)H2 such that HI has finite codimension and 

i) HI eEl n Fl 
ii)H2 =>E 1 +F1 • 

Show that 

and 

10. Let (xa)aeA and (YP)PeB be two bases for a vector space E. Establish 
a 1 - 1 correspondence between the sets A and B. 

11. Let E be an n-dimensional real vector space and El be an (n-l)­
dimensional subspace. Denote by E! the set of all vectors XEE which are 
not contained in E1• Define an equivalence relation in Elas follows: Two 
vectors xEE I and YEE! are equivalent, if the straight segment 

x(t)=(l-t)x+ty 

is disjoint to E1• Prove that there are precisely two equivalence classes. 

12. Show that a vector space is not the union of finitely many proper 
subspaces. 

13. Let E be an n-dimensional vector space. Let E; (i = 1 ... k) be 
subspaces such that 

dimE; ~ r U=I ... k) 

where r < n is a given integer. Show that there is a subspace FeE of 
dimension /1-" such that F n E; =0 (i = 1 ... k). Hint: Use problem 12. 

§ 5. The topology of a real finite-dimensional vector space 

1.22. Real topological vector spaces. Let E be a real vector space in 
which a topology is defined. Then E is called a topological vector space if 
the linear operations 

Ex E ~ E and IR x E ~ E defined by 
(x,y)~x+y 
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and 
(Je, x) -dx 

are continuous. 
Example: Consider the space IR". Since the set IR" is the Cartesian 

product of n copies of lR, a topology is induced in IR" by the topology in 
lR. It is easy to verify that the linear operations are continuous with re­
spect to this topology and so lR n is a topological vector space. A second 
example is given in problem 6. 

In the following it will be shown that a real vector space of finite di­
mension carries a natural topology. 

Proposition: Let E be an n-dimensional vector space over lR. Then 
there exists precisely one topology in E satisfying the conditions 

T 1 : E is a topological vector space 
T2 : Every linear function in E is continuous. 
Proof To prove the existence of such a topology let e v (v = I, .... n) be a 

fixed basis of E and consider the linear isomorphism q>: IR" --> E given by 

(e, ... ,e) --> IC ev • 
v 

Then define the open sets in E by q> (U) where U is an open set in IR". 
Clearly q> becomes a homeomorphism and the linear operations in E are 
continuous in this topology. Now let/be a linear function in E. Then we 
have for every xoEE, xEE 

f (x) - f (xo) = f (x - xo) = I (C - ~~)f (eJ. 

Given an arbitrary positive number 8> 0 consider the neighbourhood, 
q>U, of Xo defined by 

IC - ~~I < b v = 1, ... , n 

where b > 0 is a number such that 

b'Ilf(ev)1 <8. 

Then if XEq>U we have that 

which proves the continuity of/at x = Xo' 

It remains to be shown that the topology of E is uniquely determined 
by Tl and T2 • In fact, suppose that an arbitrary topology is defined in E 
which satisfies Tl and T2 • 
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Let ev(v= 1, ... , n) be a basis of E and define mappings cp: W~E and 
tjJ:E~rp.nby 

cp((l, ... ,(") = LCev 

and 
tjJ x = (~l (x), ... , C(x)) 

where 
x = LC(x)ev 

v 

Tl implies that cp is continuous. On the other hand, the functions X~(v (x) 
are linear and hence it follows from Tz that tjJ is continuous. Since 

we obtain that cp is a homeomorphism of rp.n onto E. Hence the topology 
of E is uniquely determined by Tl and Tz. 

Corollary: The topology of E constructed above is independent of the 
basis ev• 

Let F be a second finite-dimensional real vector space and let cp: E~ F 

be a linear mapping. Then cp is continuous. In fact, if Y/l (/1 = 1, ... , m) is 
a basis of F we can write 

where the 111' are linear functions in E. Now the continuity of cp follows 
from Tl and T2 • 

1.23. Complex topological vector spaces. The reader should verify that 
the results of sec. 1.22 carryover word for word in the case of complex 
spaces. 

Problems 

1. Letfbe a real valued continuous function in the real n-dimensional 
linear space E such that 

f (x + y) = f (x) + f (y) x,YEE. 

Prove that f is linear. 
2. Let cp: E1 ~ E2 be a surjective linear mapping of finite dimensional 

real vector spaces. Show that cp is open (the image of an open set in E1 
under cp is open in E 2). 
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3. Let n: E ~ Ej F be the canonical projection, where E is a real finite 
dimensional vector space, and F is a subspace. Then the topology in E 
determines a topology in Ej F (a subset V c Ej F is open if and only if 
n- 1 V is open in E). 

a) Prove that this topology coincides with the natural topology in the 
vector space Ej F. 

b) Prove that the subspace topology of F coincides with the natural 
topology of F. 

4. Show that every subspace of a finite dimensional real vector space 
is a closed set. 

5. Construct a topology for finite dimensional real vector spaces that 
satisfies T1 but not T2, and a topology that satisfies T2 but not T1. 

6. Let E be a real vector space. Then every finite dimensional subspace 
of E carries a natural topology. Let E1 be any finite dimensional subspace 
of E, and let V 1 eEl be an open set. Moreover let E2 be a complementary 
subspace in E, E=E1 (£)E2. Then V 1 and E2 determine a set 0 given by 

(1.34) 
Suppose that 

0' = {x + y; XE V1, U EE;} 

is a second set of this form. Prove that 0 n 0' is again a set of this form. 
Hint: Use problems 8 and 9, § 4. 

Conclude that the sets OcE of the form (1.34) form a. basis for a 
topology in E. 

7. Prove that the topology defined in problem 6 satisfies T1 and T2. 
8. Prove that the topology of problem 7 is regular. Show that E is not 

metrizable if it has infinite dimension. 



Chapter II 

Linear Mappings 

In this chapter all vector spaces are defined over a fixed but arbitrarily 
chosen field, r, of characteristic O. 

§ 1. Basic properties 

2.1. Kernel and image space. Suppose E, F are vector spaces and let 
<p: E-+ F be a linear mapping. Then the kernel of <p, denoted by ker <p, is 
the subset of vectors xEE such that <px=O. It follows from (1.8) and (1.9) 
that ker <p is a subspace of E. 

The mapping <p is injective if and only if 

ker<p = (0). (2.1) 

In fact, if <p is injective there is at most one vector xEE such that <px=O. 
But <pO = 0 and so it follows that ker <p = (0). Conversely, assume that 
(2.1) holds. Then if 

for two vectors Xl' X 2 EE we have 

whence XI-x2Eker <po It follows that XI-X2=O and so Xl =X2' Hence 
<p is injective. 

The image space of <p, denoted by 1m <p, is the set of vectors y E F of the 
form y = <PX for some X E E. 1m <p is a subspace of F. It is clear that <p is 
surjective if and only if 1m <p = F. 

Example 1. Let E1 be a subspace of E and consider the canonical 
projection 

Then 
kern=E 1 and Imn=EjE 1 • 
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2.2. The restriction of a linear mapping. Suppose cp: £--+ F is a linear 
mapping and let £1 c £, F1 C F be subspaces such that 

cpxEF1 for xEE1. 
Then the linear mapping 

defined by 

is called the restriction of cp to £1' Fl' It satisfies the relation 

where iE : £1--+£ and iF :F1--+F are the canonical injections. Equivalently, 
the diagram 

is commutative. 

E ~F 
iEi iiF 

'1', 
E1--+F1 

2.3. The induced mapping in the factor spaces. Let cp: £--+ F be a linear 
mapping and CP1: £l--+F1 be its restriction to subspaces £1 c £ and F1 c F. 
Then there exists precisely one linear mapping 

such that 
(2.2) 

where 

are the canonical projections. 
Since TeE is surjective, the mapping ij5 is uniquely determined by (2.2) if 

it exists. To define ij5 we notice first that 

(2.3) 
whenever 

(2.4) 
In fact, (2.4) implies that 

But by the hypothesis 

CPX1 - cpXz = CP(X1 - x z)EF1 = kerTeF 
and so 
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It follows from (2.3) and (2.4) that there is a set map ip:EjE1->EjF1 
satisfying (2.2). To prove that ip is linear let x EEj E1 and YE Ej E1 be 
arbitrary and choose vectors XEE and Y EE such that nEx=x and nEy= y. 
Then it follows from (2.2) that 

ip(AX + fly) = ipnE(Ax + flY) = nFqJ(Ax + flY) 
=A~qJX+fl~qJY=AipX+flipy 

and hence ip is a linear mapping. 
The reader should notice that the relation (2.2) is equivalent to the 

requirement that the diagram 

E~F 
1tE! !1tF 

iii 
EjE1 -> FjF1 

be commutative. Setting nEx=x, xEE and nFY=Y, YEF we can rewrite 
(2.2) in the form 

ipx = qJx. 

2.4. The factoring of a linear mapping. Let qJ: E-> F be a linear mapping 
and consider the subspaces E1 =ker qJ and F1 =(0). Since qJx=O, xEE1 
a linear mapping 

ip: Ejker qJ -> F 

is induced by qJ (cf. sec. 2.3) such that 

ipon=qJ 

where n denotes the canonical projection 

n: E -> E/ker qJ. 

(2.5) 

The mapping ip is injective. In fact, if ipnx = 0 we have that qJX = O. Hence 
XE ker qJ and so nx = O. It follows that ip is injective. In particular, the 
restriction of ip to Ej ker qJ, 1m qJ (also denoted by ip) is a linear isomorph-
ism 

ip: Ejker qJ ~ 1m qJ . 

Formula (2.5) shows that every linear mapping qJ: E -> F can be written 
as the composition of a surjective and an injective linear mapping, 

E~F 
n!/iii 

E/kerqJ 
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As an application it will now be shown that for any two subspaces 
El e E and E2 e E there is a natural isomorphism 

(2.6) 

Consider the canonical projection 

and let q> be the restriction of rr to E 1 , (E1 +E2)/E2. Then q> is surjective. 
In fact, if 

is any vector of El +E2 we have 

Since 

it follows that q> induces a linear isomorphism 

Now consider the special case that 

E=E1 EBE2 • 

Then El n E2 = 0 and hence the relation (2.6) reduces to 

El~E/E2. 

As a second example, let .t;(i= l...r) be r linear functions in E and 
define a subspace FeE by 

F = n kerIi· 
i= 1 

Now consider the linear mapping q>: E-+ r' defined by 

q>x = (/1 (X), ... ,f,(x)). 
Then clearly 

ker q> = n ker Ii = F 
i= 1 

and so q> determines a linear isomorphism 

ip:E/F ~ 1m q> e r'. 
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It follows that 1m <p, and hence Ej F, has dimension ~ r, 

dimEjF ~ r. 

Proposition I: Suppose <p: E-tF and Ij;:E-tG are linear mappings such 
that 

ker <p c ker Ij; . 

Then Ij; can be factored over <p; that is, there exists a linear mapping 
X:F-tG such that 

Xo<p=Ij;. 

Proof' Since Ij; maps ker <p into 0 it induces a linear mapping ifi : Ejker <p 
-tG such that 

ifio7t=1j; 
where 

7t: E -t Ejker <p 

is the canonical projection. Let 

iii: Elker <p ~ 1m <p 

be the linear isomorphism determined by <p, and define a linear mapping 
ifil:lm <p-tG by 

.T. ,T. --1 'l'1='I'o<P . 

Finally, let x: F-tG be any linear mapping which extends ifi l' Then we have 
that 

--1 --1-<p o<p=<p o<po7t=7t 

whence 

Our result is expressed in the commutative diagram 

E~F 

"'! /x 
G 

2.5. Exact sequences. Exact sequences provide a sophisticated method 
for describing elementary properties of linear mappings. 

A sequence of linear mappings 

(2.7) 
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is called exact at E if 
1m cp = kerl/l. 

We exhibit the following special cases: 

1. F=O. Then the exact sequence (2.7) reads 

O:!.E:!..G. (2.8) 

Since 1m cp=O it follows that ker 1/1=0 i.e., 1/1 is injective. Conversely, 
suppose 1/1: E---.G is injective. Then kerl/l=O, and so the sequence (2.8) 

is exact atE. 

2. G = O. Then the exact sequence (2.7) has the form 

F:!.E:!..O. 

Since 1/1 is the zero mapping it follows that 

Imcp = kerl/l = E 

(2.9) 

and so cp is surjective. Conversely, if the linear mapping cp: F ---. E is sur­
jective, then the sequence (2.9) is exact. 

A short exact sequence is a sequence of the form 

(2.10) 

which is exact at F, E and G. As an example consider the sequence 

(2.11) 

where El is a subspace of E and i, n denote the canonical injection and 
projection respectively. Then 

1m i = E 1 = ker n 

and so (2.11) is exact at E. Moreover, since i and n are respectively injec­
tive and surjective, it follows that (2.11) is exact at El and Ej El and so 
(2.11) is a short exact sequence. 

The example above is essentially the only example of a short exact 
sequence. 

*) It is clear that the first and the last mapping in the above diagram are the zero 
mappings. 
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In fact, suppose 

O-+F!.E!G-+O 

is a short exact sequence. Let 

El = Imq> = ker1/l 

and consider the exact sequence 

47 

Since the mapping q>: F -+ E is injective its restriction q> 1 to F, El is a linear 
isomorphism, CPl :F~El. On the other hand, 1/1 induces a linear iso­
morphism 

Now it follows easily from the definitions that the diagram 

is commutative. 

O-+F -+E 

'I'[L~ 'L~ 

O-+El-+E 

-+ G-+O 
iii-I L~ 

-+ E/El -+ 0 

(2.12) 

2.6. Homomorphisms of exact sequences. A commutative diagram of 
the form 

'1'1 1/11 
O-+Fl -+El -+ G1 -+O 

LQ L<1 LT (2.13) 
'1'2 1/12 

0-+ F2 -+ E2 -+ G2 -+ 0 

where both horizontal sequences are short exact sequences, and Q, a, r 
are linear mappings, is called a homomorphism of exact sequences. If 
Q, a, r are linear isomorphisms, then (2.13) is called an isomorphism be­
tween the two short exact sequences. In particular, (2.12) is an isomorph-
ism of short exact sequences. 

2.7. Split short exact sequences. Suppose that 

O-+F!.E!G-+O (2.10) 

is a short exact sequence, and assume that there X:E+-G is a linear 
mapping such that 

Then X is said to split the sequence (2.10) and the sequence 
'I' 1/1 

O-+F-+E~G-+O 
x 

is called a split short exact sequence. 
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Proposition II: Every short exact sequence can be split. 
Proof Given a short exact sequence, (2.l0) let El be a complementary 

subspace of ker !/J in E, 

and consider the restriction, !/J l' of!/J to E 1 , C. Since ker !/J 1 = 0, !/J 1 is a 
linear isomorphism, !/Jl:El!!C, Then the mapping X:E1 +-C defined by 

X =!/J ~ 1 satisfies the relation 

and hence X splits the sequence. 
2.8. Stable subspaces. Consider now the case F= E; i.e., let q> be 

a linear transformation of the vector space E. Then a subspace El c E 
will be called stable under q> if 

q>xEE I for xEE I • 

It is easy to verify that the subspaces ker q> and 1m q> are stable. If EI 
is a stable subspace, the restriction, q>1' of q> to E1, El will be called the 
restriction 0/ q> to E1. Clearly, q>1 is a linear transformation of E1 • We 
also have that the induced map 

ip: E/El -4 E/El 

is a linear transformation of E/E1 • 

Problems 

1. Let C be the space of continuous functions f: IR -41R and define the 
mapping q>: C-4C by 

q>:J(t)-4 f J(s)ds. 

o 

Prove that 1m q> consists of all continuously differentiable functions while 
the kernel of q> is 0. Conclude that q> is injective but not bijective. 

2. Find the image spaces and kernels of the following linear transfor­
mations of r 4: 

a) !/J(e, ~2, e, ~4) = (e - e, e + e, e, e) 
b) !/J(e,e,e,~4)=(e,~I,e,e) 
c) !/J(~I,e,~3,~4) = (~4,e + e,~1 + e,~4). 
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3. Find the image spaces and kernels of the following linear mappings 
of r4 into r 5: 

a) q>(e, e2 , e, e4 ) = (Se - e, e1 + e, e, e4 , e) 
b) q>(e 1,e,e,e4 ) = (e + e + 7e + e4 ,2e + e4 ,e,e,e 1 - e) 
c) q>(et. e, e, e4 ) = (e 4 - e + e3 + e, e - e, 17e + 13e2, 16e1 + 

+ se4,e - e) 
4. Construct bases for the factor spaces r 4 /ker t/J and r 4 /ker q> of 

problems 2 and 3. Determine the action of the induced mappings on these 
bases and verify that the induced mappings are injective. 

S. Prove that if q>: E--+ F and t/J: E--+ G are linear mappings, then the 
relation 

ker q> e kert/J 

is necessary for the existence of a linear mapping X:F--+G such that 
t/J=Xoq>. 

6. Consider the pairs (t/J, q» in parts a, b, c of problems 2 and 3. Decide 
in each case if t/J can be factored over q>, or if q> can be factored over t/J, 
or if both factorings are possible. Whenever t/J can be factored over q> 
(or conversely) construct an explicit factoring map. 

7. a) Use formula (2.6) to obtain an elegant proof of formula (1.32). 
b) Establish a linear isomorphism 

where Fe E1 e E. 
8. Consider the short exact sequence 

i " O--+E1 --+E--+E/E1 --+0. 

Show that the relation x~Im X defines a 1-1 correspondence between 
linear mappings X:E+-E/E1 which split the sequence, and complementary 
subspaces of E1 in E. 

9. Show that a short exact sequence 0--+ F~ E! G--+O is split if and only 
if there exists a linear mapping w: F +- E such that Wo q> = I. 

In the process establish a 1 - 1 correspondence between the split short 
exact sequences of the form 

and of the form 

4 Greub. Linear Algebra 

'" '" O--+F--+E~G--+O 

w 
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such that the diagram 

is again a short exact sequence. 

10. Assume a commutative diagram of linear maps 

EI .:.'. Ez ::' E3:'. E4 ~ Es 
llPl lIP2 lIP) lIP4 lIP; 

PI P2 p, P4 
FI ----> F2 -> F3 -> F4 -> Fs 

where both horizontal sequences are exact. 
i) Show that if <P 4 is injective and <PI is surjective, then 

ker<P3 =x2(ker<P2)' 

ii) Show that if <P2 is surjective and <Ps is injective, then 

1m <P3 = #3 1 (Im <P4)' 

iii) Conclude that if the maps <PI' <P2' <P4' <Ps are linear isomorphisms. 
then so is <P3 (5-lemma). 

11. Consider a system of linear mappings 

o 
1 

o 
1 

o 
1 

cpoo tpo 1 

0----> Eoo ----> Eo, ----> E02 ----> 
~ool ~oll ~o21 

4'10 cp,t 
0---->E,0---->E,,---->E'2----> 

~101 ~lll !/t121 
C{'2Q CPl! 

0---->E20 ----> E2 , -> E22 ----> 

where all the horizontal and the vertical sequences are exact at each Eij . 

Assume that the diagram is commutative. Define spaces Hij(i~ I,j~ I) by 

Construct a linear isomorphism between H i• j +, and H i + "j' 

12. Given an exact sequence 

E3'...F~G!..H 

prove that <P is surjective if and only if X is injective. 
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13. Prove the hexagonal lemma: Given a diagram of linear maps 

in which all triangles are commutative, k1 and k2 are isomorphisms and 
the diagonals j 2 0 i1 and j 1 0 i2 are exact at E, show that 

110 k1 0 h1 + 12 0 k2 0 h2 = t/J 0 q>. 

§ 2. Operations with linear mappings 

2.9. The space L(E; F). Let E and F be vector spaces and consider the 
set L(E; F) of linear mappings q>:E--+F. If q> and t/J are two such map­
pings q> + t/J and Aq> of E into F are defined by 

(q> + t/J)x = q>x + t/Jx 
and 

(Aq»X = Aq>X xeE. 

It is easy to verify that q> + t/J and Aq> are again linear mappings, and so 
the set L(E; F) becomes a linear space, called the space of linear mappings 
of E into F. The zero vector of L(E; F) is the linear mapping 0 defined 
by 0 x=O, xeE. 

In the case that F=F (q> and t/J are linear functions) L(E; r) is denoted 
simply by L(E). 

2.10. Composition. Recall (sec. 1.10) that if q>: E--+ F and t/J: F--+ G are 
linear mappings then the mapping t/Joq>:E--+G defined by 

is again linear. If H is a fourth linear space and x: G--+H is a linear map­
ping, we have for each xeE 

[x 0 (t/J oq»] x = x(t/J 0 q»x = x [t/J (q> x)] = (Xot/J)q>x = [(X 0 t/J) 0 q>] x 
whence 

Xo(t/Joq» = (Xot/J)oq>. (2.14) 

Consequently, we can simply write X 0 t/J 0 q>. 
4' 
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If cP: E -> F is a linear mapping and IE and IF are the identity mappings 
of E and F we have clearly 

(2.15) 

Moreover, if cP is a linear isomorphism and cP - 1 is the inverse isomorphism 
we have the relations 

cP - 1 0 cP = I E and cP 0 cP - 1 = IF' (2.16) 

Finally, if CPi:E->F and t/ti:F->G are linear mappings, then it is easily 
checked that 

Ci),it/ti)OCP = Ii(t/tiocp) 
i i 

and (2.17) 

t/t o(I),i CPi) = Ii(t/t 0 CPJ· 
i i 

2.11. Left and right inverses. Let cP: E-> F and t/t: E<.- F be linear map­
pings. Then t/t is called a right inverse of cP if cP c t/t = [F' 
t/t is called a left inverse of cP if t/t c cP = [E' 

Proposition I: A linear mapping cP: E-> F is surjective if and only if it 
has a right inverse. It is injective if and only if it has a left inverse. 

Proof: Suppose cP has a right inverse, t/t. Then we have for every }'EF 

Y=cPt/ty 

and so YElm cP; i.e., cP is surjective. Conversely, if cP is surjective, let EI 
be a complementary subspace of ker cP in E, 

E = E 1 EEl ker cP . 

Then the restriction CPI of cP to E1 , F is a linear isomorphism. Define the 
linear mapping t/t: EI <.- F by t/t = i l CPI - I, where i [ : E[ -> E is the canonical 
injection. Then 

i.e., cpot/t=IF' 
For the proof of the second part of the proposition assume that (p has 

a left inverse. Then if XE ker cP we have that 

x=t/tcpx=t/to=o 

whence ker cP = O. Conseq uentIy cP is injective. 
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Conversely, if cp is injective, consider the restriction CPl of cP to E, 1m cpo 
Then CPl is a linear isomorphism. Let n:F-+Jm cP be a linear mapping 

such that 
ny = y for YEImcp 

(cf. Cor. II, Proposition I, sec. 1.15) and define",: E+-F by 

Then we have that 

whence", 0 cp = IE' Hence cp has a left inverse. This completes the proof. 

Corollary: A linear isomorphism cp: E-+ F has a uniquely determined 
right (left) inverse, namely, cp - I. 

Proof' Relation (2.16) shows that cp - 1 is a left (and right) inverse to cpo 
Now let", be any inverse of cp, 

Then multiplying by cp - 1 from the right we obtain 

"'ocpocp-I = cp-l 

whence", = cp - 1. In the same way it is shown that the only right inverse 
of cp is (p - 1. 

2.12. Linear automorphisms. Consider the set GL(E) of all linear auto­
morphisms of E. Clearly, GL(E) is closed under the composition 

(cp, '" )-+'" ° cp and it satisfies the following conditions: 
i) Xo("'ocp)=(Xo"')ocp (associative law) 

ii) there exists an element I (the identity map) such that cp ° I = 

loCP=Cp for every cpEGL(E) 
iii) to every cpEGL(E) there is an element cp-IEGL(E) such that 

cp-Iocp=cpocp-I=l. 

In other words, the linear automorphisms of E form a group. 

Problems 

1. Show that if E, F are vector spaces, then the inclusions 

L(E; F) c C(E; F) c (E; F) 
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are proper ((£; F) is defined in Example 3, sec. I.2 and C(E; F) is defined 
in problem 9, § 1, chap. I). Under which conditions do any of these spaces 
have finite dimension? 

2. Suppose 

are linear mappings. Assume that q>1' q>2 are injective, 1/11,1/12 are surjec­
tive and XI' X2 are bijective. Prove that 

a) q>2 0 q>1 is injective 
b) I/Izol/ll is surjective 
c) Xz 0 X I is bijective 

3. Let q>: E-+F be a linear mapping. a) Consider the space Ml(q» of 
linear mappings 1/1: E +-F such that 1/1 0 q> = O. Prove that if q> is surjective 
then Ml(q»=O. 

b) Consider the space Mr(q» of linear mappings 1/1: E+-F such that 
q> 0 1/1 = O. Prove that if q> is injective then Mr (q» = O. 

4. Suppose that q>:E-+F is injective and let M'(q» be the subspace 
defined in problem 3. Show that the set of left inverses of q> is a coset in 
the factor space L (F; E)j M' (q», and conclude that the left inverse of q> 
is uniquely determined if and only if q> is surjective. Establish a similar 
result for surjective linear mappings. 

5. Show that the space M' (q» of problem 3 is the set oflinear mappings 
1/1: E+- F such that 1m q> e ker 1/1. Construct a natural linear isomorphism 
between M'(q» and L(FjIm q>; E). 

Construct a natural linear isomorphism between Mr(q» (ef. prob­
lem 3) and L (F; ker q». 

6. Assume that q>: E-+ E is a linear transformation such that q> 0 1/1 = 1/1 0 q> 
for every linear transformation 1/1. Prove that q>=AI where A is a scalar. 
Hint: Show first that, for every vector XE E there is a scalar A (x) such that 
q>X=A(X)X. Then prove that A (x) does not depend on x. 

7. Prove that the group GL(E) is not commutative for dim E> 1. If 
dim E= 1, show that GL(E) is isomorphic to the multiplicative group of 
the field r. 

8. Let E be a vector space and S be a set of linear transformations of 
E. A subspace FeE is called stable with respect to S if F is stable under 
every q>ES. The space E is called irreducible with respect to S if the only 
stable subspaces are F=O and F=E. 
Prove Schur's Lemma: Let E and F be vector spaces and rx:E-+F be a 
linear mapping. Assume that SE and SF are two sets of linear trans for-
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mations of E and F such that 

i.e. to every transformation CPESE there exists a transformation l/JESF 

such that !Y. 0 cP = l/J o!Y. and conversely. Prove that !Y. = 0 or !Y. is a linear 
isomorphism of E onto F. 

§ 3. Linear isomorphisms 

2.13. It is customary to state simply that a linear isomorphism pre­
serves all linear properties. We shall attempt to make this statement more 
precise, by listing without proof (the proofs being all trivial) some of the 
important properties which are preserved under an isomorphism cP: E! F. 

Property I: The image under cP of a generating set (linearly independent 
set, basis) in E is a generating set (linearly independent set, basis) in F. 

Property II: If E1 is any subspace in E, and E/E1 is the corresponding 
factor space, then cp determines linear isomorphisms 

and 

Property III: If G is a third vector space, then the mappings 

l/JEL(E; G) 
and 

l/JEL(G; E) 

are linear isomorphisms 

L(E; G) ~ L(F; G) 
and 

L ( G; E) ~ L ( G ; F) 

2.14. Identification: Suppose cp: E-t F is an injective linear mapping. 
Then cp determines a linear isomorphism 
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It may be convenient not to distinguish between E and 1m cp, but to 
regard them as the same vector space. This is called identification, and 
while in some sense it is sloppy mathematics, it leads to a great deal of 
economy of formulae and a much clearer presentation. Of course we 
shall only identify spaces whenever there is no possibility of confusion. 

§ 4. Direct sum of vector spaces 

2.15. Definition. Let E and F be two vector spaces and consider the set 
Ex F of all ordered pairs (x, y), xEE, YEF. It is easy to verify that the set 
Ex F becomes a vector space under the operations 

and 
A(X,y) = (AX,AY) 

This vector space is called the (external) direct sum of E and F and is 
denoted by EffiF. If (Xa)HA and (yp)p E B are bases of E and F respectively 
then the pairs (x" 0) and (0, yp) form a basis of EffiF. In particular, if E 
and F are finite dimensional we have that 

dim(Effi F) = dimE + dimF. 

2.16. The canonical injections and projections. Consider the linear map­
pings 

defined by 
ijx=(x,O) i2 y=(0,y) 

and the linear mappings 

given by 

It follows immediately from the definitions that 

(2.18) 

(2.19) 
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and 
(2.20) 

The relations (2.18) imply that the mappings i,,(Jc= 1,2) are injective 
and the mappings rr,,(Jc= 1,2) are surjective. The mappings i" are called 
respectively the canonical injections and rr" the canonical projections as­
sociated with the external direct sum Ef£JF. Since i l and i z are injective 
we can identify E with 1m i land F with 1m iz. Then E and F become sub­
spaces of Ef£JF, and Ef£JF is the internal direct sum of E and F. 

The reader will have noticed that we have used the same symbol to 
denote the external and the internal direct sums of two subs paces of a 
vector space. However, it will always be clear from the context whether 
the internal or the external direct sum is meant. (If we perform the iden­
tification, then the distinction vanishes). In the discussion of direct sums 
of families of subspaces (see sec. 2.17) we adopt different notations. 

If F = E we define an injective mapping L1: E-+Ef£JE by 

L1x=(x,x). 

L1 is called the diagonal mapping. In terms of i l and iz the diagonal map­
ping can be written as 

Relations (2.18) and (2.19) imply that 

rrloL1 =rrzoL1 = IE. 

The following proposition shows that the direct sum of two vector 
spaces is characterized by its canonical injections and projections up to 
an isomorphism. 

Proposition I: Let E, F, G be three vector spaces and suppose that a 
system of linear mappings 

({Jl:E-+G, !{II: G -+ E 

({Jz:F-+G, !{Iz:G-+F 

is given subject to the conditions 

and 

!{II o({J1 = IE !{Iz ° ({Jz = IF 

!{Il0({JZ=O !{IZO({Jl=O 
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Then there exists a linear isomorphism T: EEf)F'::' G such that 

CPl=Toi1 I/tl=nl oT - 1 

and (2.21) 

cpz=Toiz I/tz=nzoT- I . 

The CPi, I/ti are called (as before) canonical injections and projections. 
Proof' Define linear mappings 

0': G ..... E Ef) F and T: E Ef) F ..... G 

by 

and 
XEE,YEF. 

Then for every vector ZEG 

TO'Z = CPII/tIZ + cpzl/tzz = Z 

and for every vector (x, Y)EEEf)F 

These relations show that T and 0' are inverse isomorphisms. Formulae 
(2.21) are immediate consequences of the definition of T. 

Example: Let E be a real vector space. Then E Ef) E can be made into 
a complex vector space as follows: 

«()( + i f3)(x, y) = (IX X - f3 Y, ()( Y + f3 x) ()(, f3 ElR . 

The complex vector space so obtained is called the complexificatioll of E 
and is denoted by EQ,. 

Every vector (x, Y)E E([' can be uniquely represented in the form 

(x, y) = (x, 0) + (0, y) = (x, 0) + i(y, 0). 

Now identify the (real) subspace EE90 of E([ with E under the inclusion 
map i l : E ..... EE9E. Then the equation above reads 

(x,y)=x+iy x,YEE. 

If E has finite dimension n, and if Xl' ... , Xn is a basis of E, then the vec­
tors Xl' ... , Xn form a basis of the complex space E([ as is easily verified. 
Thus 

dim([' E([' = dim lR E. 
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2.17. Direct sum of an arbitrary family of vector spaces. Let (Ea)OEA be 
an arbitrary family of vector spaces. To define the direct sum of the family 
Ea consider all mappings 

(2.22) 

such that 
i) x(a)EE~, aEA 

ii) all but finitely many x (a) are zero. 
We denote x(a) by Xa. Then the mapping (2.22) can be written as 

The sum of two mappings x and y is defined by 

(x + y)(a) = Xa + Ya 

and the mapping Ax is given by 

Under these operations the set of all mappings (2.22) is m;1de into a 
vector space. This vector space is called the (external) direct sum of the 
vector spaces Ea and will be denoted by fBE~. The zero vector of fBEa is 
the mapping x given by a; 

For every fixed gEA we define the canonical injection ie:Ee~fBEa by 
a 

(2.23) 

and the canonical projection 7re: fB Ea ~ Ee by 
a 

(2.24) 

It follows from (2.23) and (2.24) that 

(2.25) 
and 

(2.26) 

By 'abus de langage' we shall write (2.26) simply as 
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Proposition II: Suppose that a decomposition of a vector space E as a 
direct sum of a family of subspaces Ea is given. Then E is isomorphic to 
the external direct sum of the vector spaces Ea. 

Proo!' Let ffiEa=E. Then a linear mapping (J:E---+E is defined by 

Conversely, a linear mapping r:E---+E is given by 

Relations (2.25) and (2.26) imply that 

r 0 (J = I and (J 0 r = I 

and hence (J is an isomorphism of E onto E and r is the inverse isomorph­
ism. 

2.18. Direct sum oflinear mappings. Suppose <PI : EI ---+FI and<p2: E2---+F2 
are linear mappings. Then a linear mapping <PI ffi<P2: EI ffiE2 ---+ FI ffiF2 is 
defined by 

It follows immediately from the definition that 

and 

Now suppose E I , E2 are subspaces of E and FI , F2 are subspaces of F 
such that 

(2.27) 

If <Pi: Ei---+ Fi are linear maps then <P I ffi <P2 is again a linear map, defined by 

where X=XI +x2 is the decomposition of any vector XEE determined by 
(2.27). <PI ffi<P2 may be characterized as the unique linear map of E into F 

which extends <PI and <P2' 
2.19. Projection operators. A linear transformation <P: E---+ E is called 

a projection operator in E, if <p2 = <po If <P is a projection operator in E, 
then 

E = ker <P ffi 1m <P . (2.28) 
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Moreover, 
(2.29) 

To prove (2.28) let XEE be an arbitrary vector. Writing 

X=y+q>x (i.e.y=x-q>x) 

we obtain that 
q> y = q> x - q>2 X = 0 

whence YEker q>. It follows that 

E = kerq> + lmq>. (2.30) 

To show that the decomposition (2.30) is direct let ::=q>x be an arbi­
trary vector of ker q> n 1m q>. Then we have that 

o = q> z = q>2 X = q> x = z 

and thus ker q> n 1m q> =0. 

To prove (2.29) we observe that the subspaces 1m q> and ker q> are 
stable under q> (cf. sec. 2.8) and that the induced transformations are the 
identity and the zero mapping respectively. 

Conversely, if a direct decomposition 

is given, then the linear mapping 

q> = lEI EBOE2 

is clearly a projection operator in E. 

Proposition III: Let ai (i = 1...r) be projection operators in E such that 

i=t=j 
and 

Then 

E=(f)lmai· 
i = 1 

Proof Let XEE be arbitrary. Then the relation 

x = LaiXE L lmai 
i = 1 

(2.31) 
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shows that 
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E = L ImQi' 
i ~ 1 

To prove that the sum (2.32) is direct suppose that 

xElmQi n L ImQj' 
j*i 

Then X=QiY (some YEE), so that 

Qi X = Q; Y = Qi Y = x. 

On the other hand, we have that for some vectors YjEE, 

x = LQjYj 

whence, in view of (2.31), 
j*i 

Qi X = L QiQjY=O. 
j*i 

(2.32) 

(2.33) 

(2.34) 

Relations (2.33) and (2.34) yield x=O and hence the decomposition (2.32) 

is direct. 

Suppose now that 

is a decomposition of E as a direct sum of subs paces Ev' Let ITv: E-- Ev 
and iv: Ev -- E denote the canonical projections and injections, and con­
sider the linear mappings Q,,: E-- E defined by 

Then the Qv are projection operators satisfying (2.3\) as follows from 
(2.25) and (2.26). Moreover, 1m Qv = Ev and so the decomposition of E 
determined by the Qv agrees with the original decomposition. 

Problems 

I. Assume a decomposition 

E=E 1 +E2 • 

Consider the external direct sum EI (f;Ez and define a linear mapping 

cP : E 1 (f; E z -- E by 
cp(x1,XZ)=X1+Xl X1EE1,X1EE1 · 

Prove that the kernel of cP is the subspace of E consisting of the pairs 
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(x, - x) where xEEI n E2. Show that <p is a linear isomorphism if and only 
if the decomposition E=E1 +E2 is direct. 

2. Given two vector spaces E and F, consider subspaces EI cE, FI cF 
and the canonical projections 

Define a mapping 

by 
<p: E EB F -+ E/El EB F/FI 

<p(x,y) = (nEx,nFy). 

Show that <p induces a linear isomorphism 

3. Let E=E1 EBE2 and F=F1 EBF2 be decompositions of E and F as 
direct sums of subspaces. Show that the external direct sum, G, of E and F 

can be written as G = G1 EBG2 where G1 and G2 are subspaces of G and Gi 

is the external direct sum of Ei and Fi (i = 1, 2). 
4. Prove that from every projection operator n in E an involution w 

is obtained by w = 2n - I and that every involution can be written in this 
form. 

5. Let ni (i = 1 ... r) be projection operators in E such that 

Imni = F (i = 1. .. r) 

where F is a fixed subspace of E. Let Ai (i = l...r) be scalars. Show that 

a) IfLi =1= 0 then ImLAini = F 
i i 

b) LAini is a non-trivial projection operator in E if and only if Li = 1. 
i 

6. Let E be a vector space with a countable basis. Construct a linear 
isomorphism between E and EEBE. 

7. Let X be any set and let C(X) be the free vector space generated by X 
(cf. sec. 1.7). Show that if Yis a second set, then C(X U Y)~ C(X)EB C(Y). 

§ 5. Dual vector spaces 
2.20. Bilinear functions. Let E and Fbe vector spaces. Then a mapping 

cfJ: E x F -+ r satisfying 

cfJ(AX I + px2,y) = AcfJ(XI,y) + PcfJ(X2,Y) X1,X2EE,YEF 
and 

cfJ(X,AYI + Ph) = AcfJ(X,YI) + P cfJ(x, h) XEE,Yl'Y2 EF 

(2.35) 

(2.36) 



6-\ Chapter II. Linear mappings 

is called a bilinear function in Ex F. If cP is a bilinear function in Ex F 
and E1 c E, F1 C Fare subspaces, then cP induces a bilinear function cP 1 
in E1 x F1 defined by 

cP 1(x,y)=cP(x,y) xEE1,YEF1 

cP1 is called the restriction of cP to E1 X Fl' 
Conversely, every bilinear function cP 1 in E1 x F1 may be extended (in 

several ways) to a bilinear function in Ex F. In fact, let 

Q:E~E1' (J:F~F1 

be surjective linear mappings such that Q and (J reduce to the identity in 
E1 and F1 respectively (cf. Cor. II, Proposition I, sec. 1.15). Define cP by 

cP(x,y) = cP 1 (Qx,(J y). 

Then cP is a bilinear function in Ex F and for Xl EEl' Y1 EF1 we have that 

cP(X 1'Y1) = cP 1 (Qx 1,(J Y1) = cP 1 (X 1'Y1) 

Thus cP extends cPl' 
Now let 

E = LEa and F = L Fp 
a p 

(2.37) 

be decompositions of E and F as direct sums of subspaces. Then every 
system of bilinear functions 

cPap:EaxFp~r 

can be extended in precisely one way to a bilinear function cP in Ex F. 
The function cP is given by 

cP(x,y) = LcPap(TCaX,TCpY) 
a,p 

where TCa: E~Ea and TCp :F~Fp denote the canonical projections associated 
with the decompositions (2.37). 

2.21. Nullspaces. A bilinear function cP in Ex F determines two sub­
spaces N£ c E and NF c F defined by 

N£={xlcP(x,y)=O} forevery YEF 
and 

NF={YlcP(x,y)=O} forevery XEE. 

It follows immediately from (2.35) and (2.36) that NE and NF are sub­
spaces of E and F. They are called the nullspaces of cPo If NE = 0 and NF = 0 
then the bilinear function cP is called non-degenerate. 
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Given an arbitrary bilinear function If> consider the canonical projec-
tions 

Then If> induces a non-degenerate bilinear function if) in E/NE x F/NF such 
that 

if)(7rEX,7rFY) = If>(x,y). 

To show that if) is well defined, suppose that x' E E and y' E F are two other 
vectors such that 7rEX=7rEX' and 7rFY = 7rFY'· Then x' -xENE andy' - YENF 
and hence we can write x'=x+u, uENE and y'=Y+v, VENF- It follows 
that 

If>(x',y') = If> (x + U,Y + v) 
= If>(x,y) + If> (x, v) + If>(u,y) + If>(u, v) 
=If>(x,y). 

Clearly if) is bilinear. It remains to be shown that if) is non-degenerate. 
In fact, assume that 

(2.38) 

for a fixed 7rEX and every 7rFY' Then If> (x, y)=O for every YEF. It follows 
that xENE whence 7rEx=O. Similarly, if (2.38) holds for a fixed 7rf Y and 
every 7rEX, then 7rFY=O. Hence if) is non-degenerate. 

A non-degenerate bilinear function If> in Ex F will often be denoted by 
<,). Then we write 

If>(x,y) = <x,y) xEE,YEF. 

2.22. Dual spaces. Suppose E*, E is a pair of vector spaces, and as­
sume that a fixed non-degenerate bilinear function, <,), in E* x E is 
defined. Then E and E* will be called dual with respect to the bilinear 
function <,). The scalar <x*, x), is called the scalar product of x* and x, 
and the bilinear function <,) is called a scalar product between E* and E. 

Examples. 1 Let E = E* = r and define a mapping (,) by 

Clearly < ' ) is a non-degenerate bilinear function, and hence r can be re­
garded as a self-dual space. 

2. Let E = E* = r n and consider the bilinear mapping (,) defined by 

5 Greub. Linear Algebra 

n 

* "i <x ,x)= L. ~ ~i 
i= 1 
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where 

It is easy to verify that the bilinear mapping <,) is non-degenerate and 
hence Tn is dual to itself. 

3. Let E be any vector space and E* = L (E) the space of linear func­
tions in E. Define a bilinear mapping < , ) by 

<f,x) =f(x), f E L (E), x E E . 

Since f (x) = 0 for each xEE if and only iff = 0, it follows that NL(E) = O. 
On the other hand, let aEE be a non-zero vector and E1 be the one­

dimensional subspace of E generated by a. Then a linear function g is 
defined in E1 by 

g(x) = A where x = )"a. 

In view of sec. 1.15, g can be extended to a linear function f in E. Then 

(f,a) =f(a)=g(a)= 1 ~O. 

It follows that NE = 0 and hence the bilinear function <, ) is non-degener­
ate. 

This example is of particular importance because of the following 

Proposition I: Let E*, E be a pair of vector spaces which are dual 
with respect to a scalar product <,). Then an injective linear map 
CP: E*---+L(E) is defined by 

CP(x*)(x) = <x*, x) x* E E*, x E E. (2.39) 

Proof: Fix a vector a* E E*. Then a linear function, f~*, is defined in E by 

f~*(x) = <a*, x) xEE. (2.40) 

Since < ,) is bilinear, f~* depends linearly on a*. Now define cP by setting 

CP(a*)=f~*. (2.41) 

To show that cP is injective, assume that cP(a*)=O for some a*EE*. 
Then <a*, x)=O for every XEE. Since <-) is non-degenerate, it follows 
that a* = O. 

Note: It will be shown in sec. 2.33 that cP is surjective (and hence a 
linear isomorphism) if E has finite dimension. 
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2.23. Orthogonal complements. Two vectors x*EE* and XEE are 
called orthogonal if <x*, x) = O. Now let E1 be a subspace of E. Then the 
vectors of E* which are orthogonal to E1 form a subspace Et of E*. Et 
is called the orthogonal complement of E 1 • In the same way every subspace 
EicE* determines an orthogonal complement (Ei)J.cE. The fact that 
the bilinear function <. ) is non-degenerate can now be expressed by the 
relations 

EJ. = 0 and (E*)J. = O. 

It follows immediately from the definition that for every subspace E1 cE 

(2.42) 

Suppose next that E*, E are a pair of dual spaces and that F is a sub­
space of E. Then a scalar product is induced in the pair E * j F J., F by 

<x*,y) = <x*,y), 

where x* is a representative of the class x*. In fact, let cP be the restriction 
of the scalar product <,) to E* x F. Then the nullspaces of cP are given by 

N p = FJ. and NF = O. 

Now our result follows immediately from sec. 2.21. 
More generally, suppose FcE and H* c E* are any subspaces. 

Then a scalar product in the pair H*jH* n F~ FjFn (H*)J., is deter­
mined by 

<x*,x) = <x*,x) 

as a similar argument will show. 
2.24. Dual mappings. Suppose that E, E* and F, F* are two pairs of 

dual spaces and <p: E-+F, <p*: E*+-F* are linear mappings. The mappings 
<p and <p* are called dual if 

<y*,<px) = <<p* y*,x) Y*EF*,XEE. 

To a given linear mapping <p: E-+ F there exists at most one dual mapping. 
If <pi and <p; are dual to <p we have that 

<y*,<px)=<<piy*,x) and <y*,<px)=<<p;y*,x) 

whence 

s· 
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This implies, in view of the duality of E and E*, that cp~y* = cp;y* whence 
cp~=cp;. 

As an example of dual mappings consider the dual pairs E*, E and 
E*/E t, E1 where E1 is a subspace of E (cf. sec. 2.23) and let n be the 
canonical projection of E* onto E*/E t, 

n:E*jEt +- E*. 

Then the canonical injection 

is dual to n. In fact, if XE E1, and y* E E* are arbitrary, we have 

(y*,ix) = (y*,x) = (y*,x) = (ny*,x) 
and thus 

n = i*. 

2.25. Operations with dual mappings. Assume that E*, E and F*, F 
are two pairs of dual vector spaces. Assume further that cp:E~F and 
ljJ: E~ F are linear mappings and that there exist dual mappings cp*: 
E* +- F* and ljJ*: E* +-F*. Then there are mappings dual to cp + ljJ and ACP 
and these dual mappings are given by 

(cp + ljJ)* = cp* + ljJ* (2.43) 
and 

(2.44) 

(2.43) follows from the relation 

«cp* + ljJ*)y*,x) = (cp* y*,x) + (ljJ* y*,x) 

= <y*, cp x) + <y*, ljJ x) = <y* (cp + ljJ)x) 

and (2.44) is proved in the same way. Now let G, G* be a third pair of 
dual spaces and let x: F ~G, X*: F* +- G * be a pair of dual mappings. Then 
the dual mapping of X 0 cp exists, and is given by 

In fact, if z* E G * and XE E are arbitrary vectors we have that 

(cp*x*z*,x) = <X*z*,cpx) = (z*,Xcpx). 
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For the identity map we have clearly 

'E' = (IE)* . 

Now assume that <p: E-+F has a left inverse <Pl: F-+E, 

(2.45) 

and that the dual mappings <P*: E* +--- F* and <pi: F* +--- E* exist. Then we 
obtain from (2.45) that 

(2.46) 

In view of sec. 2.11 the relations (2.45) and (2.46) are equivalent to 

<P injective, <P 1 surjective 
and 

<P i injective, <P* surjective. 

In particular, if <P and <Pl are inverse linear isomorphisms, then so are 
<P* and <pi. 

2.26. Kernel and image space. Let <P: E-+ F and <P*: E* +--- F* be a pair 
of dual mappings. In this section we shall study the relations between the 
subspaces 

ker <P c E , 1m <P c F 
and 

ker<p* c F*, Im<p* c E*. 

First we establish the formulae 

ker<p* = (Im<p).1 

ker <p = (Im <p*).1 . 

In fact, for any two vectors Y*Eker <p*, <pxEIm <p we have 

(2.47) 

(2.48) 

and hence the subs paces ker <p* and Im <p are orthogonal, ker <p* c (Im <p).1. 
Now let Y*E(Im <p).1 be any vector. Then for every XEE 

<<p* y*,x) = <y*,<px) = 0. 

It follows that <p*y*=O, whence Y*Eker <p*. This completes the proof of 
(2.47). (2.48) is proved by the same argument. 
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Now assume that q> is surjective. Then 1m q>=F and hence formula 
(2.47) implies that ker q>* =0; i.e., q>* is injective. If cp is injective we ob­
tain from (2.48) that (1m cp*) 1- = O. However, this does not imply that 
1m cp* = E* and so we can not conclude that the dual of an injective map­
ping is surjective (cf. problem 9). 

2.27. Relations between the induced mappings. Again let cp: E -+ F and 
cp*:E*+-F* be a pair of dual mappings. Then it follows from (2.48) and 
from the discussion in sec. 2.23 that a scalar product is induced in the pair 
1m cp*, Ejker cp, by 

<x*,x) = <x*,x) x*EImcp*,~X'EE(kercp. 

In particular, if cp is injective, then the restriction of the scalar product in 
E*, E to 1m cp*, E is non-degenerate. 

The same argument as above shows that the vector spaces F*jker cp* 
and 1m cp are dual with respect to the bilinear functions given by 

<x*, x) = <x*, x) .X'* E F* (ker cp*, x E 1m cp . 

Now consider the surjective linear mapping 

cpl:E-+Imcp 

induced by cp and the injective linear mapping 

ip* : E* +- F* (ker cp* 

induced by cp*. The mappings CPl and ip* are dual. In fact, if x*EF*jkercp* 
and XEE are arbitrary vectors, we have that 

<ip*.X'*,x) = <cp*x*,x) 
= <x*,cpx) 
= <~X'*, CPl x). 

In the same way it follows that the surjective mapping 

cpi:Imcp*+-F* 

induced by cp* and the injective mapping 

ip: E(ker cp -+ F 

induced by cp are dual. Finally, the induced isomorphisms 

Ejker cp ~ 1m cp 
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and 
1m cp* ? F* /ker cp* 

are dual as well. 
2.28. The space of linear functions as a dual space. Let E be a vector 

space and L (E) be the space of linear functions in E. Then the spaces E, 
L(E) are dual with respect to the scalar product defined in sec. 2.22. For 
these spaces we have three important results, which are not valid for 
arbitrary pairs of dual spaces. 

Proposition II: Let F, F* be arbitrary dual spaces and cp:E-+F be a 
linear mapping. Then a dual mapping cp*:L(E)~F* exists, and is given 
by 

(cp* Y*)(x) = (y*,cpx) 
Y*EF* (2.49) 
XEE 

Proof It is easy to verify that the correspondence y*-+cp*y* defined 
by (2.49) determines a linear mapping. Moreover, the relation 

(cp* y*,x) = (cp* y*)(x) = (y*,cpx) 

shows that cp* is dual to cp. If F* = L (F) as well, (2.49) can be written in 
the form 

cp* J = J 0 cp, J EL(F). (2.50) 

Proposition III: Suppose cp: E-+ F is a linear mapping, and consider the 
dual mapping 

cp*: L(E) ~ L(F). 
Then 

1m cp* = (ker cp).1 . 

Proof From (2.42) and (2.48) we obtain that 

1m cp * c (1m cp *)H = (ker cp).1 . 

On the other hand, suppose that IE (ker cp).1. Then 

ker J ::::> kercp 

(2.51) 

(2.52) 

and hence (cf. sec. 2.4) there exists a linear function g in F such that 

gocp=J. 
Now (2.50) yields 

cp* g = go cp = J 

and so IE 1m cp*. Thus 1m cp*::::> (ker cp).1 which together with (2.52) proves 
(2.51). 
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Corollary I: If <p is injective, then <p* is surjective. 
Proof" If ker <p = 0 formula (2.51) yields 

1m <p* = (ker <p).1 = (0).1 = L (E) 

and so <p* is surjective. 

Corollary II: (ker <p)H = ker <p 

Proof" Proposition III together with the relation (2.48) yields 

(ker <p)H = (1m <p *).1 = ker <p • 

Proposition IV: If E1 c E is any subspace, then 

Et.1 = E1 . (2.53) 

Proof" Consider the canonical projection n: E-+ E/ E1 • Then ker n = E 1• 

Now the result follows immediately from corollary II. 

Corollary I: If <p: E-+ F is a linear mapping and <p*: L (E)+- L (F) is the 
dual mapping, then 

(ker <p *).1 = 1m <p • 

Proof" It follows from (2.47) and (2.53) that 

(ker <p*).1 = (1m <p)H = 1m <p. 

Corollary II: The bilinear function 

<x*,x) = <x*,x) 

defines a scalar product in the pair E t, E/E1 • 

2.29. Dual exact sequences. As an application suppose the sequence 

F~E!..G 

is exact at E. Then the dual sequence 

L(F) r. L(E) t. L(G) 

is exact at L(E). In fact, it follows from (2.47) and (2.51) that 

ker<p* = (Im<p).1 = (kerljl).1 = Imljl*. 

In particular, if 
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is a short exact sequence, then the dual sequence 

cp* "'. o +- L(F) +- L(E) +- L(G) +- 0 

is again a short exact sequence. 
2.30. Direct decompositions. Proposition V: Suppose 

(2.54) 

is a decomposition of E as a direct sum of subspaces. Then 

L(E) = Et EB E~ 

and the pairs E t, E2 and E i, E1 are dual with respect to the induced 
scalar products. Moreover, the induced injections 

Et-+L(E2), E-5:-+ L (El) 

are surjective, and hence 

L(E) = L(E1) EB L(E2)· 

Finally, (Et)l.l.=Et and (Ei)l.l.=Ei. 
Proof Let 7rl:E-+El and 7r2:E-+E2 be the canonical projections as­

sociated with the direct decomposition (2.54). LetfEL(E) be any linear 
function, and define functions fl'/2 by 

11 (x) = I (7r2X) and 12(X)=I(TrlX). 

It follows that/;EE/(i= 1,2) and 

1=11 + 12· 
Consequently, 

L (E) = Et + E~ . (2.55) 

To show that the decomposition (2.55) is direct, assume that fEE;' n E~. 
Then 

I (x) = 0 

and hencef(x)=O for every XEE. Thusf=O, and so the decomposition 
(2.55) is direct. The rest of the proposition is trivial. 

Corollary: If E = El EB··· EB Er is a decomposition of E as a direct sum 
of r subs paces, then 

L (E) = Ft EB ... EB F/ 
where 
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Moreover, the restriction of the scalar product to E i , Ft is again non­
degenerate, and 

Proposition V has the following converse: 

Proposition VI: Let E1cE be any subspace, and let EicL(E) be a 
subspace dual to E1 such that 

(E~)LL = E~. 
Then 

and 

Proof' We have 

(E1 + E~.1).1 = Et n (E~.1).1 = Et n E~ = 0 
whence 

On the other hand, since E1 and Ei are dual, it follows that 

E1 n E~.1 = 0 

(2.56) 

(2.57) 

(2.58) 

which together with (2.5~) proves (2.56). (2.57) follows from Proposition V 
and (2.56). 

Problems 

1. Given two pairs of dual spaces E*, E and F*, F prove that the 
spaces E*rJJF* and ErJJF are dual with respect to the bilinear function 

«x*,y*),(x,y) = <x*,x) + <y*,y). 

2. Consider two subs paces E1 and E2 of E. Establish the relation 

(E1 + E2 ).1 = Et n E~. 

3. Given a vector space E consider the mapping i.: E-->L(L(E)) de­
fined by 

QEE, fEL(E). 

Prove that i is injective. Show that i. is surjective if and only if dim E <J~. 
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4. Suppose rc: E-+ E and rc*: E* +-E* are dual mappings. Assume that 
1t is a projection operator in E. Prove that rc* is a projection operator in 
E* and that 

Imrc* = (kerrc).l, 1m rc = (ker rc*).l . 

Conclude that the subspaces 1m rc, 1m rc* and ker rc, ker rc* are dual pairs. 
5. Suppose E, E* is a pair of dual spaces such that every linear func­

tion f: E-+ r induces a dual mapping f * : E* +-r. Show that the natural 
injection E*-+L(E) is surjective. 

6. Suppose that E is an infinite dimensional vector space. Show that 
there exists a dual space E* such that the natural injection E*-+L(E) is 
not surjective. 

7. Consider the vector space E of sequences 

and the subspace F consisting of those sequences for which only finitely 
many Ai are different from zero (addition and scalar multiplication being 
defined as in the case of r n). Show that the mapping Ex F -+ r given by 

(Ao,A1 .··), (1-10,1-11···)-+ ~)il-li 
i 

defines a scalar product in E and F. Show further that the induced injec­
tion E-+L(F) is surjective. 

8. Let S be any set. Construct a scalar product between (S; r) and 
C(S) (cf. Example 3, sec. 1.2 and sec. 1.7) which determines a linear 
isomorphism (S; n~L( C(S)). 

Hint: See problem 7. 
9. Let E be any vector space of infinite dimension. Show that there is 

a dual space E* and a second pair of dual spaces F, F* such that there 
exist dual mappings 

qJ: E -+ F, qJ* : E* +- F* 

where qJ is injective but qJ* is not surjective. 

Prove that E, 1m qJ* is again a dual pair of spaces. 
10. Let qJ:E-+Fbe a linear mapping with restriction qJl:El-+Fl. Sup­

pose that qJ*: E* +-F* is a dual mapping. Prove that qJ* can be restricted 
to the pair (Fi, Ei). Show that the induced mapping 

ip*:E/Ei+-F/Ft 

is dual to qJl with respect to the induced scalar product. 
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11. Show that if F is a vector space with a countable basis then there 
is no vector space E such that F ~ L(E). 

12. Let E be an infinite dimensional vector space. Construct a linear 
automorphism of L(E) which is not the dual of an automorphism of E. 

13. Let ([J: Ex F ->1 be a bilinear map such that the linear maps 
cp: E->L(F) and 1/1: F->L(E) given by cpuCl')=([J(a,y) and I/1b(x)=([J(x,h) 

are isomorphisms. Show that the canonical map j, defined in problem 3 
is given by;, = (1/1-1)* 0 (p. Conclude that E and F must have the same 
finite imension. 

§ 6. Finite dimensional vector spaces 

2.31. The space L(E; F). Let E and F be vector spaces of dimension 
nand m respectively. Then the space L(E; F) has dimension nm, 

dimL(E; F) = dimE·dimF. (2.59) 

To prove (2.59) let xv(v= 1, ... , n) be a basis of E and YI'(/1= 1, ... , m) be 
a basis of F. Consider the linear mappings cp~: E-+ F defined by 

A, v = 1, ... , n 
(J = 1, ... , m 

N ow let cp: E -+ F be any linear mapping, and define scalars o:e by 

m 

cp Xv = L o:e Y I' . 
1'=1 

Then 

(cp - L o:e cp;)x). = Lo:b~ - L o:~<5~yl' = LO:1Y~ - LO:~YI' = 0 
Il, v C! III V Q I' 

whence 

It follows that the mappings cpe generate the space L (E; F). A similar 
argument shows that the mappings cp~ are linearly independent and hence 
they form a basis of L (E; F). This basis is called the basis induced by the 
bases of E and F. Since the basis cpe consists of nm vectors, formula (2.59) 
follows. 

*) o~ is the Kronecker symbol defined by o~ = ~ ~ A=V 
A * v' 
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2.32. The space L(E). Now consider the case that F=r and choose in 
r the basis consisting of the unit element. Then the basis of L (E) induced 
by the basis xv(v= I, ... , n) consists of n linear functionsfll given by 

(2.60) 

The basis fll of L (E) is called the dual of the basis Xv of E. In particular, 
we have 

dim L(E) = dim E. 

Since the functions fll form a basis of L (E) every linear function f in 
E can be uniquely written in the form 

where the scalars Jell are given by 

f1=l, ... ,n. 

This formula shows that the components off with respect to the basis fll 
are obtained by evaluating the function f on the basis xf1" 

2.33. Dual spaces. We shall now prove the assertion quoted at the end 
of sec. 2.22. 

Proposition I: Let E, E* be a pair of dual spaces and assume that E 
has finite dimension. Then the injection <P: E* -+ L(E) defined by formula 
(2.39) sec. 2.22 is surjective and hence a linear isomorphism. In particular, 
E* has finite dimension and 

dim E* = dim E. (2.61 ) 

Proof: Since <P is injective and dim L(E)=dim E it follows that 

dim E* s dim E. 

Hence E* has finite dimension. In view of the symmetry between E and 
E* we also have that 

dimE sdim E* 

whence (2.61). On the other hand, dim L(E)=dim E and hence cp is 
surjective. 

Corollary I: Let E, E* be a pair of dual finite dimensional spaces. Then 
the results of sec. 2.28, 2.29 and 2.30 hold. 

Proof" Each result needs to be verified independently, but the proofs 

can all be obtained by using the linear isomorphism E*~ L (E). The actual 
verifications are left to the reader. 
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Corollary 1I: Let E~ and E; be any two vector spaces dual to E. Then 

there exists a unique linear isomorphism (p: E~ -=. E; such that 

<cp x*, x) = <x*, x) x*EE~,XEE. 

Two bases Xv and x*v (v = 1...n) of E and E* are called dual if 

(2.62) 

Given a basis Xv (v = 1 ... n) of E there exists precisely one dual basis of E*. 
It is clear that the vectors x*v are uniquely determined by (2.62). To prove 
the existence of the dual basis let!" be the basis of L(E) defined in sec. 
2.32 and set 

x*v=<p-1jV v=l ... n 

where <p is the linear isomorphism of E* onto L (E). Then we have 

Given a pair of dual bases Xv, x*V(v= I...n) consider two vectors 

X * = " )::v x*v d " P' L...'" an x = L...'" XV' 

It follows from (2.62) that 

<x*,x) = L~vC. 

Replacing x* by X*A in this relation we obtain the formula 

which shows that the components of a vector XEE with respect to a basis 
of E are the scalar products of x with the dual basis vectors. 

Proposition II: Let F be a subspace of E and consider the orthogonal 
complement F1-. Then 

dimF + dimF1- = dimE. (2.63) 

Proof' Consider the factor space £*/F1-. In view of sec. 2.23, £*/F"­

is dual to F which implies (2.63). 
Proposition liE: Let E, E* be a pair of dual vector spaces and consider 

a bilinear function <P: E* x E-+ r. Then there exists precisely one linear 
transformation cp:E-+E such that 

<P(x*,x) = <x*,cpx) x* EE*,XEE. 
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Proof' Let XEE be a fixed ve~tor and consider the linear functionlx in 
E* defined by 

fx(x*) = cP(x*,x). 

In view of proposition I there is precisely one vector <pXE E such that 

fxCx*) = <x*,<px). 

The two above equations yield 

<X*, <P x) = cP (x*, x) X* EE*,XEE 

and so a mapping <P: E--'> E is defined. The linearity of <P follows immedi­
ately from the bilinearity of cPo Suppose now that <PI and <P2 are two 
linear transformations of E such that 

cP(X*, x) = <x*, <PI x) and cP (x*, x) = <x*, <P2 x) 

Then we have that 
<X*, <PI x - <P2X) = 0 

whence <PI = <P2' 
Proposition III establishes a canonical linear isomorphism between the 
spaces B(E*, E) and L(E; E), 

B(E*,E) ~ L(E; E). 

Here B(E*, E) is the space of bilinear functions cP:E* xE--'>r with ad­
dition and scalar multiplication defined by 

and 
(2cP)(x*,x) = 2·cP(x*,x). 

2.34. The rank of a linear mapping. Let <p:E--'>F be a linear mapping 
of finite dimensional vector spaces. Then ker <P c E and 1m <P c F have 
finite dimension as well. We define the rank of <P as the dimension ofIm <P 

r (<p) = dim 1m <P . 

In view of the induced linear isomorphism 

Biker <P -=. 1m <P 
we have at once 

r (<p) + dim ker <P = dim E . (2.64) 

<P is called regular if it is injective. (2.64) implies that <P is regular if and 
only if r(<p)=dim E. 
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In the special case dim E = dim F (and hence in particular in the case of 
a linear transformation) we have that cp is regular if and only if it is sur­
jective. 

2.35. Dual mappings. Let E *, E and F*, F be dual pairs and cp: E -'> F 
be a linear mapping. Since E* is canonically isomorphic to the space L (E) 
there exists a dual mapping cp*: E* <- F*. Hence we have the relations 
(cf. sec. 2.28) 

1m cp = (ker cp *).1 
and 

1m cp* = (ker cp).1 . 

The first relation states that the equation 

CPX = y 

has a solution for a given YEF if and only if Y satisfies the condition 

<x*,y)=O forevery x*Ekercp*. 

The second relation implies that dual mappings have the same rank. In 
fact, from (2.63) we have that 

dim 1m cp* = dim (ker cp).1 = dim E - dim ker cp = dim 1m cp 
whence 

r(cp*) = r(cp). 

Problems 

(2.65) 

(In problems 1-10 it will be assumed that all vector spaces have finite 
dimension). 

1. Let E, E* be a pair of dual vector spaces, and let E1, E2 be sub­
spaces of E. Prove that 

(E1 n E2).1 = Ei + E;. 

Hint: Use problem 2, § 5. 
2. Given subs paces U c E and V* c E* prove that 

dim(U.1 n V*) + dim U = dim(U n V U ) + dim V*. 

3. Let E, E* be a pair of non-trivial dual vector spaces and let cp: E-'> E* 
be a linear mapping such that cp o! = ('r*) -1 0 cp for every linear auto­

morphism! of E. Prove that cp = O. Conclude that there exists no linear 
mapping cp: E-'> E* which transforms every basis of E into its dual basis. 
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4. Given a pair of dual bases x*v, xv(v= l...n) of E, E* show that the 
n 

bases (X*l + L AvX*v, X*2, ... , x*n) and (Xl' X2 -)'2Xl, ... , Xn-}'nXl) are 
again dual. v= 2 

5. Let E, F, G be three vector spaces. Given two linear mappings 
cp:E-+F and I/!:F-+G prove that 

r (I/! 0 <p) ~ r (cp) and r (I/! 0 cp) ~ r (I/!) . 

6. Let E be a vector space of dimension n and consider a system of n 
linear transformations (5i: E-+ E, (5; =1= 0, such that 

(i,j=1...n). 

a) Show that every (5i has rank I 
b) If (5; (i = l ... n) is a second system with the same property, prove that 

there exists a linear automorphism r of E such that 

7. Given two linear mappings <p:E-+Fand I/!:E-+Fprove that 

Ir(cp) - r(l/!) I ~ r(cp + I/!) ~ r(<p) + r(I/!). 

8. Show that the dimensions of the spaces M' (cp), M r (cp) in problem 3, 
§ 2 are given by 

dim M'(cp) = (dimF - r(cp»)·dimE 
dim M r (<p) = dim ker cp . dim F . 

9. Show that the mapping tP:<p-+<p* defines a linear isomorphism, 

10. Prove that 

and 

tP: L (E ; F) -=. L (F* ; E*) . 

tPM'(cp) = Mr(cp*) 

tP Mr(cp) = M'(cp*) 

where the notation is defined in problems 8 and 9. Hence obtain the 
formula 

r(cp) = r(cp*). 

II. Let cp: E-+ F be a linear mapping (E, F possibly of infinite dimen­
sion). Prove that 1m cp has finite dimension if and only if ker cp has finite 
codimension (recall that the codimension of a subspace is the dimension 
6 Greub, Linear Algebra 
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of the corresponding factor space), and that in this case 

codim ker I{J = dim 1m I{J • 

12. Let E and F be vector spaces of finite dimension and consider a 
bilinear function cP in Ex F. Prove that 

dimE - dimNE = dimF - dimNF 

where NE and NF denote the null spaces of cPo 

Conclude that if dim E=dim F. then NE=O if and only if Np=O. 



Chapter III 

Matrices 

In this chapter all vector spaces will be defined over a fixed, but arbitrarily 
chosen field r of characteristic O. 

§ 1. Matrices and systems of linear equations 

3.1. Definition. A rectangular array 

(~~ ... ~7) 
A= : : 

ct! ... ct: 
(3.1) 

of nm scalars ct~ is called a matrix of n rows and m columns or, in brief, 
an n x m-matrix. The scalars ct~ are called the entries or the elements of 
the matrix A. The rows 

a v = (ct; ... ct~) (v=l ... n) 

can be considered as vectors of the space rm and therefore are called the 
row-vectors of A. Similarly, the columns 

bl' = (bi ... b~) (/1 = 1 ... m) 

considered as vectors of the space r n, are called the column-vectors of A. 
Interchanging rows and columns we obtain from A the transposed 

matrix 

( ct~ ... ct~) 
A* = : : . 

ct7 ... ct: 
(3.2) 

In the following, matrices will rarely be written down explicitly as in 
(3.1) but rather be abbreviated in the form A = (cte). This notation has the 
disadvantage of not identifying which index counts the rows and which 
the columns. It has to be mentioned in this connection that it would be 
very undesirable - as we shall see - to agree once and for all to always let 
6' 
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the subscript count the rows, etc. If the above abbreviation is used, it will 
be stated explicitly which index indicates the rows. 

3.2. The matrix of a linear mapping. Consider two linear spaces E and 
F of dimensions nand m and a linear mapping cp: E-> F. With the aid of 
bases xv (v=1...n) and Y/l(/1=1...m) in E and in F respectively, every 
vector cpxv can be written as a iinear combination of the vectors Y/l 
(/1=l...m), m 

cpxv=Lcc~Y/l (v=l...n). (3.3) 
~l = 1 

In this way, the mapping cp determines an n x m-matrix (cc~), where v 
counts the rows and /1 counts the columns. This matrix will be denoted 
by M(cp, Xv> Y/l) or simply by M(cp) if no ambiguity is possible. 

Conversely, every n x m-matrix (cce) determines a linear mapping 
cp: E-> F by the equations (3.3). Thus, the operator 

M:cp->M(cp) 

defines a one-to-one correspondence between all linear mappings cp: E-> F 
and all n x m-matrices. 

3.3. The matrix of the dual mapping. Let E* and F* be dual spaces of 
E and F, respectively, and cp: E->F, cp*: E*+-F* a pair of dual mappings. 
Consider two pairs of dual bases x*v, xv(v= 1...n) and y*/l, Y/l (/1 = l...m) 
of E*, E and F*, F, respectively. We shall show that the two correspond­
ing matrices M (cp) and M (cp*) (relative to these bases) are transposed, 
i.e., that 

M(cp*) = M(cp)*. (3.4) 

The matrices M (cp) and M (cp*) are defined by the representations 

cpxv=Lcc~Y/l and cp*y*/l = Lcc:/lX*v. 
/l v 

Note here that the sUbscript v indicates in the first formula the rows of 
the matrix cc~ and in the second the columns of the matrix cc~. Substituting 
X = Xv and Y = y*/l in the relation 

<y*,cpx) = <cp* y*,x) (3.5) 
we obtain 

(3.6) 
Now 

<y*/l,cpxv) = Lcc~<y*/l'YK) = cc~ (3.7) 
K 
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and 
(3.8) 

The relations (3.6), (3.7) and (3.8) then yield 

Observing - as stated before - that the subscript v indicates rows of (ae) 
and columns of (IX:I') we obtain the desired equation (3.4). 

3.4. Rank of a matrix. Consider an n x m-matrix A. Denote by , 1 and 
by '2 the maximal number of linearly independent row-vectors and co­
lumn-vectors, respectively. It will be shown that'l ='2. To prove this let 
E and F be two linear spaces of dimensions nand m. Choose a basis 
Xv (v = 1 ... n) and y I' (ft = 1 ... m) in E and in F and define the linear mapping 
cp:E-+F by 

Besides cp, consider the isomorphism 

defined by 

where 

Then f3 0 cp is a linear mapping of E into rm. From the definition of f3 it 
follows that f3 0 cp maps Xv into the v-th row-vector, 

f3cpx v = avo 

Consequently, the rank of f3 0 cp is equal to the maximal number '1 of 
linearly independent row-vectors. Since f3 is a linear isomorphism, f3 0 cp 
has the same rank as cp and hence r1 is equal to the rank, of cp. 

Rep1acing cp by cp* we see that the maximal number '2 of linearly inde­
pendent column-vectors is equal to the rank of cp*. But cp* has the same 
rank as cp and thus '1 ='2 =,. The number, is called the rank of the 
matrix A. 

3.5. Systems of linear equations. Matrices play an important role in 
the discussion of systems oflinear equations in a field. Such a system 

(ft = 1... m) (3.9) 
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of m equations with n unknowns is called inhomogeneous if at least one 
1J1i is different from zero. Otherwise it is called homogeneous. 

From the results of Chapter 11 it is easy to obtain theorems about the 
existence and uniqueness of solutions of the system (3.9). Let E and F be 
two linear spaces of dimensions nand 111. Choose a basis xv(v= I. .. n) of 
E as well as a basis Yli(,u= l...m) of F and define the linear mapping 
cp:E---+Fby 

CPXv=L:x~J'I'· 
I' 

Consider two vectors 
(3.10) 

and 
(3.11) 

Then 

cp x = L C cp Xv = L :x~ C y 1'. (3.12) 
\',11 

Comparing the representations (3.9) and (3.12) we see that the system (3.9) 
is equivalent to the vector-equation 

cpx = y. 

Consequently, the system (3.9) has a solution if and only if the vector Y 

is contained in the image-space 1m cp. Moreover, this solution is uniquely 
determined if and only if the kernel of cp consists only of the zero-vector. 

3.6. The homogeneous system. Consider the homogeneous system 

(,u = 1 ... m). (3.13) 

From the foregoing discussion it is immediately clear that (~l ... ~n) is a 
solution of this system if and only if the vector x defined by (3.10) is con­
tained in the kernel ker cp of the linear mapping cp. In sec. 2.34 we have 
shown that the dimension of ker cp equals n- r where r denotes the rank 
of cp. 

Since the rank of cp is equal to the rank of the matrix (:x~), we therefore 
obtain the following theorem: 

A homogeneous system of m equations with nunknowns whose coefficient­
matrix is of rank r has exactly n- r linearly independent solutions. In the 
special case that the number m of equations is less than the number n of 
unknowns we have n- r ~ n- m ~ I. Hence the theorem asserts that the 
system (3.13) always has non-trivial solutions if m is less than n. 
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3.7. The alternative-theorem. Let us assume that the number of equa­
tions is equal to the number of unknowns, 

(/1 = 1. .. n). (3.14) 

Besides (3.14) consider the so-called "corresponding" homogeneous sys­
tem 

(/1 = 1 ... n). (3.15) 

The mapping cp introduced in sec. 3.5 is now a linear mapping of the n­
dimensional space E into a space of the same dimension. Hence we may 
apply the result of sec. 2.34 and obtain the following alternative-theorem: 

If the homogeneous system possesses only the trivial solution (0 ... 0), the 
inhomogeneous system has a solution (~1 ... C) for every choice of the right­
hand side. If the homogeneous system has non-trivial solutions, then the 
inhomogeneous olle is not solvable for every choice of the 11 v (v = 1 ... n). 

From the last statement of section 3.5 it follows immediately that in the 
first case the solution of (3.14) is uniquely determined while in the second 
case the system (3.14) has - if it is solvable at all - infinitely many solu­
tions. 

3.8. The main-theorem. We now proceed to the general case of an 
arbitrary system 

(/1 = 1 ... m) (3.16) 

of m linear equations in n unknowns. As stated before, this system has a 
solution if and only if the vector 

is contained in the image-space 1m cp. In sec. 2.35 it has been shown that 
the space 1m cp is the orthogonal complement of the kernel of the dual 
mapping cp*: F*--+ E*. In other words, the system (3.16) is solvable if and 
only if the right-hand side 111' (/1 = 1.. .m) satisfies the conditions 

(3.17) 

for all solutions 11: (/1 = l...m) of the system 

I a~ 11: = 0 (v = 1 ... n). (3.18) 
I' 

We formulate this result in the following 
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Main-theorem: An inhomogeneous system of n equations in m unknowns 
has a solution if and only if every solution 11: (11 = 1 ... m) of the transposed 
homogeneous system (3.18) satisfies the orthogonality-relation (3.17). 

Problems 
1. Find the matrices corresponding to the following mappings: 
a) tpx=O. 
b) tpX=X. 
c) tpX=Ax. 

m 

d) tpx= L Cev where ev(v=l, ... ,n) is a given basis and m~n is a 
v=: 1 11 

given number and X= ICC,.. 
\,=1 

2. Consider a system of two equations in n unknowns 
n 

L [3v C = [3. 
v= 1 

Find the solutions of the corresponding transposed homogeneous system. 
3. Prove the following statement: 
The general solution of the inhomogeneous system is equal to the sum 

of any particular solution of this system and the general solution of the 
corresponding homogeneous system. 

4. Let Xv and Xv be two bases of E and A be the matrix of the basis­
transformation Xv-4Xv' Define the automorphism (1. of E by (1.Xv=xv ' 

Prove that A is the matrix of (1. as well with respect to the basis Xv as with 
respect to the basis Xv' 

5. Show that a necessary and sufficient condition for the n x n-matrix 
A = ((1.~) to have rank ~ 1 is that there exist elements (1.1' (1.2' ... , (1.n and 
[31, [32, ... , [3n such that 

(v = 1,2, ... , n; 11 = 1,2, ... , n) . 

If A * 0, show that the elements (1.v and [3/l are uniquely determmed up to 
constant factors i. and JI respectively. where ;.p = 1. 

6. Given a basis av of a linear space E, define the mapping tp: E-4 E as 

tpav=Ia/l' 

Find the matrix of the dual mapping relative to the dual basis. 
7. Verify that the system of three equations: 

~+11+(=3, 
~-11-(=4, 

~ + 311 + 3( = 1 
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has no solution. Find a solution of the transposed homogeneous system 
which is not orthogonal to the vector (3, 4, 1). Replace the number 1 on 
the right-hand side of the third equation in such a way that the resulting 
system is solvable. 

8. Let an inhomogeneous system of linear equations be given, 

(/1 = 1, ... , m) . 

The augmented matrix of the system is defined as the m x (n+ I)-matrix 
obtained from the matrix oce by adding the column (11 1 , ... , 11m). Prove that 
the above system has a solution if and only if the augmented matrix has 
the same rank as the matrix (OCe). 

§ 2. Multiplication of matrices 

3.9. The linear space of the n x m matrices. Consider the space L(E; F) 
of all linear mappings qJ: E--+ F and the set M n x m of all n x m-matrices. 
Once bases have been chosen in E and in F there is a 1-1 correspondence 
between the mappings qJ: E--+ F and the n x m-matrices defined by 

(3.19) 

This correspondence suggests defining a linear structure in the set M nxm 

such that the mapping (3.19) becomes an isomorphism. 
We define the sum of two n x m-matrices 

A = (oce) and B = (f3~) 
as the n x m-matrix 

A + B = (oc~ + f3~) 
and the product of a scalar A and a matrix A as the matrix 

It is immediately apparent that with these operations the set M nxm is a 
linear space. The zero-vector in this linear space is the matrix which has 
only zero-entries. 

Furthermore, it follows from the above definitions that 

qJ,I/IEL(E;F) 

i.e., that the mapping (3.19) defines an isomorphism between L(E; F) and 
the space Mnxm. 
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3.10. Product of matrices. Assume that 

cp : E --> F and I{; : F --> G 

are linear mappings between three linear spaces E, F, G of dimensions 
n, 111 and I, respectively. Then I{; 0 cp is a linear mapping of E into G. Select 

a basis xv(v= 1...11), Y/l(P= 1. .. 111) and ZA()'= 1.../) in each of the three 
spaces. Then the mappings cp and I{; determine two matrices (o:~) and (f3~) 
by the relations 

cp Xv = 2>;~ Y/l 

/l 

and 

These two equations yield 

(I{; 0 cp)xv = L 0:;' f3~ZA' 
/l.A 

Consequently, the matrix of the mapping I{; 0 cp relative to the bases Xv and 
ZA is given by 

(3.20) 
/l 

The n x I-matrix (3.20) is called the product of the 11 x l11-matrix A = (0:;') 
and the m x I-matrix B = (f3~) and is denoted by A B. It follows immedi­
ately from this definition that 

M(l{;ocp) = M(cp)M(I{;). (3.21) 

Note that the matrix M (I{; c cp) of the product-mapping I{; 0 cp is the product 
of the matrices M (cp) and M (I{;) in reversed order of the factors. 

It follows immediately from (3.21) and the formulas of sec. 2.16 that 
the matrix-multiplication has the following properties: 

A (ABl + pB2) = AABl + pAB2 

(AAl +pA 2)B=),A 1 B+pA2 B 

(AB)C = A(BC) 

(A B)* = B* A * . 
3.11. Automorphisms and regular matrices. An n x n-matrix A is called 

regular if it has the maximal rank n. Let cp be an automorphism of the 
n-dimensional linear space E and A = M (cp) the corresponding n x n­

matrix relative to a basis Xv (v = 1 ... n). By the result of section 3.4 the rank 
of cp is equal to the rank of the matrix A. Consequently, the matrix A is 
regular. Conversely, every linear transformation cp: E--> E having a regular 
matrix is an automorphism. 
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To every regular matrix A there exists an inverse matrix, i.e., a matrix 
A -I such that 

AA-1=A-1A=J, 

where J denotes the unit matrix whose entries are <5~. In fact, let qJ be the 
E automorphism of E such that M(cp)=A and let qJ-l be the inverse 
automorphism. Then 

-I -1 qJ oqJ = cpoqJ = I, 

whence 

and 

These equations show that the matrix 

A-I = M(qJ-l) 

is the inverse of the matrix A. 

Problems 

1. Verify the following properties: 

a) (A + B)* = A * + B* . 
b) (AA)* = AA*. 
c) (A -1)* = (A*tl. 

2. A square-matrix is called upper (lower) triangular if all the elements 
below (above) the main diagonal are zero. Prove that sum and product of 
triangular matrices are again triangular. 

3. Let cp be linear transformation such that qJ2 = qJ. Show that there 
exists a basis in which cp is represented by a matrix of the form: 

0 ... 0 1m 

1 0 ... 0 

1 
1 

0 ............ 0 1 
n-m 

o ............ oJ 
n 
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4. Denote by Aij the matrix having the entry I at the place (i,j) and 
zero elsewhere. Verify the formula 

Prove that the matrices form a basis of the space Mnxn. 

§ 3. Basis-transformation 

3.12. Definition. Consider two bases Xv and xv(v= l...n) of the space 
E. Then every vector Xv (v = I ... n) can be written as 

(3.22) 

Similarly, 
(3.23) 

The two n x n-matrices defined by (3.22) and (3.23) are inverse to each 
other. In fact, combining (3.22) and (3.23) we obtain 

- "/lVA-
Xv= t....(J.v(J./lxA , 

/l.A 

This is equivalent to 

and hence it implies that 

In a similar way the relations 

are proved. Thus, any two bases of E are connected by a pair of inverse 
matrices. 

Conversely, given a basis Xv (v = I ... n) and a regular n x n-matrix ((J.~), 
another basis can be obtained by 

To show that the vectors Xv are linearly independent, assume that 

Then 
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and hence, in view of the linear independence of the vectors xI" 

(fl = 1 ... 11) . 

Multiplication with the inverse matrix (a~) yields 

(K=l ... I1). 
\',11 

3.13. Transformation of the dual basis. Let E* be a dual space of E, 
x*v the dual basis of Xv and .\,*1' the dual of the basis xv(v= 1...11). Then 

.\,*Q = L p~ x*". , (3.24) 
". 

where pu.,. is a regular 11 x l1-matrix. Relations (3.23) and (3.24) yield 

(3.25) 

Now 
< *". ) ,'" d < ,,*e - > - ,e X ,xl' =uv an x ,xI' -U,l' 

Substituting this in (3.25) we obtain 

This shows that the matrix of the basis-transformation x*v ---+ x*v is the 
inverse of the matrix of the transformation xv---+xv' The two basis-trans­
formations 

x =" al' x and x*v = " ~ v x*p. v 1...- v 11 L..,; 11 (3.26) 
I' I' 

are called cOlltragradiellt to each other. 
The relations (3.26) permit the derivation of the transformation-law 

for the components of a vector XEE under the basis-transformation 
xv---+xv' Decomposing x relative to the bases Xv and Xv we obtain 

x = Lex" and x = L(".\",. 

From the two above equations we obtain in view of (3.26). 

C= La;<x*l', x> = La;~I'. (3.27) 

Comparing (3.27) with the second equation (3.26) we see that the com­
ponents of a vector are transformed exactly in the same way as the vectors 
of the dual basis. 
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3.14. The transformation of the matrix of a linear mapping. In this sec­
tion it will be investigated how the matrix of a linear mapping q>: E-+ F 
is changed under a basis-transformation in E as well as in F. Let M (q>; 

Xv, Yl')=(y~) and M(q>; .\\, YI,)=O~) be the 11 x m-matrices of q> relative 
to the bases xv,YI' and .\'v'YI'(v=l ... n,J1=I. .. m), respectively. Then 

(v=l...I1). (3.28) 

Introducing the matrices 
A = (ex~) and B = ([37,) 

of the basis-transformations Xv -> .xv and y I' -+ Y I' and their inverse matrices, 
we then have the relations 

- "A Xv = L.. C!.V XA 
A 

.PI' = I [37, y" 
(3.29) 

" 
Equations (3.28) and (3.29) yield 

q>xv = IC!.~q>XA = I ex~y~yl' = I ex~y~7J~y" 
). ;., J1 )., fl, K 

and we obtain the following relation between the matrices (y~) and (y~): 

,-K _" A I' [3~ K 
Yv - L.. exv Y A 1" (3.30) 

t., J1 

Using capital letters for the matrices we can write the transformation 
formula (3.30) in the form 

It shows that all possible matrices of the mapping q> are obtained from 
a particular matrix by left-multiplication with a regular n x n-matrix 
and right-multiplication with a regular 111 x l11-matrix. 

Problems 

1. Let f be a function defined in the set of all 11 x l1-matrices such that 

for every regular matrix T. Define the function Fin the space L(E; E) by 
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where E is an n-dimensional linear space and Xv (v = 1 ... n) is a basis of E. 
Prove that the function F does not depend on the choice of the basis Xv' 

2. Assume that q1 is a linear transformation E-+ E having the same 
matrix relative to every basis Xv (v = l...n). Prove that q1 = Al where A is a 
scalar. 

3. Given the basis transformation 

Xl = 2Xl - Xl - X3 

Xl = - Xl 

-"3 = 2X2 + X3 

find all the vectors which have the same components with respect to the 
bases xI' and xI' (11=1,2,3). 

§ 4. Elementary transformations 

3.15. Definition. Consider a linear mapping q1: E-+ F. Then there exists 
a basis av(v= 1, ... , n) of E and a basis bl'(l1= 1, ... , n) of F such that the 
corresponding matrix of q1 has the following normal-form: 

(3.31) 
o 

o o 

where r is the rank of q1. In fact, let av(v= 1, ... , n) be a basis of E such 
that the vectors ar + l' .. all form a basis of the kernel. Then the vectors 
be=q1ae(Q= 1, ... , r) are linearly independent and hence this system can 
be extended to a basis (b l , ... , bm ) of F. It follows from the construction 
of the bases av and b/l that the matrix of q1 has the form (3.31). 

Now let xv(v= I, ... , n) and YI'(I1= I, ... , m) be two arbitrary bases of 
E and F. It will be shown that the corresponding matrix M(q1; XV, Y/l) can 
be converted into the normal-form (3.31) by a number of elementary 
basis-transformations. These transformations are: 
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(1.1.) Interchange of two vectors Xi and Xj{i=t=j). 
(1.2.) Interchange of two vectors Yk and Yl(k=t=/). 

(11.1.) Adding to a vector Xi an arbitrary multiple of a vector xj(j=t=i). 
(11.2.) Adding to a vector Yk an arbitrary multiple of a vector Yl (l =t= k). 

It is easy to see that the four above transformations have the following 
effect on the matrix M (qJ): 

(1.1.) Interchange of the rows i and j. 
(1.2.) Interchange of the columns k and I. 

(11.1.) Replacement of the row-vector ai by ai+Aaj(j=t=i). 
(11.2.) Replacement of the column-vector bk by bk+AbI(l=t=k). 

It remains to be shown that every n x m-matrix can be converted into 
the normal form (3.31) by a sequence of these elementary matrix-trans­
formations and the operations (/,,---+1.(/,. hll---+;.h '1 (I.=t=O). 

3.16. Reduction to the normal-form. Let C'~) be the given 11 x m-matrix. 
It is no restriction to assume that at least one '1'~=t=0, otherwise the 
matrix is already in the normal-form. By the operations (1.1.) and (1.2.) 

this element can be moved to the place (1, 1). Then yi =t= 0 and it is no 
restriction to assume that y; = 1. Now, by adding proper multiples of the 
first row to the other rows we can obtain a matrix whose first column 
consists of zeros except for 'Y;. Next, by adding certain multiples of the 
first column to the other columns this matrix can be converted into the 
form 1 0 ... 0 

0 * * 
(3.32) 

0 * * 
If all the elements y~(v=2 ... n, /1=2 ... m) are zero, (3.32) is the normal­
form. Otherwise there is an element y~=t=0(2~v~m, 2~f1.~m). This can 
be moved to the place (2,2) by the operations (1.1. and (1.2.). Hereby the 
first row and the first column are not changed. Dividing the second row 
by y~ and applying the operations (11.1.) and (11.2.) we can obtain a 
matrix of the form 

1 0 ... 0 
0 1 0 ... 0 

0 * * 

0 0 * * 
In this way the original matrix is ultimately converted into the form (3.31.). 
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3.17. The Gaussian elimination. The technique described in sec. 3.16 
can be used to solve a system of linear equations by successive elimination. 
Let 

(3.33) 

a~ e + ... a:~· = 11m 

be a system of m linear equations in n unknowns. Before starting the 
elimination we perform the following reductions: 

If all coefficients in a certain row, say in the i-th row, are zero, consider 
the corresponding number I'/i on the right hand-side. If I'/i =1= 0, the i-th 
equation contains a contradiction and the system (3.33) has no solution. 
If 11i = 0, the i-th equation is an identity and can be omitted. 

Hence, we can assume that at least one coefficient in every equation is 
different from zero. Rearranging the unknowns we can achieve that a~ =1= 0. 
Multiplying the first equation by -(aD- 1 ar and adding it to the ,u-th 
equation we obtain a system of the form 

a~ e + a~ e + ... a; ~. = e1 

/3~ e + ... /3;~. = e2 
(3.34) 

. . 
/3~ e + ... /3: C = em 

which is equivalent to the system (3.33). 
Now apply the above reduction to the (m - 1) last equations of the sys­

tem (3.34). If one of these equations contains a contradiction, the system 
(3.34) has no solutions. Then the equivalent system (3.33) does not have 
a solution either. Otherwise eliminate the next unknown, say e, from the 
reduced system. 

Continue this process until either a contradiction arises at a certain 
step or until no equations are left after the reduction. In the first case, 
(3.33) does not have a solution. In the second case we finally obtain a 
triangular system 

a~ e + a~ e + ... a; C = w 1 

/3~ e + ... /3; ~. = w 2 

(3.35) 

which is equivalent to the original system *). 

*) If no equations are left after the reduction, then every n-tupie (';1 ... .;n) is a 
solution of (3.33). 

7 Greub, Linear Algebra 
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The system (3.35) can be solved in a step by step manner beginning 
with ~r, 

~r = _ (Kr) - 1 (Wr - ± K~ C) . 
v=r+l 

(3.36) 

Inserting (3.36) into the first (r -1) equations we can reduce the system 
to a triangular one of r - 1 equations. Continuing this way we finally 
obtain the solution of (3.33) in the form 

n 

C = L A.; ~Jl + e v (v=1. .. r) 
Jl=r+ 1 

where the ~V{v=r+ l...n) are arbitrary parameters. 

Problems 

1. Two n x m-matrices C and C' are called equivalent if there exists a 
regular n x n-matrix A and a regular m x m-matrix B such that C' =A CB. 
Prove that two matrices are equivalent if and only if they have the same 
rank. 

2. Apply the Gauss elimination to the following systems: 

a) ~1 - e + 2~3 = 1, 
2~1 + 2~3 = 1, 
~1 _ 3e + 4e = 2. 

b) 1'/1 + 21'/2 + 31'/3 + 41'/4 = 5, 
21'/1 + 1'/2 + 41'/3 + 1'/4 = 2, 
31'/1 + 41'/2 + 1'/3 + 51'/4 = 6, 
21'/1 + 31'/2 + 51'/3 + 21'/4 = 3. 

c) e1 + e2 + e3 = 1, 
3e 1 + e2 - e3 = O. 
2e1 + e2 = 1, 
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Determinants 

In this chapter, except for the last paragraph, all vector spaces will be 
defined over a fixed but arbitrarily chosen field r of characteristic O. 

§ 1. Determinant functions 

4.l. Even and odd permutations. Let X be an arbitrary set and denote 
for each p~ 1 by XP the set of ordered p-tuples (x\ • ...• x p ). XiEX. Let 

f/J: XP -> Y 

be a map from XP to a second set. Y. Then every permutation O"ESp 
determines a new map 

defined by 
(O"f/J)(X\, ...• xp) = f/J(x"(1)' ... , x"(P)). 

It follows immediately from the definitions that 

T(O"f/J) = (T 0") f/J (4.1) 
and 

(4.2) 

where I is the identity permutation. 

N ow let X = lL, Y = lL and define f/J by 

f/J(x\, ... , xp)= TI (Xi - x) 
i<j 

It is easily checked that for every O"E S p 

0" f/J = 8" . f/J 

where i:" = ± l. Formulae (4.1) and (4.2) imply that 

and 
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Thus (; is a homomorphism from Sp to the multiplicative group [ - I, + I}. 
A permutation (J is called eren (respectively odd) if C:(J= I (respectively 
c(J= -I). 

Since for a transposition T, (;r = - 1, the transpositions are odd per­
mutations. 

4.2. p-Iinear maps. Let E and F be vector spaces. A p-linear map from 
E to F is a map 4>: £P -+ F which is linear with respect to each argument; 
I.e., 

4>(X1, ... ,J,X i +J.1Yi' ... ,.'1) 
=;.4> (Xl' ... , Xi' .. ., X p) + J.14> (Xl' ... , Yi' ... , xp) 

;., J.1 E 1. 

A p-linear map from E to r is called a p-linear junction in E. As an 
example, let .I;, ... , f~ be linear functions in E and define 4> by 

A p-linear map 4>: EP -+ F is called skew symmetric, if for every per-
mutation (J 

that is, 

Every p-linear map 4>: EP-+F determines a skew symmetric p-linear map, 
'J', given by 

In fact, let T be an arbitrary permutation. Then formula (4.1) yields 

and so tp is skew symmetric. 

Proposition I: Let 4> be a p-linear map from E to F. Then the following 
conditions are equivalent: 

(i) 4> is skew symmetric. 
(ii) 4>(xl , ... , xp) = 0 whenever Xi = Xj for some pair i =t=j. 

(iii) 4>(xl , ... , xp) = 0 whenever the vectors Xl' ... , Xp are linearly de-
pendent. 

Prooj: (i)<=>(ii). Assume that 4> is skew symmetric and that Xi = Xj 

(i=t= j). 
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Denote by, the transposition interchanging i andj. Then. since xi=xj • 

('r<P)(xl ..... xp) = <P(x i ..... x p)' 

On the other hand. since <P is skew symmetric. 

(,<P)(XI ..... xp) = - <P(x i ..... x p)' 

These relations imply that 

and so. since r has characteristic zero. 

<P(XI, .. ·,Xp)=O. 

Conversely, assume that <P satisfies (ii). To show that <P is skew sym­
metric, fix a pair i, j (i <j) and set 

'1' (x, y) = <P(x l , ... , x, ... , y, ... , xp) 

where the vectors Xv (v =1= i, j) are fixed. Then 

Pix, xl = 0 XEE. 
It follows that 

Pix, y) + pry, x) = p(x + y, x + y) - Pix, x) - pry, y) = 0 

whence 
pry, x) = - '1' (x, y) x, YEE. 

This relation shows that 

for any transposition. Since every permutation is a product of trans­
positions, it follows that 

i.e .. <P is skew symmetric. 
(ii)¢>(iii). Assume that <P satisfies (ii) and let Xl ..... xp be linearly 

dependent vectors. We may assume that 

p-I 
'\ 'v 

xp = L.. I. x," 
v= 1 

Then, by (ii), 
p-I 

<P(xI' .... xp) = I i.V <P(xl ' .... xp_ l , x,) = 0 
\'=1 
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and so cP satisfies (iii). Obviously. (iii) implies (ii) and so the proof is 
complete. 

C orol/ary: If dim E = II. then every skew symmetric p-linear map cP 
from E to F is zero if p> /1. 

Proposition [1: Assume that E is an n-dimensional vector space and 
let cP be a skew symmetric Il-Iinear map from E to a vector space F. 
Then cP is completely determined by its value on a basis of E. In par­
ticular. if cP vanishes on a basis. then cP = O. 

Proof: In fact. choose a basis a1 • •••• an of E and write 

(}.=l ... n). 

Then 

V\" .. , Vn 

Since the first factor does not depend on CPo the proposition follows. 
4.3. Determinant functions. A determinant function in an n-dimensional 

vector space E i~ a skew symmetric n-Iinear function from E to T. 
In every n-dimensional vector space E (n ~ 1) there are determinant 

functions which are not identically zero. In fact, choose a basis. f; . .... I, 
of the space L(E) and define the n-linear function cP by 

Then. if (II' ...• (In is the dual basis in E. 

(4.3) 

Now set 

(J 

Then Ll is a skew symmetric. Moreover. relation (4.3) yields 

Ll(OI' .... 0) = 1 

and so Ll =l= O. 
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Proposition I I I: Let E be an n-dimensional vector space and fix a non­
zero determinant function .1 in E. Then every skew symmetric n-linear 
map cp from E to a vector space F determines a unique vector bE F such 
that 

(4.4) 

Proof: Choose a basis ai' ... , an of E so that .1 (ai' ... , an) = 1 and set 
b = cp (ai' ... , an)' Then the l1-linear map t/J: En-+ F given by 

(4.5) 

agrees with cp on this basis. Thus, by Proposition II. t/J = cp, i.e., cp = .1 . b. 
Clearly, the vector b is uniquely determined by relation (4.4). 

Corollary: Let .1 be a non-zero determinant function in E. Then every 
determinant function is a scalar multiple of .1. 

Proposition IV: Let .1 be a determinant function III E (dim E = n). 
Then, the following identity holds: 

I(-l)j-IL1(X,XI"""Xj"",Xn)'Xj=L1(Xp""Xn)'X x"EE, xEE, (4.6) 
j~1 

Proof: If the vectors XI' ... , xn are linearly dependent a simple cal­
culation shows that the left hand side of the above equation is zero. 
On the other hand, by sec. 4.2, .1 (XI' ... , xn) = O. Thus we may assume 
that the vectors XI' ... , Xn form a basis of E. Then, writing 

we have 

= I(-l),-I C .1 (x"' XI' ""x v , ••• ,xn)x" (4.7) 

Problem 

Let E*, E be a pair of dual spaces and A *0 be a determinant func­
tion in E. Define the function ,1* of 11 vectors in E* as follows: 

Ifthevectors x*v (v = 1 ... 11)arelinearlydependent, thenL1* (x* I .. . x*n) = O. 
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If the vectors x*v (v = 1 ... n )are linearly independent, then L1 * (X* 1 .. . X*n) = 

L1 (x 1 .. . X n) ~ 1 where Xv (V = I ... n) is the dual basis. Prove that L1 * is a deter­
minant function in E*. 

§ 2. The determinant of a linear transformation 

4.4. Definition. Let <p be a linear transformation of the n-dimensional 
linear space E. To define the determinant of cp choose a non-trivial deter­
minant function L1. Then the function L1"" defined by 

obviously is again a determinant function. Hence, by the uniqueness­
theorem of section 4.3, 

where rx is a scalar. This scalar does not depend on the choice of L1. In 
fact, if L1' is another non-trivial determinant function, then L1' = AL1 and 
consequently 

Thus, the scalar rx is uniquely determined by the transformation cp. It is 
called the determinant of cp and it will be denoted by det cp. So we have the 
following equation of definition: 

L1 '" = det cp . L1 , 

where L1 is an arbitrary non-trivial determinant function. In a less con­
densed form this equation reads 

L1 (<p Xl' .. cp x n) = det cp L1 (x 1 ... x n) . (4.8) 

In particular, if cp = A I, then 

and hence 
det(AI) = An. 

It follows from the above equation that the determinant of the identity­
map is I and the determinant of the zero-map is zero. 

4.5. Properties ofthe determinant. A linear transformation cp is regular 
if and only if its determinant is different from zero. To prove this, select 
a basis ev(v= l...n) of E. Then 

L1 (cp e 1 ..• cp en) = det cp L1 (e 1 ... en) . (4.9) 
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If qJ is regular, the vectors qJ ev (v = l...n) are linearly independent; hence 

L1 (qJ e 1 ... qJ en) =1= 0 . 

Relations (4.9) and (4.10) imply that 

det qJ =1= O. 

Conversely, assume that det qJ=I=O. Then it follows from (4.9) that 

L1 (qJ e 1 ... qJ en) =1= O. 

(4.10) 

Hence the vectors qJ ev (v = l ... n) are linearly independent and qJ is regular. 
Consider two linear transformations qJ and 1/1 of E. Then 

det (1/1 0 qJ) = det 1/1 det qJ . (4.11) 
In fact, 

L1 (1/1 qJ Xl'" 1/1 qJ Xn) = det 1/1 L1 (qJ Xl'" qJ Xn) 

= det 1/1 det qJ L1 (X 1 ... Xn) , 

whence (4.11). In particular, if qJ is a linear automorphism and qJ -1 is the 
inverse automorphism, we obtain 

det qJ - 1 det qJ = det I = 1 . 

4.6. The classical adjoint. Let E be an n-dimensional vector space and 
let L1 =1=0 be a determinant function in E. Let qJEL(E; E). Then an n-Iinear 
map 

<P:E"---->L(E;E) 

is given by 

It is easy to check that <P is skew symmetric. Thus, by Proposition II, 
there is a unique linear transformation, ad (qJ), of E such that 

I.e., 

This equation shows that the element ad(qJ)EL(E; E) is independent of 
the choice of L1 and hence it is uniquely determined by qJ. It is called the 
classical adjoillt of cpo 
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Propositiol1 V: The classical adjoint satisfies the relations 

ad (cp) 0 cp = 1 • det cp 
and 

cp 0 ad (cp) = 1 • det cp. 

Proof: Replacing x by cpx in (4.14) we obtain 

11 

I ( - I V-I Ll (cp x, cp XI' ... , qJXj' ... , cp xn) Xj = Ll (XI' ... , x ll ) ad cp (cp x). 
j~1 

Now observe that, in view of the definition of the determinant and 
Proposition IV, 

= det cp . I ( - I )j-I Ll (x, XI' ... , Xj' ... , X,) Xj 
j~1 

XvE E, XE E. 

Composing these two relations yields 

and so the first relation of the proposition follows. The second relation 
is established by applying cp to (4.12) and using the identity in Proposi­
tion IV, with Xi replaced by cp Xi (i = 1 ... 11). 

Corollary: If cp is a linear transformation with det (p =1= 0 then cp has 
an inverse and the inverse is given by 

-I I cp = - - ad (cp). 
det cp 

Thus a linear transformation of E is a linear isomorphism if and only if 
its determinant is non-zero. 

4.7. Stable subspaces. Let cp:E-+E be a linear transformation and as­
sume that E is the direct sum of two stable subspaces, 

Then linear transformations 
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are induced by cpo It will be shown that 

det cp = det CP1 det cpz. 

Define the transformations t/J 1: E-+ E and t/J z: E-+ E by 

Then 

and so 

Hence it is sufficient to prove that 

(4.13) 

Let ,1 i= 0 be a determinant function in E and bl ... bq be a basis of E 2' Then 
the function ,11' defined by 

,11(XI ... Xp)=,1(XI ... Xp,bl ... bq), xjEE I p=dimE, (4.14) 

is a non-trivial determinant function in E 1 • Hence 

,11 (CP1 Xl'" CP1 Xp) = detcp1 ,11 (Xl'" Xp). 

On the other hand we obtain from (4.14) 

,11 (cp 1 Xl'" cP 1 X p) = ,1 (t/J 1 Xl'" t/J 1 X p' t/J 1 b 1 ... t/J 1 b q) 
= det t/J1 ,1 (Xl ... Xp, b1 ... bq) 

= dett/J1 ,11 (Xl'" Xp). 

These relations yield 

det cP 1 = det t/J 1 . 

The second formula (4.13) is proved in the same way. 

Problems 

1. Consider the linear transformation cP: E-+ E defined by 

(v= l...n) 

where e\, (v = 1. .. n) is a basis of E. Show that 

det cP = A I ... An . 
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2. Let cp: E---+ E be a linear transformation and assume that El is a 
stable subspace. Consider the induced transformations cP 1: El ---+ El and 
ip:E/E1 ---+E/EI • Prove that 

det cp = det CPl' det ip . 

3. Let Ii.: E---+ F be a linear isomorphism and cP be a linear transfor­
mation of E. Prove that 

det (Ii. 0 cP c Ii. - 1) = det cP • 

4. Let E be a vector space of dimension n and consider the space 
L(E; E) of linear transformations. 

a) Assume that F is a function in L (E; E) satisfying 

and 
F(t/I ° cp) = F(t/I)F(cp) 

F(I) = 1. 

Prove that F can be written in the form 

F ( cp) = f (det cp ) 

where f: r ---+ r is a mapping such that 

b) Suppose that F satisfies the additional condition that 

F().l) = An. 

Then, if E is a real vector space, 

F(cp) = detcp or F(cp) = Idetcpl 

and if E is a complex vector space 

F (cp) = det cp . 

Hint for part a): Let ei (i = I ... n) be a basis for E and define the trans­
formations t/lij and CPi by 

v=l=i 
t/I .. e = { ev 

I) v ei+Aej v=i 

and 

Show first that 

v=l=i 

v = i 

F(t/lij) = 1 

and that F(cpJ is independent of i. 

i,j = 1. .. n 

i = 1 ... n. 
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4. Let E be a vector space with a countable basis and assume that a 
function F is given in L(E; E) which satisfies the conditions of problem 
3a). Prove that 

F(qJ) = 1 qJEL(E; E). 

Hint: Construct an injective mapping qJ and a surjective mapping 1/1 
such that 

I/IoqJ=O. 

5. Let UJ be a linear transformation of E such that o? = 1. Show that 
det UJ = ( - 1), where r is the rank of the map 1 - UJ. 

6. Let j be a linear transformation of E such that / = - 1. Show that 
then the dimension of E must be even. Prove that det j = 1. 

7. Prove the following properties of the classical adjoint: 
(i) ad(I/I0<p)= ad (<p) 0 ad (1/1). 

(ii) det ad(<p) = (det <p)"-l. 

(iii) If<p has rank n-l, then 1m ad(<p)=ker <p. 

(iv) If <p has rank ~11-2. then ad(<p)=O. 
(v) ad (ad <p)=(det <pr 2 • <po 

(vi) det ad(ad <p)=(det <p)(n-1)2. 

8. If n = 2 show that 

ad (<p) = 1 • tr <p - qJ. 

§ 3. The determinant of a matrix 

4.8. Definition. Let <p be a linear transformation of E and (a e) the corre­
sponding matrix relative to a basis ev (v = 1 ... n). Then 

Substituting Xv = ev in (4.8) we obtain 

A (<p el> ... <pen) = det<pA(e 1 .. • en). 

The left-hand side of this equation can be written as 

A (qJ el> ... <p en) = L1 (l>i e", .. 'l>~ e,,) 

" " 
= L 8" a~( 1) ... a:(n). L1 (e 1 ... en) . 

" We thus obtain 
d ,,0"(1) "(n) et qJ = 1.... 8" a 1 ... an . (4.15) 

" 
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This formula shows how the determinant of cp is expressed in terms of the 
corresponding matrix. 

We now define the determinant of an n x n-matrix A = (:xn by 

det A = I eO" :x~( 1) .. . :x~(n) • (4.16 ) 
0" 

Then equation (4.15) can be written as 

det cp = det M ( cp ) . (4.17) 

Now let A and B be two n x n-matrices. Then 

det(AB) = detA detB. (4.18) 

In fact, let E be an n-dimensional vector space and define the linear trans­
formations cp and t/J of E such that (with respect to a given basis) 

M(cp)=A and M(t/J)=B. 
Then 

det (A B) = det M (cp) M (t/J) = det M (t/J 0 cp) = det (t/J a cp) 
= det cp . det t/J = det M ( cp ) det M (t/J) = det A . det B . 

Formula (4.18) yields for two inverse matrices 

detA'det(A- 1 ) = detJ = 1 (J unit-matrix) 
showing that 

Finally note that if an (n x n)-matrix A is of the form 

then 
det A = det AI' det A 2 

as follows from sec. 4.7. 

(4.19) 

4.9. The determinant considered as a function of the rows. If the rows 
av = (Cl~ .. • Cl~) of the matrix A are considered as vectors of the space Tn 
the determinant det A appears as a function of the n vectors av (\' = 1 ... n). 
To investigate this function define a linear transformation cp of Tn by 

(\' = 1...11) 
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where the vectors ev are the n-tuples 

ev = (0 ... 1 ... 0) (v=l ... n). 

v 

Then A is the matrix of cp relative to the basis ev• Now let L1 be the deter­
minant functioninr n which assumes the value one at the basis ev (v = 1 .. . n), 

Then 

and hence 
(4.20) 

This formula shows that the determinant of A considered as a function 
of the row-vectors has the following properties: 

I. The determinant is linear with respect to every row-vector. 
2. If two row-vectors are interchanged the determinant changes the 

sign. 
3. The determinant does not change if to a row-vector a multiple of 

another row-vector is added. 
4. The determinant is different from zero if and only if the row-vectors 

are linearly independent. 
An argument similar to the one above shows that 

where the bV are the column-vectors of A. It follows that the properties 
1-4 remain true if the determinant of A is considered as a function of the 
column-vectors. 

Problems 

1. Let A=(a~) be a matrix such that a~=O ifv<p. Prove that 

detA = a~ ... a~. 

2. Prove that the determinant of the n x n-matrix 

is equal to (n-I)(-1)n-l. 
Hint: Consider the mapping cp:E-->E defined by 

cpev = I ell - ev 

Il 

(v=l ... n). 
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3. Given an n x n-matrix A = (IX~) define the matrix B = (f3~) by 

f3~ = ( - 1)' + /l IX~ . 

Prove that 
detB = detA. 

4. Given 11 complex numbers IXv prove that 

[

IX 1 IXZ···IXn-1 

d IX2 IX 3 ·•· IXn et . 

IXn IX 1 ... IXn - 2 

IXn l IX n(n-1) 

1 = ( _ 1) -Z - 131 ... f3n 

IXn - 1 

where the numbers 13k are defined by 

2n k 2n k 
13k = Ie~IXv ek = cos - + isin (k = 1 ... /1). 

11 11 

Hint: Multiply the above matrix by the matrix 

e1 ... en 
ei ... e; 

n n e1 .•. en 

§ 4. Dual determinant functions 

4.10. Let E*, E be a pair of dual vector spaces and ,1*,*0, ,1,*0 be 
determinant functions in E* and E. It will be shown that 

(4.21) 

where IXEr is a constant scalar. Consider the function Q of 2n vectors 
defined by 

Then it follows from the properties of the determinant of a matrix that Q 

is linear with respect to each argument. Moreover, Q is skew symmetric 
with respect to the vectors X*i and with respect to the vectors Xi (i = 1...n). 
Hence the uniqueness theorem (sec. 4.3) implies that Q can be written as 

Q ( * 1 *n. ) _ m ( * 1 *n) A ( ) x , ... X 'Xl •.. Xn - '¥ X ... X LJ Xl.·. Xn (4.22) 
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where cI> depends only on the vectors X*i. Replacing the Xi in (4.21) by a 
basis ei of E we obtain 

Q ( * I *n. ) _ m ( * 1 *n) A ( ) x , ... x ,el ... en - '¥ X ... X LJ el ··. en . 

This relation shows that cI> is linear with respect to every argument and 
skew symmetric. Applying the uniqueness theorem again we find that 

cI>(X*I ... x*n) = PA*(x*I ... x*n), 

Combining (4.22) and (4.23) we obtain 

Q(X*I ... x*n; XI ... xn) = P A* (X*I ... x*n) ,1 (XI ... xn). 

Now let e*i, ei(i= l...n) be a pair of dual bases. Then (4.24) yields 

(4.23) 

(4.24) 

(4.25) 

and so Po4=O. Multiplying (4.24) by ex=p-I we obtain the relation (4.21). 
The determinant functions A* and ,1 are called dual if the factor ex in 

(4.21) is equal to 1; i.e., 

A*(X*I ... X*n),1(X I ... Xn) = det«x*i,x)). (4.26) 

To every determinant function A 04= ° in E there exists precisely one dual 
determinant function ,1* in E*. In fact, let ,1~o4=O be an arbitrary deter­
minant function in E* and set A* = C( - I ,1 ~ where C( is the scalar in (4.21). 
Then ,1* and ,1 are dual. To prove the uniqueness, assume that ,11' and 
Ai are dual determinant functions to ,1. Then we have that 

whence A1'=,1i. 
4.11. The determinant of dual transformations. Let cp: E --+ E and 

cp*: E* <- E* be two dual linear transformations. Then 

det cp* = det cp. (4.27) 

To prove this, let ,1*, ,1 be a pair of dual determinant functions in E* 
and E. Then we have in view of (4.26) 

This relation yields 

8 Greub. Linear Algebra 
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and 

Since 
(i,j=l ... n) 

it follows that 

A * ( * * 1 * *n) A ( ) _ A * ( * 1 *n) A ( ) LJ cp X , ... cp X LJ X1",X n -LJ X ... X LJ CPX1"'CPXn' 

But 
L1* (cp* X*l, ... cp* x*n) = detcp* 'L1*(X*l ... x*n) 

and 
L1 (cp Xl'" cp Xn) = det cp L1 (X 1 ... xn) 

and so we obtain from (4.28) that 

(detcp* - detcp)L1*(x*1 ... x*n)L1(x 1 ... xn) = 0 

whence (4.27) 

(4.28) 

The above result implies that transposed n x n-matrices have the same 
determinant. In fact, let A be an n x n-matrix and let cp be a linear trans­
formation of an n-dimensional vector space such that (with respect to a 
given basis) M(cp)=A. Then it follows that 

detA* = detM(cp)* = detM(cp*) = 

= det cp* = det cp = det M (cp) = det A . 

Problems 

l. Show that the determinant-functions, L1, L1* of § 1, problem 1 are 
dual. 

2. Using the expansion formula (4.16) prove that, 

detA* = detA. 

§ 5. The adjoint matrix 

4.12. Definition. Let cp: E->E(dim E=n) be a linear transformation 
and let ad(cp) be the adjoint transformation (cf. sec. 4.6). We shall express 
the matrix of ad (cp) in terms of the matrix of cp. It is called the adjoint of 
the matrix of cp. 

Let ai' ... , an be a basis of E such that L1 (ai' ... , an) = 1 and write 

ad (cp) aj = L f3~ ai · 
i 
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Then, setting Xv = a v (l' = 1 .. , n) and X =aj in the identity (4.14) we obtain 

whence 
. . 1 / ......... Pi = (-1)'- LI(aj , rp ai' ... , rp aj , ..• , rp an) 

= LI (rp ai' ... , rpa i _ I • aj , rpa i+ l , ... , rpa ll ) (i,j = 1 ... 11). 

This equation shows that 

fJ~ = det rpj 

where rpj: E-.E is the linear transformation given by 

rp~(aJ = rp a v (l' =1= i) 
rpj ai = aj (i, j = 1 ... /1) 

Since the matrix of rpi with respect to the basis ai' .,., an is given by 

j+ I n 
(XI ••• (XI 

1 j-I 
(Xi-l'''(Xi-l (XL I 

j+ 1 n 
IX; - 1 ... lXi-I 

Cj = , 0 ... 0 1 0 . .. 0 (i,j = 1 ... n) 

IXJ+ 1 
j-l 

... (Xi+ 1 !Xf + I 
j+ 1 

IX i + I 
n 

••• !Xi + 1 

we have 

fJj = det Cj. 

Definition: The determinant of C1 is called the cofactor of IX! and is 
denoted by coLxi- Thus we can write 

If i = cof!X! .I , (i, j = I ... n): 

i.e .. the adjoint matrix is the transpose of the matrix of cofactors. 
4.13. Cramer's formula. In view of the result above we obtain from 

Proposition Y, sec. 4.6, the relations 

(4.36) 

and 
(4.37) 

8' 



116 Chapter IV. Determinants 

Setting k = i In (4.36) we obtain the expanSIOn formula by cofactors. 

detA = ~ 'JJfJ i L VI J (i= 1 ... 11). 

Now assume that detA cj=0 and define a matrix ;Xi by setting 

Then these equations yield 

~)_ I (J) 
eli - detA Ii' 

showing that the matrix (;Xi) is the inverse of the matrix (eli). 

(4.38) 

From (4.36) we obtain Cramers solution j(Jrmula of a system of Il 
linear equations in 11 unknowns whose determinant is non-zero. In fact. let 

" Leli e = 17) j = 1. .. n 
k~ 1 

be such a system. Then we have. in view of (4.36). 

~i. detA = Lf3j I7) 

whence 
. I ~ .. I ~ .. c' = --- 1... f3' II' = -- 1... cof(el}) I]}. 

- det A )} det A J ' 

(4.39) 

This formula expresses the (unique) solution of (4.39) in terms of the 
cofactors of the matrix A and the determinant of A. 

4.14. The submatrices sf. Given an (11 x Il)-matrix denote for each 
pair (i,j) (i= 1 ... 11, j= I ... n) by S{ the (n-I)x(n-I)-matrix obtained 
from A by deleting the i-th row and the j-th column. We shall show that 

cofel{=(-I)i+JdetSi (i,j=I ... n). (4.40) 

In fact. by (i - I) interchanges of rows and (j - I) interchanges of 
columns we can transform q into the matrix (cf. sec. 4.12) 

o .... 0"" 

m= ' 1 sj , eli , 

(X,~ 
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Thus 
cof x{ = det C{ = ( - l)i + j det BI-

On the other hand we have, in view of the expansion formula (4.38), 
with i = 1 

det B{ = det S1 
and so (4.40) follows. 

4.15. Expansion by cofactors. From the relations (4.35) and (4.30) we 
obtain the expal1siol1-jormula of the determinant with respect to the ith 

row, 
det A = I ( - 1 Y + j x{ det s{ 

j 

(i=I ... Il). (4.41) 

By this formula the evaluation of the determinant of 11 rows is reduced to 
the evaluation of 11 determinants of 11-1 rows. 

In the same way the expansion-formula with respect to the ph column 
is proved: 

detA = I( - ly+ j x{detS{ U=I ... I1). (4.42) 
i 

4.16. Minors. Let A = (x~) be a given n x l1l-matrix. For every system 
of indices 

1 ~ i 1 < i 2 < ... < i k ~ 11 and 1 ~ j 1 < j 2 < ... < j k ~ m 

denote by Aft::.·!.k the submatrix of A, consisting of the rows i 1" .ik and the 
columns j 1" .jk' The determinant of Af,':::!.k is called a minor of order k of 
the matrix A. It will be shown that in a matrix of rank r there is always a 
minor of order r which is different from zero, whereas all minors of order 
k>r are zero. Let A{t::."!.k be a minor of order k>r. Then the row-vectors 
ail" .aik of A are linearly dependent. This implies that the rows of the 
matrix At·::!.k are also linearly dependent and thus the determinant must 
be zero. 

It remains to be shown that there is a minor of order r w4ich is different 
from zero. Since A has rank r, there are r linearly independent row­
vectors a i , •.. a ir • The submatrix consisting of these row-vectors has again 
the rank r. Therefore it must contain r linearly independent column­
vectors hit ... hjr (cf. sec. 3.4). Consider the matrix An.'/,'. Its column­
vectors are linearly independent, whence 

det Aj,···jr =1= O. 
11···l r 

If A is a square-matrix, the minors 

detAi, ... ik 
11· .. lk 

are called the principal minors of order k. 
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Problems 

1. Prove the Laplace expallsioll formula for the determinant of an 
(II x Il}-matrix: Let p (I ~p~II-I) be a fixed integer. Then 

detA = L c:(v 1 , .... l'p)detAVI ··\'pdetBVp-l ... '" 

where 

and 

\',< .. <\'11 

B" p + 1· . \'n ==: A Vp fl··· Vn 

p+ 1 ... 11 

2. Let a1 • .... (III and hi' ... , hll be two bases of a vector space E and 
let p (I ~ P ~ II - I) be given. Show that the vectors hI' can be reordered 
such that 

(i) a1 ..... ap • h'p+l' .... h,." is a basis of E, 
(ii) hv ! • .... hvp ' a p+ 1 ..... (/" is also a basis of E. 

3. Compute the inverse of the following matrices. 

4. Show that 

B= 

Je 1 

1 
1 

- 1 
- 1 

Je 1 

-1 
1 

-1 

1 
Je 

a) x a a ... a 

a x a ... a 

det 

a ... a x 

-~J -1 
1 

(Je oF 0) 

= [x + (n - 1) a](x - a)"-1 
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and that 
b) 1 1 ... 1 

Al A2 ... An 
det Ai A~ ... A; = I1 (Ai - Aj). 

i> j 

(Vandermonde determinant.) 

5. Define 

Xn - l 1 
-1 xn 

6. Verify the following formula for a quasi-triangular determinant: 

Xp+lp+I····Xp+ln 

Xpl ... Xpp O .... 0 

det xp+ll ....... xp+ln [
Xli ... XIP] 

= det: : ·det 
Xpl ... Xpp 

Xnl··········Xnn .-J 
X np + 1 ..•..... Xnn 

7. Prove that the operation A --ad A (cf. sec. 4.12) has the following 
properties: 

a) ad (A B) = ad B . ad A. 
b) detadA=(detA)"-I. 
c) ad ad A=(det A)"-2. A. 
d) detad ad A=(detAyn-I)2. 
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§ 6. The characteristic polynomial 

4.17. Eigenvectors. Consider a linear transformation cp of an n-dimen­
sional linear space E. A vector a =1= 0 of E is called an eigenvector of cp if 

cpa=Aa. 

The scalar A is called the corresponding eigenvalue. A linear transforma­
tion cp need not have eigenvectors. As an example let E be a real linear 
space of two dimensions and define cp by 

where the vectors Xl and X2 form a basis of E. This mapping does not 
have eigenvectors. In fact, assume that 

is an eigenvector. Then cp a = A a and hence 

These equations yield 

whence ~1=0 and e=O. 
4.18. The characteristic equation. Assume that a is an eigenvector of 

cp and that A is the corresponding eigenvalue. Then 

cpa=Aa, a =1=0. 

This equation can be written as 

(cp-AI)a=O (4.43) 

showing that cp - A I is not regular. This implies that 

det (cp - AI) = O. (4.44) 

Hence, every eigenvalue of cp satisfies the equation (4.44). Conversely, 
assume that A is a solution of the equation (4.44). Then cp-),l is not 
regular. Consequently there is a vector a =1= 0 such that 

(cp-AI)a=O, 
whence cpa=Aa. 

Thus, the eigenvalues of cp are the solutions of the equation (4.44). This 
equation is called the characteristic equation of the linear transformation cpo 



§ 6. The characteristic polynomial 121 

4.19. The characteristic polynomial. To obtain a more explicit expres­
sion for the characteristic equation choose a determinant function A *0 
in E. Then 

A (~XI - ),x I ... ~XII - AXn) = det(~ - }.t)A (XI'" xn) 

XvEE(V = 1 ... n). (4.45) 

Expanding the left hand-side we obtain a sum of 2n terms of the form 

where every argument is either ~Xv or -Axv ' Denote by Sp (02:.P 2:.n) the 
sum of all terms in which p arguments are equal to ~Xv and n-p argu­

ments are equal to -J.x". Collect in each term of Sp the indices VI"'Vp 

(VI < ... <vp) such that 

Introducing the permutation a by 

O=1..·n) 
we can write 

A (ZI ... zn) = c"A (za(!) ..• Z<1(n)) 

Thus, 

= caA (~xa(!) ... ~xa(p), - AX,,(p+l) .•• - },X<1(n)) 

= (- A)n- p c"A (~X,,(I) ... ~ x<1(p)' x<1(P+ I) ... X<1(n))' 

(4.46) 

where the sum is extended over all permutations a subject to the con­
ditions 

a(l)<···<a(p) and a(p+l)<···<a(n). 

Observing the skew symmetry of A we obtain from (4.46) 

(-).)"-P 
Sp= -- IC(1A(~x<1(I)",~X<1(P),X<1(P+I) ..• X<1(n)) 

p!(n - p)! (1 
(4.47) 

where the sum on the right hand-side is taken over all permutations. Let 
cP p be the function defined by 

cPp(XI",Xn)=IC(1A(~X(1(!)",~X(1(P),X(1(p+I)",X(1(n)) (0 2:. p 2:. 11) 
u 
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and T be an arbitrary permutation of (1 .. . n). Then 

<P P (xr (1) ... xr(n)) = L 10" A (cp X r,,( 1) •.. cp Xr,,(p)' Xr,,(p + 1) ... Xr,,(n)) 

" 

= lOr L eQ A (cp XQ(1) ... cp XQ(p), XQ(p+ 1) ••. XQ(n)) 

" 

This equation shows that <P p is skew symmetric with respect to all argu­
ments. This implies that 

(4.48) 

where rtp is a scalar. Inserting (4.48) into (4.47) we obtain 

Hence, the left hand-side of (4.45) can be written as 

A(CPXI-AX1,···CPXn-AXn)=A(X1",Xn) L rtpAn-p. (4.49) 
p~o 

Now equations (4.45) and (4.49) yield 

det(cp - A I) = L rtpAn-p 
p~o 

showing that the determinant of cp - A 1 is a polynomial of degree n in A. 
This polynomial is called the characteristic polynomial of the linear trans­
formation cpo The coefficients of the characteristic polynomial are deter­
mined by equation (4.48), and are called the characteristic coefficients. 

These relations yield for p = 0 and p = n 

rto = ( - 1)" and rtn = det cp 
respectively. 

4.20. Existence of eigenvalues. Combining the results of sec. 4.18 and 
4.19, we see that the eigenvalues of cp are the roots of the characteristic 
polynomial 

f(A)= L rtv)·n-v. 
v~o 

This shows that a linear transformation of an n-dimensional linear space 
has at most n different eigenvalues. 
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Assume that £ is a complex linear space. Then, according to the funda­
mental theorem of algebra, the polynomial f has at least one zero. Con­
sequently, every linear transformation of a complex linear space has at 
least one eigenvalue. 

If £ is a real linear space, this does not generally hold, as it has been 
shown in the beginning of this paragraph. 

Now assume that the dimension of £ is odd. Then 

lim f (A) = - CI) and lim f (l) = + CI) 

).,--+00 ).,--00 

and thus the polynomial f (A) must have at least one zero. This proves 
that a linear transformation of an odd-dimensional real linear space has at 
least one eigenvalue. Observing that 

f (0) = (Xn = det cp 

we see that a linear transformation of positive determinant has at least 
one positive eigenvalue and a linear transformation of negative deter­
minant has at least one negative eigenvalue, provided that £ has odd 
dimension. 

If the dimension of £ is even we have the relations 

lim f (A) = CI) and lim f (A) = CI) 

A,-+-oo 

and hence nothing can be said if det cp > 0. However, if det cp < 0, there 
exists at least one positive and one negative eigenvalue. 

4.21. The characteristic polynomial of the inverse mapping. It follows 
from (4.27) that the characteristic polynomial of the dual transformation 
cp* coincides with the characteristic polynomial of cpo 

Suppose now that £=£1t£)£2 where £1 and £2 are stable subspaces. 
Then the result of sec. 4.7 implies that the characteristic polynomial of cp 
is the product of the characteristic polynomials of the induced transfor­

mations CPl:£C-+£1 and CP2:£r-+£2' 
Finally, let cP: £---+ £ be a regular linear transformation and consider the 

inverse transformation cp - 1. The characteristic polynomial of cp -1 is 
defined by 

F (A) = det (cp - 1 - ). I) . 
Now, 

-1, -1 ( 1) 1 -1 ( 1-1) cp -AI=Cp 0 l-ACP =-J'.cP 0 CP-J'. I, 
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whence 

det(ip-I - ;.1) = (- J.)"detip-l·det(cp - ;'-11). 

This equation shows that the characteristic polynomials of ip and of ip-I 
are related by 

F(/.) = (- A)"detip-I f(),-I). 

Expanding F(I.) as 

F(A) = L f3v;.n-v 
v= 0 

we obtain the following relations between the coefficients off and of F: 

f3 v = ( - l)n det ip - 1 IXn - v (v=O ... n). 

4.22. The characteristic polynomial of a matrix. Let ev(v= 1. .. n) be a 
basis of E and A = M (cp) be the matrix of the linear transformation ip 
relative to this basis. Then 

M(cp - AI) = M(ip) - AM(I) = A - ),J 

whence 

det(ip - ),1) = detM(ip - AI) = det(A - AJ). 

Thus, the characteristic polynomial of ip can be written as 

f(A) = det(A - AJ). (4.50) 

The polynomial (4.50) is called the characteristic polynomial of the matrix 

A. The roots of the polynomialfare called the eigenvalues afthe matrix A. 

Problems 

1. Compute the eigenvalues of the matrix 

o 
-2 
- 1 

-:) 
2. Show that the eigenvalues of the real matrix 

(; ~) are real. 
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3. Prove that the characteristic polynomial of a projection n:E--+El 

(see Chapter II, sec. 2.19) is given by 

where n=dim E and p=dim E I • 

4. Show that the coefficients of the characteristic polynomial of an 
involution satisfy the relations 

!Y.p = e!Y.lI _ p e=±1 (p = 0 ... n). 

5. Consider a direct decomposition E= EI (£;E2. Given linear transfor­
mations <Pi: Ei--+ Ei (i = 1,2) consider the linear transformation <P = <PI (£;<pz: 
E--+ E. Prove that the characteristic polynomial of <P is the product of the 
characteristic polynomials of <PI and of <P2' 

6. Let <P: £--+ £ be a linear transformation and assume that £1 is 
a stable subspace. Consider the induced transformations <PI: £1 --+ £1 
and ip:£/£l--+£/£l' Prove that 

x = Xl X 

where X, XI and X denote the characteristic polynomials of <P, <PI and ip 
respectively. In particular show that 

X(A) = (- A)S X(A) 

where ip is the induced transformation of £/ker <P and s denotes the di­
mension of ker <po 

7. A linear transformation, <P, of £ is called nilpotent if <pk=O 

for some k. Prove that <P is nilpotent if and only if the charactt:!ristic 
polynomial has the form 

X ().) = ( - },t· 

Hint: Use problem 6. 
8. Given two linear transformations <P and IjJ of £ show that det (<p - A 1jJ) 

is a polynomial in A. 
9. Let <P and IjJ be two linear transformations. Prove that <poljJ and 

IjJ 0 <P have the same characteristic polynomial. 
Hint: Consider first the case that IjJ is regular. 
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§ 7. The trace 

4.23. The trace of a linear transformation. In a similar way as the deter­
minant, another scalar can be associated with a given linear transforma­
tion qJ. Let L1 oj: 0 be a determinant function in E. Consider the sum 

n 

I A(Xl .. ·qJXi",Xn)· 
i= 1 

This sum obviously is again a determinant function and thus it can be 
written as 

n 

I A(Xl .. ·qJXi",Xn)=a·A(x1 .. ·xn) 
i= 1 

(4.51) 

where a is a scalar. This scalar which is uniquely determined by qJ is called 
the trace of qJ and will be denoted by tr qJ. It follows immediately that 
the trace depends linearly on qJ, 

tr (.Ie qJ + J1 tf;) = .Ie tr qJ + J1 tr tf; . 
Next we show that 

tr (tf; 0 qJ) = tr (qJ 0 tf;) (4.52) 

for any two linear transformations qJ and tf;. The trace of tf; 0 qJ is defined 
by the equation 

IA(XI .. ·(tf;OqJ)Xi .. ·Xn) = tr(tf;OqJ)A(Xl"'Xn) Xv EE . 
i 

Replacing the vectors Xv by tf; Xv (v = 1 ... n) we obtain 

IA(tf;x1 ... (tf;oqJotf;)Xi ... tf;xn) 
i (4.53) 

The left hand-side of this equation can be written as 

I A (tf; XI ... (tf; 0 qJ 0 tf;) Xi'" tf; Xn) = det tf; I A (XI'" (qJ 0 tf;) Xi'" Xn) 
i i 

= det tf; . tr (qJ 0 tf;) A (x I ... Xn) 
and thus (4.53) implies that 

det tf; tr ( qJ 0 tf;) = tr ( tf; 0 qJ) det tf; . (4.54) 

If tf; is regular, this equation may be divided by det tf; yielding (4.52). If tf; 
is non-regular, consider the mapping tf; -.Ie I where .Ie is different from all 
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eigenvalues of t/J. Then t/J - A I is regular, whence 

tr [( t/J - A I) 0 <PJ = tr [ <p 0 (t/J - ). I) J. 

In view of the linearity of the trace-operator this equation yields 

tr (t/J 0 <p) - A tr <p = tr ( <p 0 t/J) - }. tr <p 
whence (4.52). 
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Finally it will be shown that the coefficient of ).',-1 in the characteristic 
polynomial of <p can be written as 

IX,=(-l)n-'tr<p. (4.55) 

Formula (4.48) yields for p= 1 

2><1 A (<p X<1(l)' X<1(2) ... X<1(n») = ( - 1)"-11X1 A (x 1 ... xn) (4.56) 

the sum being taken over all permutations a subject to the restrictions 

a(2) < ... < a(n). 
This sum can be written as 

n n 

L ( - 1)i-l A (<p Xi' Xl ... Xi ... Xn) = L A (Xl··· Xi-I' <p Xi' Xi + 1··· Xn)· 
i= 1 i= 1 

We thus obtain from (4.56) 

LA (Xl··· <PXi ... Xn) = (- 1)"-11X1 A (Xl··· Xn). (4.57) 
i 

Comparing the relations (4.57) and (4.51) we find (4.55). 
4.24. The trace of a matrix. Let ev(v= l...n) be a basis of E. Then <p 

determines an 11 x n-matrix IX~ by the equations 

(4.58) 

Inserting xv=ev(v= 1...n) in (4.51) we find 

LA (e 1 ... <p ei ... en) = tr <p A (e 1 ... en) . (4.59) 

Equations (4.58) and (4.59) imply that 

n 

A(el· .. en) L 1X;=A(el···en)tr<p 
i= 1 

whence 
(4.60) 

Observing that 
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where e*V(v= l ... n) is the dual basis of ev, we can rewrite equation 
(4.60) as 

trqJ=I<e*i,qJe). (4.61) 
i 

Formula (4.60) shows that the trace of a linear transformation is equal 
to the sum of all entries in the main-diagonal of the corresponding matrix. 
For any n x n-matrix A = (C(~) this sum is called the trace of A and will be 
denoted by tr A, 

trA = Ia;. (4.62) 
i 

Now equation (4.60) can be written in the form 

tr qJ = tr M (qJ ) . 

4.25. The duality of L(E; F) and L(F; E). Now consider two linear 
spaces E and Fand the spaces L(E; F) and L (F; E) of all linear mappings 
qJ: E--+ F and t/J: F --+ E. With the help of the trace a scalar product can be 
introduced in these spaces in the following way: 

<qJ,t/J)=tr(t/JoqJ) qJEL(E;F), t/JEL(F;E). (4.63) 

The function defined by (4.63) is obviously bilinear. Now assume that 

<qJ,t/J) =0 (4.64) 

for a fixed mapping qJEL(E; F) and all linear mappings t/JEL(F; E). It 
has to be shown that this implies that qJ = O. Assume that qJ =1= O. Then 
there exists a vector aEE such that qJa=l=O. Extend the vector hI =qJa to 
a basis (hI" .hm) of F and define the linear mapping t/J: F --+ E by 

Then 
(J-l = 2 ... m). 

(J-l = 2 ... m), 
whence 

< qJ, t/J) = tr (t/J 0 qJ) = tr (qJ 0 t/J) = 1 . 

This is in contradiction with (4.64). Interchanging E and F we see that 
the relation 

<qJ,t/J) =0 

for a fixed mapping t/JEL(F; E) and all mappings qJEL(E; F) implies 
that t/J=O. Hence, a scalar-product is defined in L(E; F) and L(F; E) 
by (4.63). 
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Problems 

I. Show that the characteristic polynomial of a linear transformation 
cp of a 2-dimensionallinear space can be written as 

f (J.) = A 2 - A tr cp + det cp . 

Verify that every such cp satisfies its characteristic equation, 

2. Given three linear transformations cp, 1/;, X of E show that 

in general. 
3. Show that the trace of a projection operator n:E--+El (see Chapter 

II sec. 2.19) is equal to the dimension of 1m n. 
4. Consider two pairs of dual spaces E*, E and F*, F. Prove that the 

spaces L (E; F) and L (E*; F*) are dual with respect to the scalar-product 
defined by 

<cp,I/;)=tr(cp*ol/;) cpEL(E;F) I/;EL(E*;F*). 

5. Letfbe a linear function in the space L(E; E). Show thatfcan be 
written as 

where rt. is a fixed linear transformation in E. Prove that rt. is uniquely 
determined by f 

6. Assume that f is a linear function in the space L(E; E) such that 

Prove that 

where A is a scalar. 
7. Let cP and I/; be two linear transformations of E. Consider the sum 

L LI (x 1 ... cp Xi·· .1/; Xi··· Xn) 
i*i 

where LI =1=0 is a determinant function in E. This sum is again a deter­
minant function and hence it can be written as 

L LI (x 1 ... cp Xi·· .1/; Xi··· Xn) = B (cp, 1/;) LI (x 1 ... Xn)· 
i*i 

9 Greub. Linear Algebra 
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By the above relation a bilinear function B is defined in the space L(E; E). 
Prove: 

a) B(cp, Iji)=tr cp tr lji-tr(1ji 0 cp). 
b) 1B(cp, cp)=( -1)":X2 where:x z is the coefficient of ;:-2 in the charac­

teristic polynomial of cp. 

8. Consider two 11 x l1-matrices A and B. Prove the relation 

tr(AB) = tr(BA) 

a) by direct computation. 
b) using the relation tr cp = tr M (cp ). 
9. If cp and Iji are two linear transformations of a 2-dimensionallinear 

space prove the relation 

Iji 0 cp + cp 0 Iji = cp tr Iji + Iji tr cp + 1 (tr (Iji 0 cp) - tr cp tr Iji) . 

10. Let A:L(E; E)-+L(E; E) be a linear transformation such that 

A(cp 0 Iji) = A(cp)oA(Iji) cp,IjiEL(E;E) 
and 

A(I) = I. 

Prove that tr A (cp) = tr cp. 
11. Let E be a 2-dimensional vector space and cp be a linear transfor­

mation of E. Prove that cp satisfies the equation cpz = - J. I, ), > 0 if and 
only if 

det cp > 0 and tr cp = O. 

12. Let cp: E, -+E, and cpz: Ez -+ Ez be linear transformations. Consider 

Prove that tr cp=tr cp, +tr cpz. 
13. Let cp: E-+ E be a linear transformation and assume that there is a 

decomposition E=E,r;£)"'r;£)Er into subspaces such that Ein CPEi=O 
(i = l...r). Prove that tr cp = O. 

14. Let cp: E---->F and I~: E+-F be linear maps between finite dimen­
sional vector spaces. Show that tr ((p 0 Iji 1 = tr(1ji 0 cp l. 

IS. Show that the trace of ad ((p) (cf. sec. 4.6) is the negative (11- 1)-th 
characteristic coefficient of (p. 



§ 8. Oriented vector spaces 131 

§ 8. Oriented vector spaces 

In this paragraph E will be a real vector space of dimension n ~ 1. 
4.26. Orientation by a determinant function. Let L11 =1= 0 and L12 =1= 0 be 

two determinant functions in E. Then.d 2 =},L1 1 where },=I=O is a real num­
ber. Hence we can introduce an equivalence relation in the set of all de­
terminant functions L1 =1= 0 as follows: 

L11 ~ L12 if A > 0 . 

It is easy to verify that this is indeed an equivalence. Hence a decompo­
sition of all determinant functions L1 =1= 0 into two equivalence classes is 
induced. Each of these classes is called an orientation of E. If (L1) is an 
orientation and L1 E (L1) we shall say that L1 represents the given orientation. 
Since there are two equivalence classes of determinant functions the vec­
tor space E can be oriented in two different ways. 

A basis ev (v = l ... n) of an oriented vector space is called positive if 

where L1 is a representing determinant function. If (e 1 " .en) is a positive 
basis and (J is a permutation of the numbers (l...n) then the basis (e,,(l)'" 

e".(n») is positive if and only if the permutation (J is even. 
Suppose now that E* is a dual space of E and that an orientation is 

defined in E. Then the dual determinant function (cf. sec. 4.10) determines 
an orientation in E*. It is clear that this orientation depends only on the 
orientation of E. Hence, an orientation in E* is induced by the orien­
tation of E. 

4.27. Orientation preserving linear mappings. Let E and F be two 
oriented vector spaces of the same dimension nand qJ: E -4 F be a linear 
isomorphism. Given two representing determinant functions L1 E and L1 F 

in E and F consider the function L1", defined by 

Clearly L1", is again a determinant function in E and hence we have that 

L1", = AL1E 

where }.=I=O is a real number. The sign of A depends only on qJ and on the 
given orientations (and not on the choice of the representing determinant 
functions). The linear isomorphism qJ is called orientation preserving if 
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Ie> O. The above argument shows that, given a linear isomorphism 
cp: E-> F and an orientation in E, then there exists precisely one orien­
tation in F such that cp preserves the orientation. This orientation will be 
called the orientation induced by cpo 

Now let cp be a linear automorphism; i.e., F=E. Then we have LlF=Ll£ 
and hence it follows that 

Ie = det cp. 

This relation shows that a linear automorphism cp: E-> E preserves the 
orientation if and only if det cp > O. 

As an example consider the mapping cp = - l. Since 

det ( - I) = ( - l)n 

it follows that cp preserves the orientation if and only if the dimension of 
11 IS even. 

4.28. Factor spaces. Let E be an orientated vector space and F be an 
oriented subspace. Then an orientation is induced in the factor space 
Ej F in the following way: Let Ll be a representing determinant function 
in E and a I ... a p be a positive basis of F. Then the function 

depends only on the classes Xi' In fact, assume for instance that yp+ 1 and 
x p + 1 are equivalent mod F. 
Then 

P 

'"' ~ v Yp+1 = xp + 1 + ~ I. a\ 
\1= 1 

and we obtain 

Ll (a 1 •.. a P' Yp+ 1 ... Xn) = Ll (a 1 ... a p' x p+ 1 ... Xn) + 
p 

+ I )"L1(al···ap,aV"'Xn)=L1(al···ap,Xp+l",Xn)' 
\1= 1 

Hence a function J of (11- p) vectors in ElF is well defined by 

J U p+ 1 ... Xn) = Ll (a 1 ... a P' x p+ 1 ... Xn)· (4.65) 

It is clear that J is linear with respect to every argument and skew sym­
metric. Hence J is a determinant function in ElF. It will now be shown 
that the orientation defined in Ej F by J depends only on the orientations 
of E and F. Clearly, if Ll' is another representing determinant function in 
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E we have that L1'=AL1, A>O and hence J'=ALl. Now let (a~ ... a~) be 
another positive basis of F. Then we have that 

a~=LIX~a!l' det(IX~»O 

whence 
L1 (a ~ ... a ~ , x p + 1 ... xn) = det (IX~) L1 (a \ ... a P' x p + 1 ... xn) . 

It follows that the function J' obtained from the basis a~ ... a~ is a positive 
multiple of the function J obtained from the basis a1 ... ap ' 

4.29. Direct decompositions. Consider a direct decomposition 

(4.66) 

and assume that orientations are defined in E\ and E 2 • Then an orien­
tation is induced in E as follows: Let ai(i= l...p) and bj (}= l...q) be 
positive bases of E\ and E2 respectively. Then choose the orientation of 
E such that the basis a\ ... ap , b\ ... bq is positive. To prove that this orien­
tation depends only on the orientations of El and E2 let Gi (i = 1 ... p) and 
bj (}= l...q) be two other positive bases of El and E2. Consider the linear 
transformations <p: El -+ El and 1jJ: E2 -+ E2 defined by 

<pai=Gi (i=l ... p) and IjJbj=bj {j=l. .. q). 

Then the transformation <ptBljJ carries the basis (a 1 ••. ap , b\ ... bq ) into the 
basis (G 1" .Gp, b 1 ••• b q). Since det <p > 0 and det IjJ > 0 it follows from sec. 4.7 
that 

det (<p tB 1jJ) = det <p det IjJ > 0 

and hence (G\ ... Gp , b1 .•. bq) is again a positive basis of E. 
Suppose now that in the direct decomposition (4.66) orientations are 

given in E and E\. Then an orientation is induced in E 2 • In fact, consider 
the projection n:E-+E2 defined by the decomposition (4.66). It induces 
an isomorphism 

<p:E/E\ ~E2' 

In view of sec. 4.28 an orientation in E/E\ is determined by the orien­
tations of E and E\. Hence an orientation is induced in E2 by <po To 
describe this orientation explicitly let L1 be a representing determinant 
function in E and c" .... cp be a positive basis of E,. Then formula (4.65) 
implies that the induced orientation in E2 is represented by the deter­
minant function 

(4.67) 
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N ow let e p + l' ... , ell be a positive basis of E 1 with respect to the induced 
orientation. Then we have 

and hence formula (4.67) implies that 

It follows that the basis e 1 ... e p' e p + 1 ... en of E is positi ve. In other words, 
the orientation induced in E by El and E2 coincides with the original 
orientation. 

The space E2 in turn induces an orientation in E1 • It will be shown that 
this orientation coincides with the original orientation of El if and only 
if p (n - p) is even. The induced orientation of El is represented by the 
determinant -f uncti on 

L/l(Xl ... Xp)=L/(ep+l ... emXl"'Xp) (4.68) 

where e,,(2=p+ I, ... n) is a positive basis of E2. Substituting xv=ev 
(v= l...n) in equation (4.68) we find that 

L/ 1 (el ... ep) = L/(ep+1 '" en,e1 ••• ep) = (_1)p(n- p) L/2(ep+ 1 .•. en). (4.69) 

But e;, V = p + I, .... /1) is a positive basis of E2 whence 

(4.70) 

It follows from (4.69) and (4.70) that 

{ > 0 if pen - p) is even 
L/ 1 (e 1 ••. ep) • 

<0 If p(n-p)isodd. 
(4.71) 

Since the basis (e 1 ... e p) of El is positive with respect to the original orien­
tation, relation (4.71) shows that the induced orientation coincides with 
the original orientation if and only if p (n - p) is even. 

4.30. Example. Consider a 2-dimensionallinear space E. Given a basis 
(el, e2) we choose the orientation of E in which the basis e1 , e2 is positive. 
Then the determinant function L/, defined by 

represents this orientation. Now consider the subspace Ej(j= 1,2) gener­
ated by ej (j = 1,2) with the orientation defined by ej • Then El induces in 
E2 the given orientation, but E2 induces in El the inverse orientation. 
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In fact, defining the determinant-functions ,11 and ,12 in El and in E2 by 

,11 (x) = ,1 (e2, x) xeE I • and ,12 (x) = ,1 (el'x) XEE2 

we find that 

4.31. Intersections. Let El and E2 be two subspaces of E such that 

(4.72) 

and assume that orientations are given in E1, E2 and E. It will be shown 
that then an orientation is induced in the intersection E12 = El n E2. 
Setting 

dimEl = p, dimE2 = q, dimE12 = r 

we obtain from (4.72) and (1.32) that 

r=p+q-n. 

Now consider the isomorphisms 

and 

Since orientations are induced in E/El and E/E2 these isomorphisms 
determine orientations in E2/E12 and in EdE12 respectively. Now choose 
two positive bases dr + 1".dp and hr + 1".hq in EdE12 and E2/E12 respec­
tively and let ai EEl and bj EE2 be vectors such that 

where 1tl and 1t2 denote the canonical projections 

Now define the function ,112 by 

(4.73) 

In a similar way as in sec. 4.30 it is shown that the orientation defined in 
E12 by ,112 depends only on the orientations of E I ,E2 and E (and not on 
the choice of the vectors ai and bj)' Hence an orientation is induced in E 12 . 
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Interchanging £1 and £2 in (4.73) we obtain 

(4.74) 

Hence it follows that 

,121 = (- 1)(p-r) (q-r) ,112 = (- l)<n- p ) (n-q) ,112. (4.75) 

Now consider the special case of a direct decomposition. Then p + q= n 
and £12=(0). The function ,112 reduces to the scalar 

(4.76) 
!X 12 

It follows from (4.76) that !X 12 =1=O. Moreover the number--depends 
l!Xd 

only on the orientations of £1' £2 and E. It is called the intersection number 
of the oriented subspaces £1 and £2. From (4.75) we obtain the relation 

!X21 = (- l)p(n- p ) :;(12· 

4.32. Basis deformation. Let av and bv(v= 1...11) be two bases of £. 
Then the basis av is called deformable into the basis bv if there exist n 
continuous mappings 

Xv:t-+Xv(t) to ~ t ~ tl 

satisfying the conditions 
1. xv(to)=av and xv(tl)=bv 
2. The vectors xv(t)(v= 1...11) are linearly independent for every fixed t. 

The deformability of two bases is obviously an equivalence relation. 
Hence, the set of all bases of £ is decomposed into classes of deformable 
bases. We shall now prove that there are precisely two such classes. This 
is a consequence of the following 

Theorem: Two bases av and bv (v = 1...11) are deformable into each 
other if and only if the linear transformation <p: £-+ £ defined by <pav = bv 
has positive determinant. 

Proof Let ,1 =1=0 be an arbitrary determinant function. Then formula 
4.17 together with the observation that the components (:. (i = 1...11) are 
continuous functions of Xv shows that the mapping £ x ... x £-+ IR defined 
by L1 is continuous. ~n-------

Now assume that t-+xv(t) is a deformation of the basis av into the 
basis by. Consider the real valued function 
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The continuity of the function L1 and the mappings t~xv(t) implies that 
the function 1> is continuous. Furthermore, 

1>(t) oF 0 

because the vectors xv(t)(v= l...n) are linearly independent. Thus the 
function 1> assumes the same sign at t=to and at t=t1' But 

whence 
det <p > 0 

and so the first part of the theorem is proved. 
4.33. Conversely. assume that the linear transformation av~bv has 

positive determinant. To construct a deformation (a1 ... an)~(b1 ... bn) 
assume first that the vector n-tuple 

(4.77) 

is linearly independent for every i(l ~i~n-l). Then consider the de­
composition 

By the above assumption the vectors (a l' .. an - 1, bn ) are linearly independ­
ent, whence 13" oF O. Define the number en by 

e ={+1 if f3n>O 
n _ 1 if f3n < O. 

It will be shown that the n mappings 

(O~t~l) 

define a deformation 

Let L1 =1= 0 be a determinant function in E. Then 

Since Enf3n>O, it follows that 

I-t+Enf3nt>O (O~t~l) 
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whence 
(0 ~ t ~ 1). 

This implies the linear independence of the vectors Xv (t)(v = 1...11) for 
every t. 

In the same way a deformation 

can be constructed where 8.- 1 = ± l. Continuing this way we finally ob­
tain a deformation 

(v=l ... n). 

To construct a deformation 

consider the linear transformations 

(v=l ... n) 
and 

(v=l ... n). 

The product of these linear transformations is given by 

(V=l. .. I1). 
By hypothesis, 

det (1/1 0 <p) > 0 
and by the result of sec. 4.32 

det <p > o. 
Relations (4.78), and (4.79) imply that 

det 1/1 > o. 
But 

whence 

(4.78) 

(4.79) 

Thus, the number of 8v equal to -1 is even. Rearranging the vectors bv 

(v = 1...11) we can achieve that 

{
-1 

8 -
v- +1 

(v=1. .. 2p) 

(v=2p+1 ... n). 
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Then a deformation 
(el b l .. · en bn) --+ (b l .. · bn) 

is defined by the mappings 

XZV_l(t)=-bzv_lcost+bzvsint}( _ ) 
. v-1 ... p 0 

xzv(t) = - bZv - 1 sm t - bzvcos t ;;2 t;;2 TC. 

xv(t) =bv (v=2p+l ... n) 
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4.34. The case remains to be considered that not all the vector n-tuples 
(4.77) are linearly independent. Let ,19= 0 be a determinant function. The 
linear independence of the vectors av (v = 1 ... n) implies that 

Since LI is a continuous function, there exists a spherical neighbourhood 
Uav of av (v = 1...n) such that 

(v=1 ... n). 

Choose a vector a~ E Ual which is not contained in the (n - 1 )-dimensional 
subspace generated by the vectors (b z ... bn). Then the vectors (a~, bz ... bn) 

are linearly independent. Next, choose a vector a~ E Ua2 which is not con­
tained in the (n - 1 )-dimensiona1 subspace generated by the vectors 
(a~, bz ... bn). Then the vectors (a~, a;, b3 ... bn) are linearly independent. 
Going on this way we finally obtain a system of n vectors a~ (v = 1 ... n) 
such that every n-tup1e 

(a~ ... a;, bi + 1'" bn) (i=1 ... 11) 

is linearly independent. Since a~E Vav' it follows that 

,1 (a~ ... a~) 9= O. 

Hence the vectors a~(v= 1...n) form a basis of E. The n mappings 

Xv(t) = (1 - t)av + ta: (0;;2 t;;2 1) 

define a deformation 
(al'" an) --+ (a~ ... a~). 

In fact, xv(t)(0;;2t;;21) is contained in Va v whence 

,1 (Xl (t) ... xn(t)) 9= 0 (0;;2t;;21). 

(4.80) 

This implies the linear independence of the vectors Xv (t)(v = 1...n). 
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By the result of sec. 4.33 there exists a deformation 

(4.81) 

The two deformations (4.80) and (4.81) yield a deformation 

This completes the proof of the theorem in sec. 4.32. 

4.35. Basis deformation in an oriented linear space. If an orientation is 
given in the linear space E, the theorem of sec. 4.32 can be formulated as 
follows: Two bases av and bv (v = I ... n) can be deformed into each other 
if and only if they are both positive or both negative with respect to the 
given orientation. In fact, the linear transformation 

(v=l ... n) 

has positive determinant if and only if the bases av and hv (v = 1 ... n) are 
both positive or both negative. 

Thus the two classes of deformable bases consist of all positive bases 
and all negative bases. 

4.36. Complex vector spaces. The existence of two orientations in a 
real linear space is based upon the fact that every real number }, =1= 0 
is either positive or negative. Therefore it is not possible to distinguish 
two orientations of a complex linear space. In this context the question 
arises whether any two bases of a complex linear space can be deformed 
into each other. It will be shown that this is indeed always possible. 

Consider two bases av and bv (v = l...n) of the complex linear space E. 
As in sec. 4.33 we can assume that the vector n-tuples 

are linearly independent for every i (I ~ i ~ /1- I). It follows from the 
above assumption that the coefficient f3n in the decomposition 

is different from zero. The complex number f3n can be written as 

(r>0,0~9<27[). 

Now choose a positive continuous function r(t)(O ~ t ~ 1) such that 

1'(0)=1, 1'(1)=1' ( 4.82) 
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and a continuous function 8 (t)(O~ t~ 1) such that 

8(0)=0, 8(1)=8. (4.83) 

Define mappings Xv (t), (0 ~ t ~ 1) by 

and 
xv(t)=av (v=1 ... n-1) ! 

n-l O~t~1. 
Xn (t) = t V~l f3" av + r(t) ei9(t) an' 

(4.84) 

Then the vectors Xv (t)(v = 1...n) are linearly independent for every t. In 
fact, assume a relation 

n 

L Jcvxv(t) = O. 
v~l 

Then 
n-l n-l 
L Jc' a. + An t L f3" a. + An r(t) ei9(t) an = 0 
.~1 .~1 

whence 
AV+Antf3"=O (v=1 ... n-1) 

and 
An r(t)e i9(t) = O. 

Since r(t)=I=O for O~ t ~ 1, the last equation implies that An=O. Hence the 
first (n-I) equations reduce to AV=O(V= 1...n-I). 

It follows from (4.84), (4.82) and (4.83) that 

xn(O) = an and xn(1) = bn. 

Thus the mappings (4.84) define a deformation 

Continuing this way we obtain after n steps a deformation of the basis 
a. into the basis bv (v = 1...n). 

Problems 

1. Let E be an oriented n-dimensional linear space and Xv (v = 1...n) be 
a positive basis; denote by Ei, the subspace generated by the vectors 
(Xl' ... i\ ... xn). Prove that the basis (Xl ... Xi",Xn) is positive with respect 
to the orientation induced in Ei by the vector (_IY-l Xi' 
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2. Let E be an oriented vector space of dimension 2 and let al' a2 be 
two linearly independent vectors. Consider the I-dimensional subspaces 
El and E2 generated by a1 and a2 and define orientations in Ei such that 
the bases ai are positive (i= 1,2). Show that the intersection number of 
El and E2 is + 1 if and only if the basis a1 , a2 of E is positive. 

3. Let E be a vector space of dimension 4 and assume that ev 

(v= 1 ... 4) is a basis of E. Consider the following quadruples of vectors: 

I. e1 +e2, e1 +e2+e3, e1 +e2+e3+e4, el-e2+e4 
II. el+2e3, e2+e4, e2-el+e4, e2 

III. el +e2-e3' e2+e4, e3+e2, e2-el 
IV. el +e2-e3, e2-e4' e3+e2, e2-el 
V. el -3e3, e2+e4, e2-e1 -e4' e2' 

a) Verify that each quadruple is a basis of E and decide for each pair 
of bases if they determine the same orientation of E. 

b) If for any pair of bases, the two bases determine the same orien­
tation, construct an explicit deformation. 

c) Consider E as a subspace of a 5-dimensional vector space E and 
assume that ev (v= 1, ... 5) is a basis of E. Extend each of the bases above 
to a basis of E which determines the same orientation as the basis ev 

(v= 1, ... ,5). Construct the corresponding deformations explicitly. 

4. Let E be an oriented vector space and let E 1, E2 be two oriented 
subspaces such that £=E1 +E2. Consider the intersection £1 n E2 to­
gether with the induced orientation. Given a positive basis (Cl' ... , cr ) of 
El n E2 extend it to a positive basis (Cl' ... , C" ar + 1, ... , ap) of El and to 
a positive basis (Cl' ... , C" br + 1, ... , bq ) of E2. Prove that then (Cl' ... , Cr, 

ar + 1 , ... , ap ' br + 1, ... , bq) is a positive basis of E. 

5. Linear isotopices. Let E be an n-dimensional real vector space. 
Two linear automorphisms q>: E~E and ljJ: E~E will be called linearly 
isotopic if there is a continuous map rJ>: I x E -+ E (I the closed unit 
interval) such that rJ>(O,x)=q>(x), rJ>(I,x)=ljJ(x) and such that for each 
tEl the map rJ>t: E-+E given by rJ>t(x)=rJ>(t, x) is a linear automorphism. 

(i) Show that two automorphisms of E are linearly isotopic if and 
only if their determinants have the same sign. 

(ii) Let j: E-+E be a linear map such that / = -I. Show that j is 
linearly isotopic to the identity map and conclude that detj= l. 

6. Complex structures. A complex structure in real vector space E 

is a linear transformation j: E-+E satisfying / = -/. 
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(i) Show that a complex structure exists in an n-dimensional vector 
space if and only if n is even. 

(ii) Let j be a complex structure in E where dimE=2n. Let L1 be a 
determinant function. Show that for xvEE (v=l ... n) either 

L1(xl"",Xn,jxl,···,jxn)~O 
or 

The natural orientation of (E,j) is defined to be the orientation re­
presented by a non-zero determinant function satisfying the first of these. 
Conclude that the underlying real vector space of a complex space 
carries a natural orientation. 

(iii) Let (E,j) be a vector space with complex structure and consider 
the complex structure (E, - j). Show that the natural orientations of 
(E.j) and (E, -j) coincide if and only if 11 is even (dimE=2n). 



Chapter V 

Algebras 

In paragraphs one and two all vector spaces are defined over a fixed, but 
arbitrarily chosen field r of characteristic O. 

§ 1. Basic properties 

5.1. Definition: An algebra, A, is a vector space together with a map­
ping A x A-+A such that the conditions (MI) and (M2) below both hold. 
The image of two vectors xEA, YEA, under this mapping is called the 
product of x and y and will be denoted by xy. 

The mapping A x A-+A is required to satisfy: 

(hI + Jl X2)Y = A(XI y) + Jl(X2 y) 

X(AJr + JlY2) = A(XYI) + Jl(XY2). 

As an immediate consequence of the definition we have that 

O·X = x·o = o. 
Suppose B is a second algebra. Then a linear mapping q>: A -+ B is called 

a homomorphism (of algebras) if q> preserves products; i.e., 

q>(xy) = q>x·q>y. (5.1) 

A homomorphism that is injective (resp. surjective, bijective) is called a 
monomorphism (resp. epimorphism, isomorphism). If B=A, q> is called 
an endomorphism. 

Note: To distinguish between mappings of vector spaces and mappings 
of algebras, we reserve the word linear mapping for a mapping between 
vector spaces satisfying (1.8), (1.9) and homomorphism for a linear map­
ping between algebras which satisfies (5.1). 

Let A be a given algebra and let U, V be two subsets of A. We denote 
by U V, the set 

UV:{xEAlx=LUjVj, UjEU,VjEV}. 
j 
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Every vector aEA induces a linear mapping 

J1(a): A ~ A 
defined by 

J1(a)x = a x 

J1 (a) is called the multiplication operator determined by a. 

An algebra A is called associative if 

x (y z) = (x y) z 
and commutative if 

xy = yx 

x,y,zEA 

x,YEA. 
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(5.2) 

From every algebra A we can obtain a second algebra A OPP by defining 

(x y)OPP = Y x 

AOPP is called the algebra opposite to A. It is clear that if A is associative 
then so is A OPP • If A is commutative we have AOPP=A. 

If A is an associative algebra, a subset SeA is called a system of gener­
ators of A if each vector xEA is a linear combination of products of ele­
ments in S, 

_ ~ l V j ••• V p 
X - i...JA X\.'l'··X"P' 

(v) 

A unit element (or identity) in an algebra is an element e such that for 
every x 

xe=ex=x. (5.3) 

If A has a unit element, then it is unique. In fact, if e and e' are unit ele­
ments, we obtain from (5.3) 

e = ee' = e'. 

Let A be an algebra with unit element eA and <p be an epimorphism of 
A onto a second algebra B. Then eB = <p e A is the unit element of B. In fact, 
if YEB is arbitrary, there exists an element xEA such that y=<px. This 
gives 

y e B = <p X . <p e A = <p (x e A) = <p ( x) = y . 

In the same way it is shown that eBy= y. 
An algebra with unit element is called a dirisiol1 algebra, if to every 

element a =1= 0 there is an element a-I such that aa- I = a-I a = c. 

5.2. Examples: 1. Consider the space L(E; E) of all linear transfor­
mations of a vector space E. Define the product of two transformations 
by 

10 Greub, Linear Algebra 
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The relations (2.17) imply that the mapping (cp, tf;)---4 tf; qJ satisfies (Ml) 
and (M2) and hence L (E; E) is made into an algebra. L (E; E) together 
with this multiplication is called the algebra of linear transformations of E 
and is denoted by A (E; E). The identity transformation I acts as unit 
element in A (E; E). It follows from (2.14) that the algebra A (E; E) is 
associative. 

However, it is not commutative if dim E?:;. 2. In fact, write 

where (Xl) and (X2) are the one-dimensional subspaces generated by two 
linearly independent vectors Xl and X2' and F is a complementary sub­
space. Define linear transformations cp and tf; by 

cp Y = 0, YEF 
and 

tf; Y = O,YEF. 
Then 

while 

Suppose now that A is an associative algebra and consider the linear 
mapping 

defined by 
Il(a)x=ax. (5.4) 

Then we have that 
Il(a b)x = a bx = ll(a)JI(b)x 

whence 

Il(a b) = ll(a)ll(b). 

This relation shows that Il is a homomorphism of A into A (A; A). 

Example 2: Let M" x n be the vector space of (n x n)-matrices for a 
given integer n and define the product of two (n x n)-matrices by formula 
(3.20). Then it follows from the results of sec. 3.10 that the space M" x" 

is made into an associative algebra under this multiplication with the 
unit matrix J as unit element. Now consider a vector space E of dimen­
sion n with a distinguished basis ev (v = 1 ... n). Then every linear transfor­
mation cp: E---4E determines a matrix M( cp). The correspondence cp---4M(cp) 
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determines a linear isomorphism of A(E; E) onto Mnxn. In view of sec. 
3.10 we have that 

M(I/J 0 cp) = M(cp)M(I/J). (3.21) 

This relation shows that M is an isomorphism of the algebra A (E; E) 
onto the opposite algebra (Mnxn)opp. 

Example 3: Suppose r 1 c r is a subfield. Then r is an algebra over r l' 
We show first that r is a vector space over r 1 • In fact, consider the map­
ping r 1 x r -+ r defined by 

(A, x) -+ .Ax , A E r l' X E r. 
It satisfies the relations 

(A + Il)X = AX + IlX 
A(X + y) = AX + AY 

(AIl)X = A(Il X) 
Ix = x 

where A, IlEr 1, x, YEr. Thus r is a vector space over r l' 
Define the multiplication in r by 

(x, y) -+ x y (field multiplication). 

Then M1 and M2 follow from the distribution laws for field multiplication. 
Hence r is an associative commutative algebra over r 1 with 1 as unit 
element. 

Example 4: Let C r be the vector space of functions of a real variable t 
which have derivatives up to order r. Defining the product by 

(J g) (t) = f (t)g(t) 

we obtain an associative and commutative algebra in which the function 
/(t)= 1 acts as unit element. 

5.3. Subalgebras and ideals. A subalgebra, A 1 , of an algebra A is a 
linear subspace which is closed under the multiplication in A; that is, if 
x and yare arbitrary elements of A 1 , then xYEA 1 • Thus Al inherits the 
structure of an algebra from A. It is clear that a subalgebra of an asso­
ciative (commutative) algebra is itself associative (commutative). 

Let S be a subset of A, and suppose that A is associative. Then the sub­
space BcA generated (linearly) by elements of the form 

is clearly a subalgebra of A, called the subalgebra generated by S. It is 
easily verified that 

where the Aa are all the subalgebras of A containing S. 
10' 
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A right (left) ideal in an algebra A is a subspace f such that for every 
xEf, and every YEA, xyEl(YXEI). A subspace that is both a right and 
left ideal is called a two-sided ideal, or simply an ideal in A. Clearly, every 
right (left) ideal is a subalgebra. As an example of an ideal, consider the 
subspace A2 (linearly generated by the products xy). A2 is clearly an ideal 
and is called the derived algebra. 

The ideal f generated by a set S is the intersection of all ideals containing 
S. If A is associative, f is the subspace of A generated (linearly) by ele­
ments of the form 

s,as,sa SES,aEA. 

In particular every single clement a generates an ideal la. fa is called the 
principal ideal generated by a. 

Example 5: Suppose A is an algebra with unit element e, and let 
cP: r ~ A be the linear mapping defined by 

cpA=Ae. 

Considering r as an algebra over itself we have that 

cP (A p) = (A p) e = (A e) (p e) = cP ( A) cP (p) . 

Hence cP is a homomorphism. Moreover, if CPA=O, then Ae=O whence 
A = O. It follows that cP is a monomorphism. Consequently we may iden­
tify r with its image under cp. Then r becomes a subalgebra of A and 
scalar multiplication coincides with algebra multiplication. In fact, if ), 
is any scalar, then 

Aa = A(e'a) = (Ae)·a = cp(A)a. 

Example 6: Given an element a of an associative algebra consider 
the set, Na • of all elements XEA such that ax=O. If xENa then we have 
for every yE A 

a(xy)=(ax)y=O 

and so XYENu' This shows that Na is a right ideal in A. It is called the 
right annihilator of a. Similarly the left annihilator of a is defined. 

5.4. Factor algebras. Let A be an algebra and B be an arbitrary sub­
space of A. Consider the canonical projection 

n:A ~ A/B. 

It will be shown that A/ B admits a multiplication such that n is a homo­
morphism if and only if B is an ideal in A. 

Assume first that there exists such a multiplication in A/B. Then for 
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every xEA, YEB, we have 

n(xy) = nx·ny = nx·O = 0 
whence xYEB. 
Similarly it follows that YXEB and so B must be an ideal. 

Conversely, assume B is an ideal. Then define the multiplication in 
AlB by 

xy = n(xy) x,YEAIB (5.5) 

where x and yare any representatives of x and Y respectively. 
It has to be shown that the above product does not depend on the 

choice of x and y. Let x' and y' be two other elements such that nx' =X 
and ny' = y. Then 

x' - X E Band y' - y E B . 

Hence we can write 

x'=x+b, bEB and y'=y+c, CEB. 

It follows that 
x' y' - x y = by + xc + b C E B 

and so 
n (x' y') = n (x y) . 

The multiplication in AlB clearly satisfies (M!) and (M2) as follows 
from the linearity of n. Finally, rewriting (5.5) in the form 

n(xy) = nx·ny 

we see that n is a homomorphism and that the multiplication in AlB is 
uniquely determined by the requirement that n be a homomorphism. 

The vector space AlB together with the multiplication (5.5) is called the 
factor algebra of A with respect to the ideal B. It is clear that if A is 
associative (commutative) then so is AlB. If A has a unit element e then 
e = n e is the unit element of the algebra A lB. 

5.5. Homomorphisms. Suppose A and B are algebras and cp: A -> B is 
a homomorphism. Then the kernel of cp is an ideal in A. In fact, if 
xEker cp and YEA are arbitrary we have that 

cp (x y) = cp x . cp y = o· cp y = 0 

whence xYEker cpo In the same way it follows that YXEker cpo Next con­
sider the subspace 1m cp c B. Since for every two elements x, yE A 

cpx·cpy = cp(xY)EImcp 

it follows that 1m cp is a subalgebra of B. 
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Now let 
ij5: A/ker qJ -+ B 

be the induced injective linear mapping. Then we have the commutative 
diagram 

A~B 
7[! ?lip 

A/ker qJ 

and since n is a homomorphism, it follows that 

ij5(nx'ny) = ij5n(xy) 
= qJ(xy) 
= qJ(x)'qJ(Y) 
= ij5(nx)·ij5(ny). 

This relation shows that ij5 is a homomorphism and hence a monomor­
phism. In particular, the induced mapping 

ij5: A/ker qJ ~ 1m qJ 

is an isomorphism. 
Finally, assume that C is a third algebra, and let 1jI: B-+ C be a homo­

morphism. Then the composition IjI 0 qJ: A -+ C is again a homomorphism. 
In fact, we have 

(ljIoqJ)(XY) = ljI(qJx'qJY) 
= IjIqJx'ljIqJY 
= (1jI o qJ)x·(1jI 0 qJ)Y. 

Let qJ: A -+ B be any homomorphism of associative algebras and S be 
a system of generators for A. Then qJ determines a set map qJo:S-+B by 

qJOX = qJX, XES. 

The homomorphism qJ is completely determined by qJo. In fact, if 

is an arbitrary element we have that 

qJX = L2vl",VPqJXVl".qJXVP 
(v) 

-" JVl",Vp(f) X (f) X -i..J'1" 't'0 VtO··YO Vp 
(v) 
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Proposition I: Let <Po: S -+ B be an arbitrary set map. Then <Po can be 
can be extended to a homomorphism <p: A -+ B if and only if 

'\' lVt ••• Vp In X X - 0 
~/I, .,..0 Vt"'<Po Vp-

(v) 

whenever LA. v, ... Vp xv, ... XVp = O. (5.6) 
(v) 

Proof' It is clear that the above condition is necessary. Conversely, 
assume that (5.6) is satisfied. Then define a mapping <P: A -+ B by 

(5.7) 

To show that <p is, in fact, well defined we notice that if 

'\' ):v, ... Vp x x = '\' ..,I" ... l'q Y Y 
i..J ~ VI ••• Vp ~ 'f III ••. Jlq 
(v) (1') 

then 
'\' ):v, ... vp x x-'\' ..,I" ••. l'q Y Y = 0 
i..JS VI'" Vp L;', ill'" Jlq • 
(v) (1') 

In view of (5.6) 

and so 

It follows from (5.7) that 

<px = <pox XES 

<p(A.X + f.ly) = A.<px + f.l<PY 
and 

and hence <p is a homomorphism. 

Now suppose {ea} is a basis for A and let <p:A-+B be a linear map such 
that 

<p(eaep) = <pea<pep 

for each r:t., p. Then <p is a homomorphism, as follows from the relation 

<p (x y) = <p {(L ~a ea)(L 1JP ep)} 
a p 

= <P(L ~a1JPeaep) = L ~a1JP<p(ea)<p(ep) 
a, p a, p 

= (L ~a <p (ea») (L 1JP <p (ep») = <p (x) <p (y) . 
a p 
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5.6. Derivations. A linear mapping 0: A -4 A of an algebra into itself is 
called a derivation if 

O(xy)=Ox'y+x'Oy x,YEA. (5.8) 

As an example let A be the algebra of COO-functions f: \R-4\R and 
define the mapping 0 by a :f-4f' wheref' denotes the derivative off Then 
the elementary rules of calculus imply that a is a derivation. 

If A has a unit element e it follows from (5.8) that 

Oe=Oe+Oe 

whence 0 e = O. A derivation is completely determined by its action on a 
system of generators of A, as follows from an argument similar to that 
used to prove the same result for homomorphisms. Moreover, if 0: A -4 A 

is a linear map such that 

where {ea} is a basis for A, then a is a derivation in A. 
For every derivation a we have the Leibniz formula 

n 

(5.9) 

r=O 

In fact, for n= 1, (5.9) coincides with (5.8). Suppose now by induction 
that (5.9) holds for some n. Then 

on+1(xy) = oon(xy) 

n n 

= L(;) 0'+1 x·en- r y + L (;) O'x·on- r +1 y 

r=O r=O 
n 

r= 1 

n 

r= 1 
n+ 1 

= L (n ~ 1) 0' x . on + 1 - r y . 

r=O 

and so the induction is closed. 
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The image of a derivation ° in A is of course a subspace of A, but it is 
in general not a subalgebra. Similarly, the kernel is a subalgebra, but it 
is not, in general, an ideal. To see that ker ° is a subalgebra, we notice 
that for any two elements x, YEker 0 

O(xy)=Ox·y+x·Oy=O 
whence xYEker 0. 

It follows immediately from (5.8) that a linear combination of deri­
vations Oi:A~A is again a derivation in A. But the product of two deri­

vations °1, O2 satisfies 

(01 02)(Xy)=01(02 X·Y+X·02y) 
= 01 02X·Y + 02X·Ol Y + 0I X·02Y + X·Ol 02Y 

and so is, in general, not a derivation. However, the commutator 

[0 1,02] = 0102 - 02 01 

is again a derivation, as follows at once from (5.10). 

(5.10) 

5.7. cp-derivations. Let A and B be algebras and <p: A ~ B be a fixed 
homomorphism. Then a linear mapping 0: A ~ B is called a <p-derivation if 

O(XY) = OX·<PY + cpx·Oy x,YEA. 

In particular, all derivations in A are I-derivations where I: A ~ A denotes 
the identity map. 

As an example ofa cp-derivation, let A be the algebra of COO-functions 
f: IR~ IR and let B= R Define the homomorphism <p to be the evaluation 
homomorphism <p:f ~ f (0) 
and the mapping 0 by 

O:f ~ 1'(0). 
Then it follows that 

O(fg) = (fg)'(O) 

and so 0 is a cp-derivation. 

= l' (0) g (0) + f (0) g' (0) 
= Of·<pg + cpf·Og 

More generally, if 0 A is any derivation in A, then 0 = <p 0 0 A is a <p­
derivation. In fact, 

O(xy) = <p0A(XY) 
= <p (0 A x· y + x· 0 A y) 

= <p0AX·<PY + <PX·<p0A)' 
= OX·<PY + <px·Oy. 

Similarly, if 08 is a derivation in B, then 08 0 <p is a <p-derivation. 
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5.8. Antiderivations. Recall that an involution in a linear space is a 
linear transformation whose square is the identity. Similarly we define an 
involution W in an algebra A to be an endomorphism of A whose square 
is the identity map. Clearly the identity map of A is an involution. If A 
has a unit element e it follows from sec. 5.1 that we = e. 

Now let W be a fixed involution in A. A linear transformation Q:A--A 
will be called an al1tiderivation with respect to W if it satisfies the relation 

Q(xy) = Qx·y + wx·Qy. (5.11) 

In particular, a derivation is an antiderivation with respect to the involu­
tion l. As in the case of a derivation it is easy to show that an antideri­
vation is determined by its action on a system of generators for A and 
that ker Q is a subalgebra of A. Moreover, if A has a unit element e, then 
Qe=O. It also follows easily that any linear combination of antideriva­
tions with respect to a fixed involution W is again an antiderivation with 
respect to w. 

Suppose next that Q I and Qz are anti derivations in A with respect to 

the involutions WI and Wz and assume that WI 0 Wz = Wz oWl. Then WI 0 Wz 
is again an involution. The relations 

(QIQz)(xy) = QI(Qzx·y + wzx·Qzy) = QIQZX·y + 
+ WI Qz x· Ql Y + QI Wz x· Qz y + WI Wz X· Ql Qz Y 

and 

(Q2 Q I )(XY) = Qz(Q1x·y + WIX·QlY) = Q2 Q I X ·y + 
+ wzQlx·Qzy + QZWIX·QIY + wZwIX·QZQIY 

yield 

(QIQZ ± Q2 Q I)(XY) = 

= (Q I Qz ± Qz Ql) x· Y + (WI Qz ± Qz wl)x· Ql Y + 
+ (Q1wz ± WZQI)X·QZY + WIWZX·(QIQZ ± QZQI)Y· (5.12) 

N ow consider the following special cases: 

1. wIQZ=QZWI and WZQI =Q1wZ (this is trivially true if WI = ±I and 
Wz = ± I). Then the relation shows that Ql Qz -Qz QI is an antiderivation 
with respect to the involution WI Wz. In particular, if Q is an antiderivation 
with respect to wand e is a derivation such that W 0 = 0 w, then e Q - Q 0 
is again an antiderivation with respect to w. 

2. WI Qz = -Qz WI and WZQI = -QI Wz · Then QI Qz +Qz Ql is an anti­
derivation with respect to the involution WI Wz. 
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Now let Q1 and Q2 be two antiderivations with respect to the same 
involution w such that 

(i = 1,2). 

Then it follows that Q1 Q2 + Q2 Q1 is a derivation. In particular, if Q is 
any antiderivation such that 

wQ = - Qw 

then Q2 is a derivation. 
Finally, let B be a second algebra, and let cp: A ~ B be a homomorphism. 

Assume that WA is an involution in A. Then a cp-antiderivation with re­
spect to W A is a linear mapping Q: A ~ B satisfying 

(5.13) 

If W B is an involution in B such that 

then equation (5.13) can be rewritten in the form 

Problems 

1. Let A be an arbitrary algebra and consider the set C(A) of elements 
aeA that commute with every element in A. Show that C(A) is a subspace 
of A. If A is associative, prove that C(A) is a subalgebra of A. C(A) is 
called the centre of A. 

2. If A is any algebra and e is a derivation in A, prove that C(A) and 
the derived algebra are stable under e. 

3. Construct an explicit example to prove that the sum of two endo­
morphisms is in general not an endomorphism. 

4. Suppose cp: A ~ B is a homomorphism of algebras and let Je =l= 0, I be 
an arbitrarily chosen scalar. Prove that Jecp is a homomorphism if and 
only if the derived algebra is contained in ker cpo 

5. Let C 1 and C denote respectively the algebras of continuously differ­
entiable and continuous functions f: IR ~ IR (cf. Example 4). Consider the 
linear mapping 

given by df = f' where f' is the derivative off 
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a) Prove that this is an i-derivation where i: C 1---+ C denotes the ca-
nonical injection. 

b) Show that d is surjective and construct a right inverse for d. 
c) Prove that d cannot be extended to a derivation in the algebra C. 
6. Suppose A is an associative commutative algebra and () is a deri-

vation in A. Prove that 
() xp = P xp - I () (x). 

7. Suppose that () is a derivation in an associative commutative algebra 
A with identity e and assume that XE A is invertible; i.e.; there exists an 
element X-I such that 

Prove that x P (p ~ I) is invertible and that 

(xPt I = (x - I )P • 

Denoting the inverse of xP by x-P show that for every derivation () 

8. Let L be an algebra in which the product of two elements X, y is 
denoted by [x, y J. Assume that 

[x,y] + [y,x] = 0 (skew symmetry) 
[[x,y],z] + [[y,z],x] + [[z,x],y] = 0 (Jacobi identity) 

Then L is called a Lie algebra. 

Let Ad (a) be the multiplication operator in the Lie algebra L. Prove that 
Ad (a) is a derivation. 

9. Let A be an associative algebra with product xy. Show that the 
multiplication (x, y)---+[x, y] where 

[x,y] = xy - yx 

makes A into a Lie algebra. 
10. Let A be any algebra and consider the space D (A) of derivations 

in A. Define a multiplication in D (A) by setting 

[()I, ()2] = ()I ()2 - ()2 ()I' 

a) Prove that D (A) is a Lie algebra. 
b) Assume that A is a Lie algebra itself and consider the mapping 

cp:A---+D(A) given by cp:x---+Adx. Show that cp is a homomorphism of 
Lie algebras. Determine the kernel of cpo 
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11. If L is a Lie algebra and I is an ideal in A, prove that the algebra 
Lj I is again a Lie algebra. 

12. Let E be a finite dimensional vector space. Show that the mapping 

<P: A (E; E) -+ A (E*; E* )OPP 

given by ({J-+({J* is an isomorphism of algebras. 
13. Let A be any algebra with identity and consider the multiplication 

operator 
J1:A-+A(A;A). 

Show that J1 is a monomorphism. If A=L(E; E) show that by a suitable 
restriction of J1 a monomorphism 

G L (E) -+ G L (L (E; E)) 
can be obtained. 

14. Let E be an n-dimensional vector space. Show that each basis ei 
(i= l. .. n) of E determines a basis Qij(i,j= l. .. n) of L(E; E) such that 

(i) Qij Qlk = (j jf Qik 

(ii)LQii=z, 
i 

Conversely, given n2 linear transformations Qij of E satisfying i) and ii), 
prove that they form a basis of L(E; E) and are induced by a basis of E. 

Show that two bases ei and e; of E determine the same basis of L (E; E) 
if and only if e;=Aei, AEr. 

15. Define an equivalence relation in the set of all linearly independent 
n2 -tuples (({Jl ... ({Jn2), ({JvEL(E; E), in the following way: 

(({Jl ... ({Jn2) ~ (t/ll ... t/ln2) 

if and only if there exists an element XEG L (E) such that 

t/lv = X({JvX- 1 (v = 1 ... n2 ). 

Prove that 

only if A = 1. 
16. Prove that the bases of L(E; E) defined in problem 14 form an 

equivalence class under the equivalence relation of problem 15. Use this 
to show that every non-zero endomorphism <P: A (E; E)-+ A (E; E) is an 
inner automorphism; i.e., there exists a fixed linear automorphism 'Y. of E 

such that 
({JEA(E; E). 

17. Let A be an associative algebra, and let L denote the corresponding 
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Lie algebra (cf. problem 9). Show that a linear mapping O:A-.A IS 2 

derivation in A only if it is a derivation in L. 

18. Let E be a finite dimensional vector space and consider the map­
ping 0,: A (E; E)-' A (E; E) defined by 

Oa(CP) = rt.cp - cPrt. 

Prove that 0, is a derivation. Conversely, prove that every derivation in 
A (E; E) is of this form. 

Hint: Use problem 14. 

§ 2. Ideals 

5.9. The lattice of ideals. Let A be an algebra, and consider the set 5 
of ideals in A. We order this set by inclusion; i.e., if I) and 12 are ideals 
in A, then we write 11 ~ 12 if and only if 11 c 12 , The relation ~ is clearly 
a partial order in f (cf. sec. 0.6). Now let 11 and 12 be ideals in A. Then 
it is easily cheeked that II +12 and 11 n 12 are again ideals, and are in 
fact the least upper bound and the greatest lower bound of 11 and 12 , 

Hence, the relation ~ induces in f the structure of a lattice. 
5.10. Nilpotent ideals. Let A be an associative algebra. Then an element 

aEA will be called nilpotent if for some k, 

(5.14) 

The least k for which (5.14) holds is called the degree afni/potency of a. 
An ideal! will be called nilpotent if for some k, 

Ik = O. (5.15) 

The least k for which (5.15) holds is called the degree af ni/patency af J 

and will be denoted by deg l. 
5.11. * Radicals. Let A be an associative commutative algebra. Then the 

nilpotent elements of A form an ideal. In fact, if x and yare nilpotent of 
degree p and q respectively we have that 

and 

p+q 

(Ax + pyy+q = .2 (p~q) ;.i pP+q-i yP+q-i Xi 

i=O 
p+q 

= L rt.iXi yP+q-i 

i= 0 
p p+q 

= L rt.ixiy p+q-i + Lrt.ixi yP+q-i = 0 
i~O i~p+) 

(x y)P = x P yP = O. 



§ 2. Ideals 159 

The ideal consisting of the nilpotent elements is called the radical of A 
and will be denoted by rad A. (The definition of radical can be generalized 
to the non-commutative case; the theory is then much more difficult and 
belongs to the theory of rings and algebras. The reader is referred to [14]). 
It is clear that 

rad(rad A) = radA. 

The factor algebra A/rad A contains no non-zero nilpotent elements. 
To prove this assume that XE A/rad A is an element such that Xk = 0 for 
some k. Then xkErad A and hence the definition of rad A yields I such 
that 

It follows that xErad A whence x=O. The above result can be expressed 
by the formula 

rad(A/radA) = O. 

Now assume that the algebra A has dimension n. Then rad A is a nil­
potent ideal, and 

deg(radA) ~ dim (rad A) + 1 ~ n + 1. (5.16) 

For the proof, we choose a basis e1 , ... , e r of rad A. Then each ei is nil­
potent. Let k= max (deg ei), and consider the ideal (rad Ark. An arbitrary 

i 

element in this ideal is a sum of elements of the form 

where 
kl + ... + kr = k r. 

In particular, for some i, k i '?;, k and so e;' ... e~r = O. This shows that 

(rad A)kr = 0 
and so rad A is nilpotent. 

Now let s be the degree of nil potency of rad A, and suppose that for 
some m<s, 

(radA)m = (radAt+l. (5.17) 

Then we obtain by induction that 

(rad At = (rad A)m + 1 = (rad A)m + 2 = ... = (rad A)' = 0 

which is a contradiction. Hence (5.17) is false and so in particular 

dim (rad A)m > dim (rad A)m+ 1, m < s. 
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It follows at once that s -I cannot be greater than the dimension of rad A, 
which proves (5.16). 

As a corollary, we notice that for any nilpotent element xEA, its degree 
of nil potency is less than or equal to n + I, 

degx ~ n + 1. 

5.12. * Simple algebras. An algebra A is called simple if it has no proper 
non-trivial ideals and if A 2 =1= 0. As an example consider a field r as an 
algebra over a subfield rl' Let 1=1=0 be an ideal in r. If x is a non-zero 
element of I, then 

1=X- 1 XEI 
and it follows that 

whence r = I. Since r 2 =1= 0, r is simple. 
As a second example consider the algebra A (E; E) where E is a vector 

space of dimension n. Suppose 1 is a non-trivial ideal in A (E; E) and let 
<P =1= ° be an arbitrary element of I. Then there exists a vector aE E such 
that <pa =1= 0. Now define the linear transformations <Pi by 

i, k = 1 ... n 

where ei(i= I .. ·n) is a basis of E. Choose linear transformations t/li such 
that 

i=1 ... n. 

Let t/lEA (E; E) be arbitrary and a{ let be the matrix of t/I with respect to 
the basis ei' Then 

whence 

t/lek = l>lej = 2>Nj <pa = C'[.a{t/lj<P<Pi)ek 
j j i, j 

t/I = LaN j <P <Pi' 
i, j 

It follows that t/lEI and so I=A(E; E). Since, (clearly) A(E; E)2=1=O, 
A (E; E) is a simple algebra. 

Theorem I: Let A be a simple commutative associative algebra. Then 
A is a division algebra. 

Proof: We show first that A has a unit element. Since A 2 =1= 0, there 
is an element aE A such that fa =1= O. Since A is simple, fa = A. Thus there 
is an element eE A such that 

a· e = a. (5.18) 
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Next we show that e1 =e. In fact, equation (5.18) implies that 

a(e2 - e) = (ll e) e - a e = a e - 1I e = 0 

161 

and so e2 _e is contained in the anni hilator of (I, e 2 -eeNa. Since Na 
is an ideal and Na","A it follows that Na=O whence e1=e. 

Now let xeA be any element. Since a = aee/e we have 1 ... ","0 and 
so le= A. Thus we can write 

x = e)" for some yE A. 

It fo llows that ex=(2),= O'y = x and so e is the unit element of A. 
Thus every element xe A satisfies x = X· e; i.e., xe I". In particular. 

/., ,,," 0 if x ","0. Hence. if X ","0. Ix=A and so there is an element x - l e A 
such that xx - 1=x- 1x=e; i.e., A is a division algebra. 

5,13,* Totally reducible algebras. An algebra A is called totally reduc­
ible if to every ideal I there is a complementary idea l I', 

A=lffJ/' . 

Every ideal I in a totally reducible algebra is itself a totally reducible 
algebra. In fact, let / ' be a complementary ideal. Then 

J·/' e l n /'=0. 

Consequently, if} is an ideal in I, we have 

}·/e} and }·J'e ] ·J'=O 

whence 
}·A eJ. 

It follows that} is an ideal in A. Let l' be a complementary ideal in A, 

A = } $}'. 

Intersecting with I and observing that } e l we obta in (cf. sec. 1.13) 

It foll ows that I is again totally reducible. 
An algebra, A, is called irreducible if it cannot be written as the direct 

sum of two non-trivial ideals. 
5.14.* Semisimple algebras. In this section A will denote an associative 

commutative algebra. A will be ca lled semisimple if it is totally reducible 
and if for every non-zero, / , ideal / 2 ","0. 
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Proposition I: If A is totally reducible, then A is the direct sum of its 
radical and a semisimple ideal. The square of the radical is zero. 

Proof Let B denote a complementary ideal for rad A, 

A = radA ~B. 

Since B~ A/rad A it follows that B contains no non-zero nilpotent ele­
ments and so B 2 =1= O. I t follows from sec. (5.13) that B is totally reducible 
and hence B is semisimple. 

To show that the square of rad A is zero, let k be the degree of nil­
potency of rad A, (rad At = O. Then (rad A)k - I is an ideal in rad A, and 
so there exists a complementary ideal J, 

(rad A)k - I ~ J = rad A . 

Now we have the relations 

These relations yield 

(radA k - I )2 = radAk = 0 

J·(radAY-I = 0 

Jk - I C (rad A)k - 1 n J = O. 

(radA)maX(l,k-l) = O. 

But (rad AY- I =1=0 and so 
(rad A)l = O. 

Corollary: A is semisimple if and only if A is totally reducible and 
rad A=O. 

Problems 

1. Suppose thatI I, 12 are ideals in an algebra A. Prove that 

(II + /2 )//1 ~ 12/(11 nIl )' 

2. Show that the algebra C I defined in Example 4, § 1, has no nilpotent 
elements =1= O. 

3. Consider the set S of step functions f: [0,1] -4 R Show that the oper­
ations 

(f + g)(t) = f (t) + get) 
(AJ)(t) = Af (t) 
(f g)(t) = f (t) g (t) 
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make S into a commutative associative algebra with identity. (A function 
f: [0,1] ---> IH is called a step function if there exists a decomposition of the 
unit interval, ° = to < t 1 < ... < tn = 1 

such that f is constant in every interval t i - 1 < t < ti (i = 1 ... n). 
4. Show that the algebra constructed in problem 3 has zero divisors, 

but no non-zero nilpotent elements. 
5. Show that the algebra S of problem 3 has ideals which are not 

principal. Let (a, b)c [0,1] be any open interval, and letfbe a step func­
tion such thatf(t)=O if and only if a<t<b. Prove that the ideal gener­
ated by f is precisely the subset of functions g such that g(t)=O for 
a<t<b. 

6. Let I be any principal ideal in S (cf. problem 3). Show that there 
exists a complementary principal ideal I l' Conversely, if S = I~I 1 is a 
decomposition of S into ideals, prove that I and II are principal. 

7. Let E be an algebra with identity. Show that if E is totally reducible, 
then every ideal is principal. 

8. Let E be an infinite dimensional vector space. Show that the linear 
transformations of E whose kernels have finite codimension form an 
ideal. Conclude that A (E; E) is not simple. 

Hint: See problem 11, chap. II, § 6 and problem 8, chap. I, § 4. 

§ 3. Change of coefficient field of a vector space 

5.15. Vector space over a subfield. Let E be a vector space over a field 
r and let .1 be a subfield of r. The vector space structure of E involves 
a mapping 

rxE--->E 

satisfying the conditions (11.1), (11.2) and (11.3) of sec. 1.l. The restriction 
of this mapping to .1 x E again satisfies these conditions, and so it deter­
mines on E the structure of a vector space over .1. A subspace (factor 
space) of E considered as a L1-vector space, will be called aLI-subspace 
(L1-factor space). Similarly we refer to r-subspaces and r-factor spaces. 
Clearly every r-subspace (factor space) is aLI-subspace (L1-factor space). 

Now let Fbe a second vector space over r and suppose that cp:E--->F 
is a r-linear mapping; i.e., 

cp(Jex + py) = l.cpX + pcpy x,YEE,I.,/1Er. 

Then cp is a L1-linear mapping if E and Fare considered as L1-vector spaces. 
11' 
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As an example, consider the field T as a I-dimensional vector space 

over itself. Then (cf. sec. 5.2 Example 3) T is an algebra over .1. 
5.16. Dimensions. To distinguish between the dimension of E over T 

and .1 we shall write dimrE and dimLiE. Suppose now that T is finite 
dimensional over A. Assume further that the dimension of E over T is 
finite. It will be shown that 

Let ei (i = 1.. .n) be a basis of E over T and consider the T-subspace Ei 
of E generated by ei. Then there is aT-isomorphism cp: T::'" Ei. But cp is 
also a A-isomorphism and hence it follows that 

i= 1 ... n. (5.21) 

Since the A-vector space E is the direct sum of the A-vector spaces Ei we 
obtain from (5.21) that 

dimLi E = n·dimLi T = dimrE·dimLiT. 

As an example let E be a complex vector space of dimension n. Then, 
since dima;! IC = 2, E, considered as a real vector space, has dimension 2n. 
If zv(v= 1...n) is a basis of the complex vector space E then the vectors 
zv, izv(v= 1...n) form a basis of E considered as a real vector space. 

5.17. Algebras over subfields. Again let A be a subfield of T and let A 
be an algebra over T. Then A may be considered as a vector space over A, 
and it is clear that A, together with its A-vector space structure, is an 
algebra over A. We (in a way similar to the case of vector spaces) distin­
guish between A-subalgebras, A-homomorphisms and T-subalgebras, T­
homomorphisms. Clearly every T-subalgebra, (T-homomorphism) is a 
A-subalgebra, (A-homomorphism). 

5.18. Extension fields as subalgebras of AAE; E). Let E be a non­
trivial vector space over T and A cT be a subfield. Then E can be con­

sidered as a vector space over A. Denote by ALI (E: E) the algebra (over A) 
of A-linear transformations of E. Define a mapping 

by 

cP(IX)X=IXX, (5.22) 

where IXX is the ordinary scalar multiplication defined between rand E. 
Then 

cP (IX (3) X = (IX (3) X = IX ((3 x) = cP (IX) cP ((3) x 



and 

whence 

and 
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(jJ(rt + 13) x = Crt + 13) x = xx + f3x 
= (jJ(rt)X + (jJ(fJ)x 
= ((jJ (rt) + cP (fJ») x 

cP (rt + 13) = cP (rt) + (jJ (fJ) 

(jJ ( rt 13) = cP (rt) cf> ([3) rt,fJEr. 
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Since L1 c r, it follows that cf> is a L1-homomorphism. Moreover, cf> is in­
jective. In fact, cP(rt)=O implies that rtx=O for every xEE whence rt=O. 

Since cP is a monomorphism we may identify r with the L1-subalgebra 
1m (jJ of A,J (E; E). 

Conversely, let E be a vector space over a field L1 and assume that 
r c A,J (E; E) is a field containing the identity. We may identify L1 with 
the subalgebra of r consisting of elements of the form ),' I, )E L1, the iden­
tification map being given by )-+).1. Then we have L1 c r; i.e., L1 is a sub­
field of r. 

Now define a mapping r x E-+E by 

(cp,x)-+cpx cpEr,XEE. 

Then we have the relations 

cptjJ(x) = cp (tjJ x) 
cp(x + y) = cpx + cpy 
(cp + tjJ)x = cpx + tjJx 

lX=X x,YEE;cp,tjJEr, 

and hence E is made into a vector space over r. 

(5.23) 

The restriction of the mapping (5.23) to L1 gives the original structure 
of E as a vector space over L1 while the mapping cP restricted to L1 reduces 
to the canonical injection of L1 into A,J (E; E). 

5.19. Linear transformations over extension fields. Let L1 c r be a sub­
field and E be a vector space over r. Then we have shown that Ar (E; E) c 

A,J (E; E). Now we shall prove the more precise 

Proposition: Ar(E; E) is the subalgebra of A,J (E; E) consIsting of 
those L1-linear transformations which commute with every L1-linear trans­
formation of the form 

8, : x -+ rt X , rt E r . 
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Proof Let qJEAdE; E). Then 

qJ (!X x) =!X(PX 

and so 
qJ 0 E, = £, 0 qJ . (5.24) 

Conversely, if (5.24) holds, then by inverting the above argument we ob­

tain that qJEAr(E; E). 

Corollary: Suppose E is a vector space over ,1 and r c AJ (E; E) is a field 
such that IEr. Then a transformation qJEAJ(E; E) is contained in 
Ar(E; E) if and only if it commutes with every ,1-linear transformation 
in r. 

Problems 

I. Suppose ,1 c r is a subfleld of r such that r has finite dimension 
over ,1. Suppose further that A cr is a subalgebra such that ,1 cA. Prove 
that A is a subfield of r. 

2. Show that if ,1 c r is a subfield, and r has finite dimension over ,1, 
then there are no non-trivial derivations in the ,1-algebra r. 

3. A complex number z is called algebraic if it satisfies an equation of 
the form 

where not all the coefficients !Xv are zero. Prove that the algebraic numbers 
are a subfield, A, of C and that A has infinite dimension over the rationals. 
Prove that there are no non-trivial derivations in A. 
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Gradations and homology 

In this chapter all vector spaces are defined over a fixed, but arbitrarily 
chosen field r of characteristic O. 

§ 1. G-graded vector spaces 

6.1. Definition. Let E be a vector space and G be an abelian group. 
Suppose that a direct decomposition 

(6.1) 

is given and that to every subspace Ea an element k(a) of G is assigned 
such that the mapping a->k(a) is injective. Then E is called a G-graded 
vector space. G is called the group of degrees for E. The vectors of Ea are 
called homogeneous of degree k(a) and we shall write 

degx = k(a), xEEa' 

In particular, the zero vector is homogeneous of every degree. If the 
mapping a->k(a) is bijective we may use the group G as index set in the 
decomposition (6.1). Then formula (6.1) reads 

E= LEk 
kEG 

where Ek denotes the subspace of the homogeneous elements of degree k. 
If G = 7L, E will be called simply a graded vector space. Suppose that 

E is a vector space with direct decomposition 
00 

E = L Ek (k E 7L). 
k=O 

Then by setting Ek = O(k;£ - 1) we make E into a graded space, and when-
00 

ever we refer to the graded space E= LEk , we shall mean this particular 
k=O 

gradation. A gradation of E such that Ek = 0, k;£ -1, is called a positive 
gradation. 
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Now let E be a G-graded space, E= LEk , and consider a subspace 
FeE such that keG 

F = L F n Ek • 
kEG 

Then a G-gradation is induced in F by assigning the degree k to the vec­
tors of F n E k • F together with its induced gradation is called a G-graded 

subspace of E. 

Suppose next that EA is a family of G-graded spaces indexed by a set I 
and let E be the direct sum of the EA. Then a G-gradation is induced in 
Eby 

E = L Ek where Ek = L E;. 
kEG AEI 

This follows from the relation 

E = L EA = L L E; = L L E; = L Ek • 
lEI AEI kEG kEG AEI kEG 

6.2. Linear mappings of G-graded spaces. Let E and F be two G-graded 
spaces and let cp:E-+Fbe a linear map. The map cp is called homogeneous 

if there exists a fixed element kEG such that 

jEG (6.2) 

k is called the degree of the homogeneous mapping cp. The kernel of a 
homogeneous mapping is a graded subspace of E. In fact, if {}j: E-+Ej and 
(J j: F -+ F j denote the projection operators in E and F induced by the 
gradations of E and F it follows from (6.2) that 

(6.3) 

Relation (6.3) implies that ker cp is stable under the projection operators 
{}j and hence ker cp is a G-graded subspace of E. Similarly, the image of cp 
is a G-graded subspace of F. 

Now let E be a G-graded vector space, F be an arbitrary vector space 
(without gradation) and suppose that cp: E-+ F is a linear map of E onto F 

such that ker cp is a graded subspace of E. Then there is a uniquely deter­
mined G-gradation in F such that cp is homogeneous of degree zero. The 
G-gradation of F is given explicitly by 

F = L Fj (6.4) 
jEG 

where 
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To show that (6.4) defines a G-gradation in F, we notice first that since 
cp is onto, 

F = rp E = rp L E j = r Fj . 
j j 

To prove that the decomposition (6.4) is direct assume that 

LYj=O where YjEFj . 
j 

Since Fj = rp E j every Y j can be written in the form Y j = rp x j' X jE E j. It fol­
lows that rp LXj=O whence 

j 

Since ker rp is a graded subspace of E we obtain 

whence Yj=rpXj=O. Thus the decomposition (6.4) is direct and hence it 
defines a G-gradation in F. Clearly, the mapping rp is homogeneous of 
degree zero with respect to the induced gradation. 

Finally, it is clear that any G-gradation of F such that rp is homogene­
ous of degree zero must assign to the elements of Fj the degree j. In view 
of the decomposition (6.4) it follows that this G-gradation is uniquely 
determined by the requirement that rp be homogeneous of degree zero. 

This result implies in particular that there is a unique G-gradation de­
termined in the factor space of E with respect to a G-graded subspace 
such that the canonical projection is homogeneous of degree zero. Such 
a factor space, together with its G-gradation, is called a G-graded factor 
space of E. 

Now let E= L Ek and F= L Fk be two G-graded spaces, and suppose 
that keG keG 

rp:E ---> F 

is a linear mapping homogeneous of degree I. Denote by rpk the restriction 
of rp to Ek , 

Then clearly 

It follows that rp is injective (surjective, bijective) if and only if each rpk is 
injective (surjective, bijective). 
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6.3. Gradations with respect to several groups. Suppose that r: G -+ G I 
is a homomorphism of G into another abelian group G'. Then a G­
gradation of E ind uces a G' -gradation of E by 

E = IEp where E'p = IE,. (6.5) 
P «o)=p 

To prove this we note first that 

E = J: E'p 
P 

since E, c E:,. The directness of the decomposition (6.5) follows from the 
fact that every space Ep is a sum of certain subspaces E, and that the 
decomposition E = I E, is direct. 

o 

A G p-gradation is a gradation with respect to the group G p= GEB ... EBG. ----.--- ~ p 

If G = 71., we refer simply to a p-gradation of E. Given a G p-gradation in 
E consider the homomorphism 

given by 

r(k u ···kp )=k 1 +···+kp • 

The induced (simple) G-gradation of E is given by 

E = I Fj , Fj = I Ek, EB ... EB Ek p • (6.6) 
kl +---+kp=j 

The G-gradation (6.6) of E is called the (simple) G-gradation induced by 
the given G p-gradation. 

Finally, suppose E is a vector space, and assume that 

E = I E j , E = I Fk (6.7) 
JEG kEH 

define G and H-gradations in E. Then the gradations will be called com­

patible if 

If the two gradations given by (6.7) are compatible, they determine a 
(GEBH)-gradation in E by the assignment 
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Conversely, suppose a (GEtlH)-gradation in E is given 

E= 'LEj,k' 
j, k 

Then compatible G and H-gradations of E are defined by 

E = 'L Ej , E j = 'L Ej,k 
jEG kEH 

and 
E = 'L Fk, Fk = 'L Ej, k' 

kEH jEG 
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Moreover, the (GEtlH)-gradation of E determined by these G and H­
gradations is given by 

jEG,kEH. 

6.4. The Poincare series. A gradation E= 'LEk of a vector space E is 
k 

called almost finite if the dimension of every space Ek is finite. To every 
almost finite positive gradation we assign the formal series 

PE(t) = 'LdimEk·tk. 
k 

PE (t) is called the Poincare series of the graded space E. If the dimension 
of E is finite, then PE(t) is a polynomial and 

The direct sum of two almost finite positively graded spaces E and F 
is again an almost finite positively graded space, and its Poincare series 
is given by 

Two almost finite positively graded spaces E and F are connected by a 
homogeneous linear isomorphism of degree 0 if and only if PE = PE • In 
fact, suppose 

is such a homogeneous linear isomorphism of degree O. Writing 

00 

<fJ = 'L <fJk 
k=O 

(cf. sec. 6.2) we obtain that each <fJk is a linear isomorphism, 

<fJk: Ek ~Fk' 
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Hence 
(k=O,I, ... ) (6.8) 

and so 

Conversely, assume that PE = PF• Then (6.8) must hold, and thus there 
are linear isomorphisms 

Since E = I Ek we can construct the linear mapping 
k=O 

(6.9) 

which is clearly homogeneous of degree zero. Moreover, in view of sec. 
(6.2) it follows from (6.9) that IjJ is a linear isomorphism. 

6.5. Dual G-graded spaces. Suppose E= I Ek and F= I Fk are two G-
graded vector spaces, and assume that kEG kEG 

is a bilinear function. Then we say that IjJ respects the G-gradations of E 
and F if 

(6.10) 

for each pair of distinct degrees, k *- j. 
Every bilinear function 1jJ: E x F ~ r which respects G-gradations deter­

mines bilinear functions IjJk:EkxFk~r (kEG) by 

kEG. (6.11) 

Conversely, if any bilinear functions IjJk:Ek x Fk~r are given, then a 
unique bilinear function 1jJ: E x F ~ r which respects G-gradations is de­
termined by (6.10) and (6.11). 

In particular, it follows that IjJ is non-degenerate if and only if each IjJk 
is non-degenerate. Thus a scalar product which respects G-gradations 
determines a scalar product between each pair (Ek' Fk ), and conversely if 
a scalar product is defined between each pair (Ek' Fk ) then the given scalar 
product can be extended in a unique way to a G-gradation-respecting scalar 
product between E and F. E and F, together with a G-gradation-respecting 
scalar product, will be called dual G-graded spaces. 

Now suppose that E and F are dual almost finite G-graded spaces. 
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Then Ek and Fk are dual, and so 

kEG. 

In particular, if G = 7L and the gradations of E and F are positive, we have 

Problems 

1. Let ({J: E-+ F be an injective linear mapping. Assume that F is a G­
graded vector space and that 1m ({J is a G-graded subspace of F. Prove 
that there is a unique G-gradation in E so that ({J becomes homogeneous 
of degree zero. 

2. Prove that every G-graded subspace of a G-graded vector space has 
a complementary G-graded subspace. 

3. Let E, Fbe G-graded vector spaces and suppose that E1 cE, F1 cF 
are G-graded subs paces. Let ({J: E-+ F be a linear mapping homogeneous 
of degree k. Assume that ({J can be restricted to E1, F1 to obtain a linear 
mapping ({J1: E1 -+ F1 and an induced mapping 

Prove that ({J1 and iii are homogeneous of degree k. 
4. If ({J, E, F are as in problem 3, prove that if ({J has a left (right) in­

verse, then a left (right) homogeneous inverse of ({J must exist. What are 
the possible degrees of such a homogeneous left (right) inverse mapping? 

5. Let E1, E2, E3 be G-graded vector spaces. Suppose that ({J: E1 -+ E2 
and ljJ: El -+ E3 are linear mappings, homogeneous of degree k and I re­
spectively. Assume that ljJ can be factored over ({J. Prove that ljJ can be 
factored over ({J with a homogeneous linear mapping X:E2-+E3 and 
determine the degree of X. 

Hint: See problem 5, chap. II, § l. 
6. Let E, E* and F, F* be two pairs of dual G-graded vector spaces. 

Assume that 
({J: E -+ F and ({J* : E* ~ F* 

are dual linear mappings. If ({J is homogeneous of degree k, prove that ({J* 
is homogeneous of degree k. 

7. Let E be an almost finite graded space. Suppose that Ei and Ei are 
G-graded spaces each of which is dual to the G-graded space E. Construct 
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a homogeneous linear isomorphism of degree zero 

such that 

8. Let E, E* be a pair of almost finite dual G-graded spaces. Let F be 
a G-graded subspace of E. Prove that F1- is a G-graded subspace of E* 
and that (F1-)1-=F. 

9. Suppose E, E*, F are as in problem 8. Let Fl be a complementary 
G-graded subspace for Fin E (cf. problem 2). Prove that 

and that F, F f and F1 , F 1- are two pairs of dual G-graded spaces. 
10. Suppose E, E* and F, F* are two pairs of almost finite dual G­

graded vector spaces, and let q;: E---+ F be a linear mapping homogeneous 
of degree k. Prove that q;* exists. 

11. Suppose E, E* is a pair of almost finite dual G-graded vector 
spaces. Let {x,} be a basis of E consisting of the set union of bases for the 
homogeneous subspaces of E. Prove that a dual basis {x*'} in E* exists. 

12. Let E and F be two G-graded vector spaces and q;: E---+ F be a homo­
geneous linear mapping of degree k. Assume further that a homomorphism 
w:G---+His given. Prove that q; is homogeneous of degree w(k) with er­
spect to the induced H-gradation. 

§ 2. G-graded algebras 

6.6. G-graded algebras. Let A be an algebra and suppose that a G­
gradation A = I Ak is defined in the vector space A. Then A is called a 

kEG 

G-graded algebra if for every two homogeneous elements x and y, x y is 
homogeneous, and 

deg(xy) = degx + degy. (6.12) 

Suppose that A = I Ak is a graded algebra with identity element e. 
kEG 

Then e is homogeneous of degree O. In fact, writing 
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we obtain for each xEA that 

x = xe = L xek • 
keG 

Hence if x is homogeneous of degree I 

whence 
x ek = 0 for k =l= 0 

and so 
xeo = x. 
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(6.13) 

Since (6.13) holds for each homogeneous vector x it follows that eo is 
a right identity for A, whence 

e = eeo = eo. 

Thus eEAo and so it is homogeneous of degree O. 
It is clear that every subalgebra of A that is simultaneously a G-graded 

subspace, is a G-graded algebra. Such subalgebras are called G-graded 
subalgebras. 

Now suppose that leA is a G-graded ideal. Then the factor algebra 
AjIhas a natural G-gradation as a linear space (cf. sec. 6.2) such that the 
canonical projection n: A -+ Aj I is homogeneous of degree zero. Hence if 
x and ji are any two homogeneous elements in AjI we have 

x'ji=x'y=n(xy) 

and so x ji is homogeneous. Moreover, 

deg(xji) = deg(xy) = degx + degy = degx + degji. 

Consequently, Aj I is a G-graded algebra. 
More generally, if B is a second algebra without gradation, and qJ: A -+ B 

is an epimorphism whose kernel is a G-graded ideal in A, then the induced 
G-gradation (cf. sec. 6.2) makes B into a G-graded algebra. 

N ow let A and B be G-graded algebras, and assume that qJ: A -+ B is a 
homogeneous homomorphism of degree k. Then ker qJ is a G-graded 
ideal in A and 1m qJ is a G-graded subalgebra of B. 

Suppose next that A is a G-graded algebra, and r: G-+ G' is a homo­
morphism, G' being a second abelian group. Then it is easily checked 
that the induced G'-gradation of A makes A into a G'-graded algebra. 



176 Chapter VI. Gradations and homology 

The reader should also verify that if E is simultaneously a G- and an 
H-graded algebra such that the gradations are compatible, then the in­
duced (GE8H)-gradation of A makes A into a (GE8H)-graded algebra. 

A graded algebra A is called anticommutative if for every two homo­
geneous elements x and y 

x y = ( - 1) deg x deg y y X • 

If x and yare two homogeneous elements in an associative anticommu­
tative graded algebra such that deg x· deg y is even, then x and y com­
mute, and so we obtain the binomial formula 

n 

i=O 

In every graded algebra A = I Ak an involution ill is defined by 
k 

(6.14) 

In fact, if xEA k and yEAl are two homogeneous elements we have 

ill (x y) = ( - 1 Y + I X Y = ( - 1)k X ( - 1 Y y = ill X • ill Y 

and so ill preserves products. It follows immediately from (6.14) that 
ill2 = I and so ill is an involution. ill will be called the canonical involution 
of the graded algebra A. 

A homogeneous antiderivation with respect to the canonical involution 
(6.14) will simply be called an antiderivation in the graded algebra A. It 
satisfies the relation 

Q(xy) = Qx·y + (-lfx·Qy, 

If Q 1 and Q 2 are antideri vations of odd degree then Q 1 Q 2 + Q 2 Q 1 is a 
derivation. If Q is an anti derivation of odd degree and 8 is a derivation 
then Q8-0Q is an antiderivation (cf. sec. 5.8). 

Now assume that A is an associative anticommutative graded algebra 
and let hEA be a fixed element of odd (even) degree. Then, if Q is a 
homogeneous antiderivation, f1(h) Q is a homogeneous derivation (anti­
derivation) and if 8 is a homogeneous derivation, f1(h)8 is a homogeneous 
antiderivation (derivation) as is easily checked. 

Problems 

1. Let A be a G-graded algebra and suppose x is an invertible element 
homogeneous of degree k (cf. problem 7, chap. V, § 1). Prove that X-I 
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is homogeneous and calculate the degree. Conclude that if A is a positively 
graded algebra, then k = O. 

2. Suppose that A is a graded algebra without zero divisors. Prove that 
every invertible element is homogeneous of degree zero. 

3. Let E, F be G-graded vector spaces. Show that the vector space 
LG(E; F) generated by the homogeneous linear mappings qJ:E~F is a 
subspace of L(E; F). Define a natural G-gradation in this subspace such 
that an element qJELG (E; F) is homogeneous if and only if it is a homo­
geneous linear mapping. 

4. Prove that the G-graded space LG (E; E) (E is a G-graded vector 
space) is a subalgebra of A (E; E). Prove that the G-gradation makes 
LG(E; E) into a G-graded algebra (which is denoted by AG(E; E)). 

5. Let E be a positively graded vector space. Show that an injective 
(surjective) linear mapping qJELz(E; E) has degree ~O(~O). Conclude 
that a homogeneous linear automorphism of E has degree zero. 

6. Let A be a positively graded algebra. Show that the subset Ak of A 
consisting of the linear combinations of homogeneous elements of degree 
~ k is an ideal. 

7. Let E, E* be a pair of almost finite dual G-graded vector spaces. 
Construct an isomorphism of algebras: 

Hint: See problem 12, chap. V, § l. 
Show that there is a natural G-gradation in AdE*; E*rp such that rp 
is homogeneous of degree zero. 

8. Consider the G-graded space LG (E; E) (E is a G-graded vector 
space). Assign a new gradation to LG (E; E) by setting 

degqJ = - degqJ 

whenever qJELG(E; E) is a homogeneous element. Show that with this 
new gradation LdE; E) is again a G-graded space and AdE; E) is a 
G-graded algebra. To avoid confusion, we denote these objects by 
LG (E; E) and 1'G (E; E). 

Prove that the scalar product between LG(E; E) and LG(E; E) defined 
by 

makes these spaces into dual G-graded vector spaces. 
12 Greub. LInear Algebra 
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9. Let A = LAp be a graded algebra and consider the linear mapping 
p 

0: A --. A defined by 
Ox = px 

Show that e is a derivation. 

§ 3. * Differential spaces and differential algebras 

6.7. Differential spaces. A differential operator 0 in a vector space E is 
a linear mapping o:E--.Esuch that 02 =0. The vectors ofkero=Z(E) 
are called cycles and the vectors of 1m o=B(E) are called boundaries. It 
follows from 02 = 0 that B (E) c Z (E). The factor space 

H(E) = Z(E)jB(E) 

is called the homology space of E with respect to the differential operator 
O. A vector space E together with afixed differential operator DE' is called 
a differential space. 

A linear mapping of a differential space (E, 0E) into a differential space 
(F, OF) is called a homomorphism (of differential spaces) if 

(6.15) 

It follows from (6.15) that cp maps Z(E) into Z(F) and B(E) into B(F). 
Hence a linear mapping cp*:H(E)--.H(F) is induced by cpo If cp is an 
isomorphism of differential spaces and cp - 1 is the linear inverse iso­
morphism, then by applying cp-l on the left and right of(6.15) we obtain 

and so cp -1 is an isomorphism of differential spaces as well. 
If 1/1 is a homomorphism of (F, DF) into a third differential space (G, 0G) 

we have clearly 

In particular, if cp is an isomorphism of E onto F and cp - 1 is the inverse 
isomorphism we have 

and 

cp* o(cp-l)* = '* = I. 

Consequently, ({J* is an isomorphism of H(E) onto H(F). 
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6.8. The exact triangle. An exact sequence of differential spaces is an 
exact sequence 

(6.16) 

where (F, CF), (E, cE) and (G, cG) are differential spaces, and ({J, ljJ are 
homomorphisms. 

Suppose we are given an exact sequence of differential spaces then the 
sequence 

H(F) ~ H(E) ~ H(G) 

is exact at H(E). In fact, clearly, ljJ # 0 ({J # = 0 and so 1m ({J # C ker ljJ #. 

Conversely, let {3 E ker ljJ # and choose an element yE Z (E) which repre­
sents {3. Then, since ljJ # {3 = 0, 

!/J Y = cG z1 ' z1EG. 

Since !/J is surjective, there is an element Y1 E E such that !/JY1 = Z1' It 
follows that 

Hence, by exactness at E, 

for some xEF. 

Applying cE we obtain 

whence ({J(cFx)=O. 

Since ({J is injective, this implies that cFx=O; i.e., xEZ(F). Thus x 
represents an element rt.E H(F). It follows from the definitions that 

({J#rt.={3 

and so {3E 1m ({J#. 

It should be observed that the induced homology sequence is not 
short exact. However, there is a linear map, x: H(G)---+H(F) which makes 
the triangle 

H(F)~H(E) 

x\ j.p. ( 6.17) 
H(G) 

exact. It is defined as follows: Let iEH(G) and let ZEZ(G) be a repre­
sentative of ~'. Choose yE E such that !/Jy = z. Then 

12' 
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and so there is an element XE F such that 

Since 
qJ((\X) = ?EqJX = i'h = 0 

and since (p is injective, it follows that? FX = 0 and so x represents an 
element .'1 of H(F). It is straightforward to check that '1 is independent 
of all choices and so a linear map X: H (G)-+ H (F) is defined by X ('/) = '1. 

It is not difficult to verify that this linear map makes the triangle (6.17) 
exact at H(G) and H(F). X is called the connecting homomorphism for 
the short exact sequence (6.16). 

6.9. Dual differential spaces. Suppose (E, 8) is a differential space and 
consider the dual space E* = L(E). Let 8* he the dual map of 8. Then for 
all xEE, x*EE* we have 

<8*8*x*,x) = <x*,a8x) = <x*,O) =0 

whence 8* 8* x* = 0 i.e., 

Thus (E*. i'*) is again a differential space. It is called the dual differential 
space. 

The vectors of ker 8* = Z (E*) are called co cycles (for E) and the vectors 
of B (E*) are called co boundaries (for E). The factor space 

H(E*) = Z(E*)jB(E*) 

is called the cohomology space for E. 
It will now be shown that the scalar product between E and E* deter­

mines a scalar product between the homology and cohomology spaces. 
In view of sec. 2.26 and 2.28 we have the relations 

Z(E*) = B(E).1. Z(E) = B(E*).1 

B(E*) = Z(E).1, B(E) = Z(E*).1. 

(6.18) 

(6.19) 

We can now construct a scalar product between H(E) and H(E*). 
Consider the restriction of the scalar product between E and E* to 
Z(E) x Z(E*), 

Z(E) x Z(E*)-+r. 

Then since, in view of (6.18) and (6.19), 

Z (E*).1 n Z (E) = B (E) n Z (E) = B(E) 
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Z(E).L n Z(E*) = B(E*) n Z(E*) = B(E*), 

<x*,x) = <x*,X) 
X*EX* 
XEX 

defines a scalar product between H(E) and H(E*) (cf. sec. 2.23). 
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Finally, suppose (E, 0E), (E*, op) and (F, OF), (F*, Op) are two pairs 
of dual differential spaces. Let 

be a homomorphism of differential spaces, with dual map cp*: E* +- F*. 

Then dualizing (6.15) we obtain 

and so cp* is a homomorphism of differential spaces. It is clear that the 
induced mappings 

and 
(cp*)#: H (E*) +- H (F*) 

are again dual with respect to the induced scalar products; i.e., 

6.10. G-graded differential spaces. Let E be a G-graded space, E= L Ep 
pEG 

and consider a differential operator ° in E that is homogeneous of some 
degree k. Then a gradation is induced in Z(E) and B(E) by 

Z(E) = L Zp(E) and B(E) = L Bp(E) 
pEG pEG 

where Zp(E)=Z(E) n Ep and Bp(E)=B(E) n Ep (cf. sec. 6.2). 
Now consider the canonical projection 

1[: Z (E) --+ H (E) . 

Since J[ is an onto map and the kernel of J[ is a graded subspace of Z (E), 
a G-gradation is induced in the homology space H(E) by 

H(E) = L Hp(E) where Hp(E) = 1[Zp(E). 
pEG 



182 Chapter VI. Gradations and homology 

Now consider the subspaces Zp(E)cZ(E) and Bp(E)cB(E). The 
factor space Zp( E)/ B p (E) is called the p-th homology space of the graded 
differential space E. It is canonically isomorphic to the space Hp(E). In 
fact, if np denotes the restriction of n to the spaces Zp(E), Hp(E), then 

np: Zp(E) -> Hp(E) 

is an onto map and the kernel of np is given by 

kernp = Zp(E) n kern = Zp(E) n B(E) = Bp(E). 

Hence, np induces a linear isomorphism of Zp(E)/Bp(E) onto Hp(E). 
If E is a graded space and dim Hp (E) is finite we write 

bp is called the p-th Betti number of the graded differential space (E, G). 

If E is an almost finite positively graded space, then clearly, so is H(E). 
The Poincare series for H(E) is given by 

00 

6.11. Dual G-graded differential spaces. Suppose (E= I Ek , G£) and 
kEG 

(E* = I E:, G~) is a pair of dual G-graded differential spaces. Then if G£ 
kEG 

is homogeneous of degree I, we have that G£Ejc Ej+ 1 and hence 

<G~Y7,x) = <y7,c£x) = 0 

unless y~ E E; +l' It follows that 

G~ y7 E n E~ = E7-1 
j*i-I 

and so a~ is homogeneous of degree -I. 
Now consider the induced G-gradations in the homology spaces 

H(E) = IHk(E), H(E*) = IHk(E*). 
k k 

The induced scalar product is given by 

Since 
n£*:Z(E*)->H(E*) and n£:Z(E)->H(E) 

(6.22) 
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are homogeneous of degree zero, it follows that the scalar product (6.22) 
respects the gradations. Hence H(E) and H(E*) are again dual G-graded 
vector spaces. In particular, if G = 71, the p-th homology and cohomology 
spaces of E are dual. If Hp (E) has finite dimension we obtain that 

dim Hp(E*) = dim Hp(E) = bp. 

6.12. Differential algebras. Suppose that A is an algebra and that a is 
a differential operator in the vector space A. Assume further that an in­
volution w of the algebra A is given such that ow+wo=O, and that a is 
an antiderivation with respect to w; i.e., that 

o(xy)=ox·y+wx·oy. (6.23) 

Then (A, a) is called a differential algebra. 
It follows from (6.23) that the subspace Z(A) is a sub algebra of A. 

Further, the subspace B(A) is an ideal in the algebra Z(A). In fact, if 
and oXEB(A) we have 

o(xy)=ox'Y YEZ(A) 

and 
a (w Y . x) = w2 yo a x + a (w y). x = Y' a x YEZ(A) 

whence ox· YEB(A) and Y' oXEB(A). 
Hence, a multiplication is induced in the homology space H(A). The 

space H(A) together with this multiplication is called the homology alge­
bra of the differential algebra (A, a). 

The multiplication in H(A) is given by 

n Zl n Z2 = n(zl Z2) Zl, Z2 EZ(A) 

where n: Z (A)~ H (A) denotes the canonical projection. If A is associative 
(commutative) then so is H(A). 

Let (A, a A) and (B, 0B) be differential algebras. Then a homomorphism 
cP: A ~ B is caned a homomorphism of differential algebras if 

CPOA=OBCP. 

It follows easily that the induced mapping CP# :H(A)~H(B) is a homo­
morphism of homology algebras. 

Suppose now A is a graded algebra and that a and ware both homo­
geneous, w of degree zero. The A is called a graded differential algebra. 
Consider the induced gradation in H(A). Since the canonical projection 
n:Z(A)~H(A) is a homogeneous map of degree zero it follows that 
H(A) is a graded algebra. 
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If A is an anticommutative graded algebra, then so is H(A) as follows 
from the fact that 7r is a homogeneous epimorphism of degree zero. 

Problems 

1. Let (E, ( 1 ), (F, az) be two differential spaces and define the differ­
ential operator a in Etf;F by 

Prove that 
H (E tf; F) ~ H (E) tf; H (F) . 

2. Given a differential space (E, D), consider a differential subspace; 
i.e., a subspace E1 that is stable under c. Assume that (!:E---+El is a linear 
mapping such that 

i) (! D = c (! 
ii) (! J = J J EEl 

iii) (! x - X E B (E) x E Z (E) . 

Prove that the induced mapping 

is a linear isomorphism. 
3. Let (E, c) be a differential space. A homotopy operator in E is a linear 

transformation h: E---+ E such that 

ha+Dh=l. 

Show that a homotopy operator exists in E if and only if H(E)=O. 
4. Let (E, aE) and (F, OF) be two differential spaces and let <p, t/I be 

homomorphisms of differential spaces. Prove that <p # = t/I # if and only if 
there exists a linear mapping h: E---+ F such that 

h is called a homotopy operator connecting <p and t/I. Show that problem 3 
is a special case of problem 4. 

5. Let ai' 02 be differential operators in Ewhich commute, a1 02 = Oz 01 • 

a) Prove that c\ c2 is a differential operator in E. 
b) Let B1 , Bz, B be the boundaries with respect to 01 , Oz and a1 el z. 

Prove that 
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c) Let Zl' Z2' Z be the cycles with respect to 01,02 and 0102, Show 
that Zl + Z2 C Z. Establish natural linear isomorphisms 

Z/Zl::'Bl n Z2 and Z/Z2::'B2 n Zl' 

d) Establish a natural linear isomorphism 

(B 1 n Z2)/01 (Z2) ~ (B2 n Zl)/02 (Zl) 

and then show that each of these spaces is linearly isomorphic to 

Z/(Zl + Z2)' 
e) Show that 01 induces a differential operator in Z2' Let Hl denote 

the corresponding homology space. Assume now that Z=Zl +Z2 and 
prove that Hl can be identified with a subspace of the homology space 
Hl =Zl/Bl' State and prove a similar result for 02' 

f) Show that the results a) to e) remain true if 01 02 = -0201' 
6. Let 01, 02 be differential operators in E such that 0102 = -02 0 l' 
a) Prove that 01 +02 and 01 -02 are differential operators in E. 
b) With the notation of problem 5, assume that 

B = Bl n B2 and Z = Zl + Z2' 

Prove that the homology space of each of the differential operators in a) 
is linearly isomorphic to 

Zl n Z2/(ZlnB2 +Z2nBl)' 

(This is essentially the Kiinneth theorem of sec. 2.10 vol ume IL) 
n 

7. LeJschetz formula. Let E = I Ei be a finite dimensional graded 
i~O 

differential space and assume that c is homogeneous of degree - 1 
((;=0 in Eo). Let qJ: E-+E be a homomorphism of differential spaces, 
homogeneous of degree zero. Denote the restrictions of qJ (respectively 
qJojI) to Ep (respectively Hp(E)) by qJp (respectively (qJojI)p). Prove the 
LeJ~chetz formula 

n n 

I ( - IJP tr(qJojI)p = I (- I)P trqJp. 
p~O p~O 

Conclude that 
n n 

I (-l)PdimHp(E)= I(-IJPdimEp (EP) 
p~ 0 p~ 0 

(Euler-Poincare formula). Express this formula in terms of Ii and PH(E)' 

The number given in (E Pl. is called the Euler-Poincare characteristic 

of E. 



Chapter VII 

Inner product spaces 

In this chapter all vector spaces are assumed to be real vector spaces 

§ 1. The inner product 

7.1. Definition. An inner product in a real vector space E is a bilinear 
function (,) having the following properties: 

1. Symmetry: (x, y)=(y, x). 
2. Positive definiteness: (x, x)~O, and (x, x)=O only for the vector 

x=O. 
A vector space in which an inner product is defined is called an 

inner product space. An inner product space of finite dimension is also 
called a Euclidean space. 

The norm Ixl of a vector XEE is defined as the positive square-root 

Ixl = J(x,x). 

A unit vector is a vector with the norm 1. The set of all unit vectors is 
called the unit-sphere. 

It follows from the bilinearity and symmetry of the inner product that 

Ix + yl2 = Ixl2 + 2(x,y) + I}f 
whence 

This equation shows that the inner product can be expressed in terms of 
the norm. 

The restriction of the bilinear function (,) to a subspace El c E has 
again properties 1 and 2 and hence every subspace of an inner product 
space is itself an inner product space. 

The bilinear function (,) is non-degenerate. In fact, assume that (a, y) = 0 
for a fixed vector aEE and every vector YEE. Setting y=a we obtain 
(a, a)=O whence a=O. It follows that an inner product space is dual to 
itself. 



§ 1. The inner product 187 

7.2. Examples. 1. In the real number-space IR • the standard inner pro­
duct is defined by 

(x,y) = LCIlv, 
v 

where 

2. Let E be an n-dimensional real vector space and Xv (v = 1 ... n) be a 
basis of E. Then an inner product can be defined by 

where 
X = LCxv, Y = LIlvxv. 

v v 

3. Consider the space C of all continuous functions f in the interval 
o ~ t ~ 1 and define the inner product by 

1 

(j,g) = ff(t)g(t)dt. 
o 

7.3. Orthogonality. Two vectors XEE and YEE are said to be ortho­
gonal if (x, y)=O. The definiteness implies that only the zero-vector is 
orthogonal to itself. A system of p vectors Xv =F 0 in which any two vectors 
Xv and xl'(V=FJ.l) are orthogonal, is linearly independent. In fact, the re­
lation 

yields 
(J.l = 1. .. p) 

whence 
(J.l = 1. .. p). 

Two subspaces El cE and E2 cE are called orthogonal, denoted as 
El .lEl> if any two vectors Xl EEl and X2EE2 are orthogonal. 

7.4. The Schwarz-inequality. Let X and y be two arbitrary vectors of 
the inner product space E. Then the Schwarz-inequality asserts that 

(7.1) 

and that equality holds if and only if the vectors are linearly dependent. 
To prove this consider the function 

Ix + AyI 2 
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of the real variable I .. The definiteness of the inner product implies that 

Expanding the norm we obtain 

Hence the discriminant of the above quadratic expression must be nega­
tive or zero, 

(X,y)2 ~ Ix1 21y12. 

Now assume that equality holds in (7.1). Then the discriminant of 
the quadratic equation 

(7.2) 

is zero.*) Hence equation (7.2) has a real solution ).0' It follows that 

1).oY + Xl2 = 0, 
whence 

AoY + x = O. 

Thus, the vectors x and yare linearly dependent. 
7.5. Angles. Given two vectors x =!= 0 and y =!= 0, the Schwarz-inequality 

implies that 

_ 1 :s; (x, y) :s; 1. 
-Ixllyl-

Consequently, there exists exactly one real number w (0 ~ w ~ IT) such that 

(x,y) 
cosw =._-. 

Ixilyl 
(7.3) 

The number w is called the angle between the vectors x and y. The sym­
metry of the inner product implies that the angle is symmetric with respect 
to x and y. If the vectors x and yare orthogonal, it follows that cos w = 0, 

n 
whence w=-

2 
Now assume that the vectors x and yare linearly dependent, y=},x, 

Then 
A {+ 1 if A> 0 

cos W = IAI = _ 1 if A < 0 

*) Without loss of generality we may assume that y =F O. 
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if A> 0 

if A < o. 
With the help of (7.3) the equation 

can be written in the form 

189 

This formula is known as the cosine-theorem. If the vectors x and yare 
orthogonal, the cosine-theorem reduces to the Pythagorean theorem 

7.6. The triangle-inequality. It follows from the Schwarz-inequality 
that 

whence 

Ix + yl ~ Ixl + Iyl· (7.4) 

Relation (7.4) is called the triangle-inequality. To discuss the equality­
sign we may exclude the trivial case y = o. It will be shown that equality 
holds in (7.4) if and only if 

X=AY, A>O. 
The equation 

Ix + yl = Ixl + Iyl 
implies that 

whence 
(x, y) = Ixllyl. (7.5) 

Thus, the vectors x and y must be linearly dependent, 

x = Ay. (7.6) 

Equations (7.5) and (7.6) yield A= 1)-1, whence )o~O. 
Conversely, assume that X=AY, where A~O. Then 

Ix + yl = I(A + l)yl = (A + l)lyl = Alyl + Iyl = Ixl + Iyl· 
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Given three vectors x, y, z, the triangle-inequality can be written in the 
form 

Ix - yl ~ Ix - zl + Iz - YI· (7.7) 

As a generalization of (7.7), we prove the Ptolemy-inequality 

Ix - Ylizi ~ Iy - zllxl + Iz - xll,rl· (7.8) 

Relation (7.S) is trivial if one of the three vectors is zero. Hence we 
may assume that x =1= 0, y=l=O and z=l=O. Define the vectors x', y' and z' by 

x' 

Then 
Ix _ yI 2 

-2-- 2' 
Ixl Iyl 

Applying the inequality (7.7) to the vectors x', y' and z' we obtain 

Ix - yl Iy - zl Iz - xl 
---:s; ---- + -- , 
Ixllyl - Iyllzl Izllxl 

whence (7.S). 
7.7. The Riesz theorem. Let E be an inner product space of dimension 

n and consider the space L(E) of linear functions. Then the spaces L(E) 
and E are dual with respect to the bilinear function defined by 

(f,x)-+f(x). 

On the other hand, E is dual to itself with respect to the inner product. 
Hence Corollary II to Proposition I sec. 2.33 implies that there is a 
linear isomorphism a-+ fa of E onto L(E) such that 

fa (y) = (a, y) . 

In other words, every linear function f in E can be written in the form 

f (y) = (a, y) 

and the vector aEE is uniquely determined by f(Riesz theorem). 

Problems 

1. For x= (~t, ~2) and y= (1]1, 1]2) in [R2 show that the bilinear function 

(x, y) = ~I 1]1 - ~2 1]1 - ~1 1]2 + 4e 1]2 

satisfies the properties listed in sec. 7.1. 
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2. Consider the space S of all infinite sequences x=(~j, ~2' •.• ) such 
that 

Show that I~vIJv converges and that the bilinear function (x, y)= I~vIJv 
v v 

is an inner product. 
3. Consider three distinct vectors x =1= 0, y =1= 0 and z =1= O. Prove that the 

equation 

Jx - yJJzJ = Jy - zJJxJ + Jz - xJ!.}'J 

holds if and only if the four points x, y, z, 0 are contained on a circle such 
that the pairs x, y and z, 0 separate each other. 

4. Consider two inner product spaces E1 and E2 • Prove that an inner 
product is defined in the direct sum E j IJJE2 by 

5. Given a subspace E j of a finite dimensional inner product space E, 
consider the factor space E/E j • Prove that every equivalence class con­
tains exactly one vector which is orthogonal to E 1 • 

§ 2. Orthonormal bases 

7.S. Definition. Let E be an n-dimensional inner product space and 
Xv (v = l...n) be a basis of E. Then the bilinear function (,) determines 
a symmetric matrix 

(v,J1=l ... n). (7.9) 

The inner product of two vectors 

can be written as 

(x,y) = I CIJI'(x" xI') = I gvl'CIJI' (7.10) 
v,1' v, Jl 

and hence it appears as a bilinear form with the coefficient-matrix gvll' 

The basis Xv (v = I. .. n) is called orthonormal, if the vectors Xv (v = l. .. n) 
are mutually orthogonal and have the norm 1, 

(7.11) 
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Then formula (7.10) reduces to 

(x,y)=ICIJ V (7.12) 

and in the case y = x 

The substitution x=xJL in (7.12) yields 

(x,x,J = Z? (1/ = 1 ... n). (7.13) 

Now assume that x*O, and denote by OJL the angle between the vectors x 
and XJL(II=l...n). Formulas (7.3) and (7.13) imply that 

¢JL 
cos eJL = 

Ixi 
If x is a unit-vector (7.14) reduces to 

cos O" = ¢JL 

(II = 1 ... n). (7.14) 

(II = 1 ... n). (7.15) 

These equations show that the components of a unit-vector x relative to 
an orthonormal basis are equal to the cosines of the angles between x and 
the basisvectors xJL' 

7.9. The Schmidt-orthogonalization. In this section it will be shown that 
an orthonormal basis can be constructed in every inner product space of 
finite dimension. Let av (v = 1 ... n) be an arbitrary basis of E. Starting out 
from this basis a new basis bv (v = 1 ... n) will be constructed whose vectors 
are mutually orthogonal. Let 

Then put 
bz = az + )"b 1 

and determine the scalar i such that (h 1, bz) = 0. This yields 

Since b! * 0, this equation can be solved with respect to ).. The vector bz 
thus obtained is different from zero because otherwise a! and az would 
be linearly dependent. 

To obtain b3 , set 
b3 = a3 + lib! + vb z 

and determine the scalars II and v such that 
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This yields 

and 

Since b1 *0 and b2 *0, these equations can be solved with respect to J1. 

and v. The linear independence of the vectors aI' a2 , a3 implies that b3 * 0. 
Continuing this way we finally obtain a system ofn vectors bv * O(v= 1 .. . n) 
such that 

It follows from the criterion in sec. 7.3, that the vectors bv are linearly 
independent and hence they form a basis of E. Consequently the vectors 

bv 
e =-
v Ibvl 

form an orthonormal basis. 

(v=l ... n) 

7.10. Orthogonal transformations. Consider two orthogonal bases Xv 

and Xv (v = 1 .. . n) of E. Denote by IX~ the matrix of the basis-transformation 

(7.16) 

The relations 

imply that 
(7.17) 

This equation shows that the product of the matrix (IX~) and the transposed 
matrix is equal to the unit-matrix. In other words, the transposed matrix 
coincides with the inverse matrix. A matrix of this kind is called orthogonal. 

Hence, two orthonormal bases are related by an orthogonal matrix. 
Conversely, given an orthonormal basis xv(v= l...n) and an orthogonal 
n x n-matrix (IX~), the basis Xv defined by (7.16) is again orthonormal. 

7.11. Orthogonal complement. Let E be an inner product space (of 
finite or infinite dimension) and El be a subspace of E. Denote by Et the 
set of all vectors which are orthogonal to E 1 • Obviously, Et is again a 
subspace of E and the intersection EI n Et consists of the zero-vector 
only. Et is called the orthogonal complement of E 1 • If E has finite dimen­
sion, then we have that 

dimE I + dimEt = dimE 
13 Greub. Linear Algebra 
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and hence El nEt = 0 implies that 

E = El EB Et· (7.18) 

Select an orthonormal basis Yl' (/1= I ... m) of E 1 • Given a vector XEE 

and a vector 

of El consider the difference 
z=x-y. 

Then 

This equation shows that z is contained in Et if and only if 

(/1 = 1 ... m). 

We thus obtain the decomposition 

x=p+h (7.19) 
where 

p=I(x,yJi)yl' and h=x-p. 
I' 

The vector p is called the orthogonal projection of x onto E 1 • 

Passing over to the norm in the decomposition (7.19) we obtain the 
relation 

(7.20) 

Formula (7.20) yields Bessel's-inequality 

[xl ~ [p[ 

showing that the norm of the projection never exceeds the norm of x. The 
equality holds if and only if h=O, i.e. if and only if xEEI . The number 
[h[ is called the distance of x from the subspace E 1 • 

Problems 

1. Starting from the basis 

al=(l,O,l) a2=(2,1,-3) a3=(-1,1,0) 

of the number-space III 3 construct an orthonormal basis by the Schmidt­
orthogonalization process. 
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2. Let E be an inner product space and consider E as dual to itself. 
Prove that the orthonormal bases are precisely the bases which are dual 
to themselves. 

3. Given an inner product space E and a subspace E1 of finite dimen­
sion consider a decomposition 

x = Xl + X2 

and the projection 
x=p+h 

Prove that 

and that equality is assumed only if Xl =p and X 2 =h. 
4. Let C be the space of all continuous functions in the interval 0 ~ t ~ I 

with the inner product defined as in sec. 7.2. If C 1 denotes the subspace 
of all continuously differentiable functions, show that (C1 )1- = O. 

5. Consider a subspace E1 of E. Assume an orthogonal decomposition 

E1 = F1 $ G1 F1.l G1 . 

Establish the relations 

6. Let F3 be the space of all polynomials of degree ~ 2. Define the 
inner product of two polynomials as follows: 

(P,Q) = f P(t)Q(t)dt. 
-1 

The vectors 1, t, t 2 form a basis in F3. Orthogonalize and orthonormalize 
this basis. Generalize the result for the case of the space pn of polynomials 
of degree ~n -1. 

§ 3. Normed determinant functions 

7.12. Definition. Let E be an n-dimensional inner product space and 
Llo =1= 0 be a determinant function in E. Since E is dual to itself we have 
in view of (4.21) 

where ex is a real constant. Setting Xj = Yi = ej where e j is an orthonormal 
13' 
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basis we obtain 
(7.21) 

and so the constant rx is positive. Now define a determinant function .1 

by 
(7.22) 

Then we have 

(7.23) 

A determinant function in an inner product space which satisfies (7.23) 
is called a normed determinant junction. It follows from (7.22) that there 
are precisely two normed determinant functions .1 and - .1 in E. 

Now assume that an orientation is defined in E. Then one of the func­
tions .1 and -.1 represents the orientation. Consequently, in an oriented 
inner product space there exists exactly one normed determinant junction 
representing the given orientation. 

7.13. Angles in an oriented plane. With the help of a normed deter­
minant-function it is possible to attach a sign to the angle between two 
vectors of a 2-dimensional oriented inner product space. Consider the 
normed determinant function .1 which represents the given orientation. 
Then the identity (7.23) yields 

(7.24) 

Now assume that x=l=O andy=l=O. Dividing (7.24) by Ixl 21yl2 we obtain the 
relation 

Consequently, there exists exactly one real number 0 mod 2n such that 

(x,y) 
cosO =--­

Ixllyl 

. .1 (x,y) 
and sm 0 = ---. 

Ixllyl 

This number is called the oriented angle between x and y. 

(7.25) 

If the orientation is changed, .1 has to be replaced by - .1, and hence 0 
changes into -0. 

Furthermore it follows from (7.25) that 0 changes sign if the vectors 
x and yare interchanged and that 

O(x, - y) = O(x, y) + n mod 2n. 
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7.14. The Gram determinant. Given p vectors xv(v= 1...p) in an inner 
product space E, the Gram determinant G(x1 ... x P) is defined by 

(7.26) 

(7.27) 

and that equality holds if and only if the vectors (x 1 ... xp ) are linearly 
dependent. In the case p=2 (7.27) reduces to the Schwarz-inequality. 

To prove (7.27), assume first that the vectors xv(v= 1...p) are linearly 
dependent. Then the rows of the matrix (7.26) are also linearly dependent 
whence 

G(X 1 .. ·XP)=0. 

If the vectors x v (v = 1...p) are linearly independent, they generate a 
p-dimensional subspace El of E. El is again an inner product space. De­
note by Al a normed determinant function in E 1• Then it follows from 
(7.23) that 

G(Xl'" xp) = .11 (Xl'" Xp)2. 

The linear independence of the vectors Xv (v = l ... p) implies that 
.11 (x1 ... x p)=t=0, whence 

G(X1 ... xP) > O. 

7.15. The volume of a parallelepiped. Let p linearly independent vectors 
av (v= l ... p) be given in E. The set 

O~Av~l (v=l ... p) (7.28) 

is called the p-dimensional parallelepiped spanned by the vectors av 
(v = l. .. p). The volume V(a 1 ... ap ) of the parallelepiped is defined by 

(7.29) 

where A 1 is a normed determinant function in the subspace generated by 
the vectors av (v = l ... p). 

In view of the identity (7.23) formula (7.29) can be written as 

(7.30) 
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In the case p = 2 the above formula yields 

V(a 1, az)Z = la11 z la zlz - (a1' az)Z = la 11z Ia zlz sinz 0, (7.31) 

where e denotes the angle between a1 and az. Taking the square-root on 
both sides of (7.31), we obtain the well-known formula for the area of a 
parallelogram: 

Going back to the general case, select an integer i (1 ~ i ~ p) and de­
compose ai in the form 

ai = L C av + hi' where (hi' av) = 0 (v =l= i). (7.32) 
\'*i 

Then (7.29) can be written as 

V(a 1 ... ap) = 1L11 (a 1 ... ai-1, hi' ai+ 1 ... ap)l. 

Employing the identity (7.23) and observing that (hi' av)=O(v=l=i) we 
obtain *) 

(a1' a1) ... (121' ai) ... (a 1, ap) · . · . · . 
(7.33) 

The determinant in this equation represents the square of the volume of 
the (p - 1 )-dimensional parallelepiped genera ted by the vectors (a 1 ... ai • • • a p). 
We thus obtain the formula 

showing that the volume V(a 1 ••• ap ) is the product of the volume 
V(a 1 ••• ai •.• ap ) of the jlh "base" and the corresponding height. 

7.16. The cross product. Let E be an oriented 3-dimensional Euclidean 
space and L1 be the normed determinant function which represents the 
orientation. Given two vectors xEE and YEE consider the linear function 
Jdefined by 

J(z) = L1(x,y,z). (7.34) 

In view of the Riesz-theorem there exists precisely one vector UE E such 
that 

J(z)=(U,z). (7.35) 

*) The symbol iil indicates that the vector ai is deleted. 
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The vector u is called the cross product of x and y and is denoted by x x y. 
Relations (7.34) and (7.35) yield 

(x x y,z) = LI(x,y,z). (7.36) 

It follows from the linearity of LI in x and y that the cross product is 
distributive 

(AX l + JiX z) x Y = AX l X Y + JiX z x Y 
x X (AYl + JiYz) = AX x Y1 + JiX X yz 

and hence it defines an algebra in E. The reader should observe that the 
cross product depends on the orientation of E. If the orientation is re­
versed then the cross product changes its sign. 

From the skew symmetry of LI we obtain that 

xxy=-yXX. 

Setting Z=X in (7.36) we obtain that 

(xxy,X)=o. 

Similarly it follows that 
(xxy,y)=o 

and so the cross product is orthogonal to both factors. 
It will now be shown that x x y =F 0 if and only if x and yare linearly 

independent. In fact, if y = AX, it follows immediately from the skew 
symmetry that x x y = O. Conversely, assume that the vectors x and yare 

linearly independent. Then choose a vector ZEE such that the vectors 
x, y, Z form a basis of E. It follows from (7.36) that 

(x x y,z) = LI(x,y,z) =F 0 
whence x x y=FO. 

Formula (7.36) yields for z=xxy 

LI(x,y,x x y) = Ix X Ylz. (7.37) 

If x and yare linearly independent it follows from (7.37) that LI (x, y, 

xxy»O and so the basis x, y, xxy is positive with respect to the given 
orientation. 
Finally the identity 

(7.38) 

will be proved. We may assume that the vectors Xl' X z are linearly inde-
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pendent because otherwise both sides of (7.38) are zero. Multiplying the 
relations 

and 

L1(YI,Yz,J'J)=(YI XYz'Y3) 

we obtain in view of (7.23) 

(XI x XZ ,X3)(Yt x )'z,h) = det(xj,Yj)' 

Setting Y3 = XIX X 2 and expanding the determinant on the right hand side 
by the last row we obtain that 

(Xl X x Z ,X3)(YI X Y2,X 1 x Xz) = 
(Xl x Xz, X3)[(X 1 ,)'I)(XZ' ),z) - (X 1 ,)'z)(Xz, )"1)J. (7.39) 

Since Xl and X z are linearly independent we have that XIX X 2 =1= 0 and 
hence X3 can be chosen such that (Xl x Xz, x 3 )=1=0. Hence formula (7.39) 
implies (7.38). 

Formula (7.38) yields for XI =YI =X and Xz=Yz=Y 

(7.40) 

If 0 (0 ~ 0 ~ IT) denotes the angle between X and Y we can rewrite (7.40) in 
the form 

Ix x )'1 = Ixll)'1 sin 0 X =1= 0, y =1= O. 

Now we establish the triple identity 

x x (y x z) = (x, z) Y - (x, Y) z. 

In fact, let uEE be arbitrary. Then formulae (7.36) and (7.38) yield 

(x x (y x z), u) = Ll (x,), x z, u) = - Ll (y x z, X, u) 

= - (Y x z, x x u) = - (y, x)(z, u) + (y, u)(z, x) 

= ( - (y, x) z + (z, x) y, u). 

(7 AI) 

Since UEE is arbitrary, (7Al) follows. From (7.41) we obtain the Jacobi 

identity 
x x (y x z) + y x (z x x) + z x (x x y) = o. 

Finally note that if e1 , e 2' e3 is a positive orthonormal basis of E we 
have the relations 
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Problems 

1. Given a vector a '* 0 determine the locus of all vectors x such that 
x -a is orthogonal to x + a. 

2. Prove that the cross product defines a Lie-algebra in a 3-dimensional 
inner product space (cf. problem 8, Chap. V, § 1). 

3. Let e be a given unit vector of an n-dimensional inner product space 
E and El be the orthogonal complement of e. Show that the distance of 
a vector XEE from the subspace El is given by 

d = l(x,e)l. 

4. Prove that the area of the parallelogram generated by the vectors Xl 

and X 2 is given by 

A = 2Js(s - a)(s - b)(s - c), 
where 

5. Let a '* 0 and b be two given vectors of an oriented 3-space. Prove 
that the equation x x a=b has a solution if and only if (a, b)=O. If this 
condition is satisfied and Xo is a particular solution, show that the general 
solution is Xo + Aa. 

6. Consider an oriented inner product space of dimension 2. Given two 
positive orthonormal bases (el' e2) and (l\, ( 2), prove that 

el = el cosw - e2 sinw 
e2 = elsinw + e2cos w . 

where w is the oriented angle between e l and el • 

7. Let al and a2 be two linearly independent vectors of an oriented 
Euclidean 3-space and F be the plane generated by a1 and a2 • Introduce 
an orientation in F such that the basis a l , a2 is positive. Prove that the 
angle between two vectors 

is determined by the equations 
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8. Given an orthonormal basis ev(v= 1,2,3) in the 3-space, define 
linear transformations ({Jv by 

({JvX = x x ev (v = 1,2,3). 
Prove that 

9. Let L1 be a determinant function in the plane. Prove the identity 

10. Let ci (i = 1, 2, 3) be unit vectors in an oriented plane and denote 
by Gij the oriented angle determined by ei and ej (i <j). Prove the 
formulae 

11. Let x, y, z be three vectors of a plane such that x and yare linearly 
independent and that X+ y+z=O. 

a) Prove that the ordered pairs x, y; y, z and z, x represent the same 
orientation. Then show that 

O(X,y) + O(y,z) + O(z,x) = 2n 

where the angles refer to the above orientation. 
b) Prove that 

O(y, - x) + O(z, - y) + O(x, - z) = n. 

What is the geometric significance of the two above relations? 
12. Given p vectors Xl' ... , Xp prove the inequality 

Then derive Hadamard's inequality for a determinant 

§ 4. Duality in an inner product space 

7.18. The isomorphism 'f. Let E be an inner product space of dimension 
11 and let E* be a vector space which is dual to E with respect to a scalar 
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product <, ). Since E* and E are both dual to E it follows from sec. 2.33 
that there is a linear isomorphism,: E~ E* such that 

(rx,y) = (x,y) x,YEE. (7.42) 

With the aid of this isomorphism we can introduce a positive definite 
inner product in E* given by 

(x*,y*) = (,-I X*,,-I y*). (7.43) 

Now introduce a scalar product in Ex E* by 

<x, x*) = <x*, x). (7.44) 

Then it follows from (7.42) and (7.44) that 

< ex, y) = (x, y) = (y, x) = <, y, x) = < x, , y) . 

This relation shows that the dual mapping ,*:E*+-E coincides with, 
and so , is dual to itself. 

Let ev, e*V(v= l...n) be a pair of dual bases of E and E* and consider 
the matrices 

(7.45) 

It follows from the symmetry of the inner product that the matrices (7.45) 
are symmetric. On the other hand, the linear isomorphism,: E~ E* de­
termines an n x n-matrix a).v by 

Taking the inner product with ell yields 

a).1l = <, e;., ell) = (e)., eJl) = g;.1l 

and hence we can write 

A similar argument shows that 

From (7.46) and (7.47) we obtain that 

and hence the matrices (7.45) are inverse to each other. 

(7.46) 

(7.47) 
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If 
(7.48) 

is an arbitrary vector of E we can write 

(7.49) 

The numbers (;. are called the covariant components of x with respect to 
the basis e; (J. = l ... n). It follows from (7.48) that 

whence 
(7.50) 

We finally note that the covariant components of a vector XEE are its 
inner products with the basis vectors. In fact, from (7.48) and (7.50) we 
obtain that 

If the basis e" (v = 1 .. . n) is orthonormal we have that gh = D;.v and hence 
formulae (7.46) simplify to 

It follows that r maps every orthonormal basis of E into the dual basis. 
Moreover, the equations (7.50) reduce in the case of an orthonormal basis 
to 

Problems 

1. Let ei (i = l ... n) be a basis of E consisting of unit vectors. Given a 
vector XEE write 

x = Pi + hi 

where Pi is the orthogonal projection of x onto the subspace defined by 
(x, eJ=O. Show that 

i = 1... n 

where the (i are the covariant components of x with respect to the basis ei' 

2. Let E, E* be a dual pair of finite dimensional vector spaces and con­
sider a linear isomorphism r: E--+ E*. Find necessary and sufficient con-
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ditions such that the bilinear function defined by 

(x,y) = <rx,y) x,YEE 

be a positive definite inner product. 

§ 5. Normed vector spaces 

7.19. Norm-functions. Let E be a real linear space of finite or infinite 
dimension. A norm-function in E is a real-valued function II II having the 
following properties: 

N 1 : Ilxll ~ 0 for every xEE, and IIxll = 0 only if x = O. 

N2 : Ilx + yll ~ Ilxll + Ilyll· 
N3: IIAxl1 = IAI·llxll. 

A linear space in which a norm-function is defined is called a normed 
linear space. The distance of two vectors x and y of a normed linear space 
is defined by 

Q(x,y) = Ilx - YII. 

Nt, N2 and N3 imply respectively 

Q(x,y) > 0 if x =F y 
Q(x,y) ~ Q(x,z) + Q(z,y) (triangle inequality) 
Q(x,y) = Q(Y,x). 

Hence Q is a metric in E and so it defines a topology in E, called the norm 
topology. It follows from N2 and N3 that the linear operations are con­
tinuous in this topology and so E becomes a topological vector space. 

7.20. Examples. 1. Every inner product space is a normed linear space 
with the norm defined by 

Ilxll = J(x,x). 

2. Let C be the linear space of all continuous functions f in the interval 
o ~ t ~ 1. Then a norm is defined in C by 

IIf II = max If (t)l. 

Conditions Nt and N3 are obviously satisfied. To prove N2 observe 
that 

If(t) + g(t)1 ~ If(t)1 + Ig(t)1 ~ Ilfll + Ilgll, (O~t~l) 
whence 

Ilf + gil ~ Ilfll + Ilgll· 



206 Chapter VII. Inner product spaces 

3. Consider an n-dimensional (real or complex) linear space E and let 
x. (v = 1...n) be a basis of E. Define the norm of a vector 

x = L:~·x • 
• 

by 
Ilxll =L:WI· 

• 
7.21. Bounded linear transformations. A linear transformation cP: E--+ E 

of a normed space is called bounded if there exists a number M such that 

Ilcpxll ~ M Ilxll xeE. (7.51) 

It is easily verified that a linear transformation is bounded if and only if 
it is continuous. It follows from N2 and N3 that a linear combination of 
bounded transformations is again bounded. Hence, the set B(E; E) of all 
bounded linear transformations is a subspace of L(E; E). 

Let cP: E--+ E be a bounded linear transformation. Then the set II cP x II, 
Ilxll = 1 is bounded. Its least upper bound will be denoted by Ilcpll, 

Ilcpll = sup Ilcpxll· (7.52) 
IIxll = 1 

It follows from (7.52) that 

IIcp xii ~ Ilcpll'llxll x e E. 

Now it will be shown that the function cp--+ II cp II thus obtained is indeed a 
norm-function in B(E; E). Conditions Nl and N3 are obviously satisfied. 
To prove N2 let cp and 1/1 be two bounded linear transformations. Then 

II(cp + 1/1) xii = Ilcpx + 1/1 xII ~ Ilcpxll + 111/1 xII ~(llcpll + III/III)-ilxli xeE 

and consequently, 
Ilcp + 1/111 ~ Ilcpll + 111/111. 

The norm-function II cp II has the following additional property: 

(7.53) 
In fact, 

II(I/Iocp)xll ~ II 1/111'11 cp xii ~ 11I/I11'llcpll'llxll xeE 

whence (7.53). 
7.22. Normed spaces of finite dimension. Suppose now that E is a norm­

ed vector space of finite dimension. Then it will be shown that the norm 
topology of E coincides with the natural topology (cf. sec. 1.22). Since 
the linear operations are continuous it has only to be shown that a linear 
function is continuous in the norm topology. Let e. (v = I, ... , n) be a basis 
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of E. Then we have in view of N z and N3 that 

Ilxll = IILC evil ~ DCllle,.li. 
v 

This relation implies that the function x~ Ilx II is continuous in the natural 
topology. 

N ow consider the set Q c E defined by 

Q = {x = LCe,. I Llel = I}. 
v v 

Since Q is compact in the naturaItopology and Ilxll=f=O for XEQ it follows 
that there exists a positive constant m such that 

Ilxll ;?: m XEQ. 

Now N3 yields 

whence 

lel~~~ v=l, ... ,n. (7.54) 
m 

Let f be a linear function in E. Then we have in view of (7.54) that 

Ilxll 
If (x)1 = ILC f (eJI ~ -L I/(ev)1 ~ M Ilxll 

v m v 

and so f is continuous. This completes the proof. 
Since every linear transformation cp of E is continuous (cf. sec. 1.22) it 

follows that cp is bounded and hence B(E; E)=L(E; E). Thus L(E; E) 
becomes a normed space, the norm of a transformation cp being given by 

Ilcpll = max Ilcpxll· 
Ilx II ~I 

Problems 

1. Let E be a normed linear space and E 1 be a subspace of E. Show that 
a norm-function is defined in the factor-space Ej EI by 

11.\'11 = inf Ilxll 
XEX 

2. An infinite sequence of vectors xv(v= 1,2 ... ) of a normed linear 
space E is called convergent towards x if the following condition holds: 
To every positive number e there exists an integer N such that 

Ilxn-xll<e if n>N. 
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a) Prove that every convergent sequence satisfies the following Cauchy­

criterion: To every positive number [; there exists an integer N such that 

Ilx" - xmll < [; if n > Nand m > N. 

b) Prove that every Cauchy-sequence *) in a normed linear space of 
finite dimension is convergent. 

c) Give an example showing that the assertion b) is not necessarily 
correct if the dimension of E is infinite. 

3. A normed linear space is called complete if every Cauchy-sequence 
is convergent. Let E be a complete normed linear space and <p be a linear 

co 

transformation of E such that 11<p11 < 1. Prove that the series L: <pv is 
convergent and that the linear transformation 

1/1 = L: <pv 

has the following properties: 

a) (1-<p)ol/l=I/Io(I-<p)=I. 
1 

b) 111/111 ~ i-MI' 

v=o 

§ 6. The algebra of quaternions 

v=o 

7.23. Definition. Let E be an oriented Euclidean space of dimension 4. 
Choose a unit vector e, and let E1 denote the orthogonal complement 
of e. Let E1 have the orientation induced by the orientation of E and 
by e (cf. sec. 4.29). Observe that every vector XEE can be uniquely 
decomposed in the form 

N ow consider the bilinear map E x E --> E defined by 

e·x=x, x'e=x 

X' Y = - (x, y) (:' + x x y 

where x denotes the cross product in the oriented 3-space E l' 

(7.55) 

(7.56) 

It is easily checked (by means of formula (7.41)) that this bilinear map 
makes E into an associative algebra. This algebra is called the algebra 

*) i.e. a sequence satisfying the Cauchy-criterion. 
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of quaternions and is denoted by D-!I. In view of (7.55), e is the unit element 
of D-!I while (7.56) shows that 

X· Y + y . x = - 2(x, y) e 

and so the algebra D-!I is not commutative. 
The elements of E are called quaternions, and the elements of EI are 

called pure quaternions. The conjugate of a quaternion x = I.e + XI' 

(}.E IR, XI EEl) is defined by 

It is easily verified that 

x + y = x + y, X· Y = Y . X x, YEE 
and 

X=X XEE. 

Note that xEE I if and only if X= -x. Next, let XED-!I be arbitrary and 
write 

Then 

Similarly, 
x·x=lxI 2 ·e. 

Thus we have the relations 

x·x=x·x=lxI 2 e. 

Now assume that X =1=0 and define X-I by 

-I 1_ 
x =Wx. 

Then the relations above yield 

(X =1=0). 

Thus every non-zero element in D-!I has a left and right inverse and 
so D-!I is a division algebra. 

Finally note that the multiplication in D-!I satisfies the relations 

and 
(x· y, X· z) = IxI 2 (y, z) 

(y. x, z . x) = (y, z) Ix1 2 , 

X,Y,ZED-!I (7.57) 

(7.58) 

which are easily verified using (7.36) and (7.38). In particular, we have 

Ix· yl = Ixi . Iyl x, YED-!I. 
14 Greub. Linear Algebra 
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Propositiol1 I: The 3-linear function in £1 given by 

is a normed determinant function in £1 and represents the orientation 
of £1. 

Proof: First we show that L1 is skew symmetric. In fact, formulae (7.58) 
and (7.57) imply that 

L1(x l , x, x) = (XI· X, x) =(x l , e) IxI2 = 0 
and 

L1(X, x 2 , x) = (x· x 2 , x) = (X2' e) IxI2 = O. 

Thus L1 is skew symmetric. 
Next observe that 

L1(XI , x 2 ' x 3 ) = ~ {L1(x l , x 2 , x 3 ) - L1(x2. XI' x 3 )} 

= ~(XI . x 2 - x 2 . XI' x 3 ) = (XI x x 2 , X3)' 

This relation shows that L1 is a normed determinant function in £1 and 
represents the orientation of £1' 

7.24. Associative division algebras. Let A be an associative division 
algebra (cf. sec. 5.1) with unit element e. Observe that the real numbers, 
the complex numbers and the quaternions form associative division 
algebras over IR. The dimensions of these algebras are respectively I, 2 
and 4. We shall show that these are the only finite dimensional associative 
division algebras over IH. 

Let A be any such algebra with unit element e. Let aE A be arbitrary 
and consider the n + 1 powers 

a\"(\'=O, ...• I1, aO=e) 11 = dim A . 

Since these elements are linearly dependent we have a non-trivial relation 

\,=0 

This relation can be written in the form 

{(a) = 0 (7.59) 

where { is the polynomial given by 

{(t) = l>v t' 
\"~O 
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By the fundamental theorem of algebra, I is a product of irreducible 
polynomials of degree 1 and 2. Since A is a division algebra, it follows 
from (7.59) that a satisfies an equation of the form 

pia) = 0 

where p is of degree two or one. Equivalently, every element aE A satisfies 
an equation of the form 

Lemma I: If x and yare elements of A satisfying x2 = - e and y2 = - e, 
then 

xy+yx=2).e -l~A~1. 

Proof: Without loss of generality we may assume that y =l= ± x. Then 
the elements e, x, yare linearly independent as is easily checked. 

Now observe that x+ y and x- y satisfy quadratic equations 

and 
(x + y)2 + cx(x + y) + 2fJ e =0 

(x - y)2 + ~'(x - y) + 2 be = 0 

(7.60) 

(7.61) 

Adding these equations and observing that x2 = y2 = - e we obtain 

(:x + ~,) x + (:x - y) y + 2(f~ + b - 2) e = O. 

Since the vectors e, x and yare linearly independent, the equation 
above yields 

:x+},=0, :x-,'=O 

#+()=2 
and therefore 

:x = 0, ,'= O. 

Now equations (7.60) and (7.61) reduce to 

(x + y)2 = - 2 fJ e 
and 

(x - }/ = - 2 () e. 

(7.62) 

(7.63) 

Since the vectors e, x, yare linearly independent the polynomial t2 + 2f3 
must be irreducible and so fJ > O. Similarly, () > O. Now the equation 
fJ + () = 2 implies that 0 < fJ < 2. Finally, relation (7.62) yields 

xy+yx=2(l-fJ)e. 

Since 0 < r~ < 2, the lemma follows. 
14' 
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Lemma [[: Let F be the subset of A consisting of those elements x 
which satisfy 

for some ;'EIR. 
Then 

(i) F is a vector space. 
(ii) A = (e)Ef)F where (e) denotes the I-dimensional subspace gen­

erated bye. 
(iii) If XEF and yE F, then xy+ YXE(e) and xy~ yXE F. 
Proof: (i) If xEF, then clearly, ;"xEF for ;"EIR. Now let XEF and YEF. 

We may assume that x2 = ~ e and l'2 = ~ e. Then Lemma J yields 

(x + y)2 = x 2 + y2 + X Y + l' x = 2 (i ~ I) e, 

It follows that x + y E F. Th us F is a vector space. 
(ii) Clearly, (e) n F=O. Finally, let aEA be arbitrary. Then a satisfies 

an equation of the form 

Set 

Then Xl E(e), X 2 EF and Xl + X 2 = a. 
(iii) Let xEF and YEF. Again we may assume that x 2 = ~e and 

l'2 = ~ e. Then, by Lemma J, xv + Y xE(e). 
To show that x Y ~ l' XE F observe that 

X J ~ Y x = ~ (x + Y) (x ~ y) = (x ~ y) (x + y). 

Thus 
(x J' ~ Y X)2 = ~ (x + y) (x ~ y)2 (x + y). 

Since, by (i), X + yE F and x ~ yE F we have 

(x+y)2=~rJ.2e rJ.EIR 

(x ~ y)2 = ~ fl2 e flEIR 
whence 

and so XJ~ YXEF. 
7.25. The inner product in F. Let xEF and YEF. Then, by Lemma II, 

xy+ yXE(e). Thus a symmetric bilinear function, (,), is defined in F by 

xl' + J x = ~ 2(x, Y) e x, JEF. (7.64) 

Since 
X2 == ~ (x, x) e 
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it follows that (,) is positive definite and so it makes F into a Euclidean 
space. 

On the other hand, again by Lemma II sec. 7.24, x y - y X E F. Hence a 
skew symmetric bilinear map 'I': F x F ---> F is defined by 

x y - y x = 2 'I' (x, Y) 

Formulae (7.64) and (7.65) imply that 

x Y = - (x, y) e + 'I'(x, y) 

Finally, observe that 

(x Y - Y x, y) = 0 
slllce 

x, YEF. 

x, YEF. 

x, YEF 

(xy - yx)y + y(xy - yx) = xy2 - y2 X = fJZ(xe - ex) = O. 

(7.65) 

(7.66) 

(7.67) 

7.26. Theorem: Let A he a finite dimensional associative division 
algebra over IR. Then A ~ IR, A ~ ([ or A ~ IHI. 

Proof: We may assume that n~2 (n=dim A). If n=2, then F has 
dimension l. Choose a vector j E F such that / = - e. Then an isomor-

phism A":' ([ is given by 

IX e + fJ jl---+IX + i fJ 

Now consider the case n>2. Then dim F~2. Hence there are unit 
vectors e,EF, ezEF such that 

It follows that 

Now set 

Then we have 

whence e3 EF. Moreover, 

These relations imply that 
(e 3 , e3 ) = 1 

and 
(e" e3 ) = (ez ' e3 ) = O. 

Thus the vectors e" ez ' e3 are orthonormal. 
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In particular, it follows that dim F ~ 3. 
Now we show that the vectors 1.'1' 1.'2' 1.'3 span F. In fact. let :EF. We 

may assume that :2 = - e. Then 

= [ - 2 (:, 1.'1) 1.' - 1.' 1 : J 1.'2 - 1.' 1 [ - 2 (:, 1.'2) - : 1.' 2J 
= -2(:,1.'1)1.'2 + 2(.::, 1.'2)1.'1' 

On the other hand. 

Adding these equations we obtain 

whence 

This shows that z is a linear combination of 1.'1,1.'2 and 1.'3' Hence dim F = 3 
and so dim A =4. 

Finally. we show that A is the quaternion algebra. Let LI be the trilinear 
function in F defined by 

LI(x, y, z) = (P(x, y), z) x,y,zEF. (7.68) 

We show that LI is skew symmetric. Clearly. LI(x. x, .::)=0. On the other 
hand, formula (7.67) yields 

LI(x, y, y) = (P(x. y), y) = 1 (x y - y x, y)=O. 

Thus LI is a determinant in F. Since 

LI(1.'I' 1.'2' 1.'3) = ~(el 1.'2 - 1.'2 1.'1' 1.'3) = (1.'3' 1.'3) = 1. 

LI is a l10rmed determinant function in the Euclidean space F. In par­
ticular, LI specifies an orientation and so the cross product is defined in 
F. Now relation (7.68) implies that 

P(x. y) = x x y 

Combining (7.66) and (7.69) yields 

x Y = - (x, y) 1.' + x X y 

Since on the other hand, 

x, YEF. 

xe=ex=x xEA 

and A = (e)E8F, it follows that A is the algebra of quaternions. 

(7.69) 
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Remark: It is a deep theorem of Adams that if one does not require 
associativity there is only one additional finite dimensional division 
algebra over~. It is the algebra of Cayley numbers defined in Chap. XI, § 2, 
problem 6. 

Problems 

1. Let a =1= 0 be a quaternion which is not a negative multiple of e. 
Show that the equation X Z =a has exactly two solutions. 

2. If Yi (i= 1, 2, 3) are three vectors in El prove the identity 

Y! Yz Y3 = - L1(Yl' Yz, h) e - (Yl' Yz) Y3 + (Yl' Y3) Yz - (yz, Y3) Yl· 

3. Let p be a fixed quaternion and consider the linear transformation 
({J given by ({JX = pX. Show that the characteristic polynomial of ({J reads 

J(t) = (t 2 - 2(P, e) t + Ip12)2. 

Conclude that ({J has no real eigenvalues unless p is a mUltiple of e. 



Chapter VIII 

Linear mappings of inner product spaces 

In this chapter all linear spaces are assumed to be real and to have finite 

dimension 

§ 1. The adjoint mapping 

8.1. Definition. Consider two inner product spaces E and F and assume 
that a linear mapping qJ: E-+ F is given. If E* and F* are two linear spaces 
dual to E and F respectively, the mapping qJ induces a dual mapping 
qJ*:F*-+E*. The mappings qJ and qJ* are related by 

<y*,qJX) = <qJ* y*,x) XEE,Y*EF*. (8.1) 

Since inner products are defined in E and in F, these linear spaces can be 
considered as dual to themselves. Then the dual mapping is a linear map­
ping of F into E. This mapping is called the adjoint mapping of qJ and will 
be denoted by rp. Replacing the scalar product by the inner product in 
(8.1) we obtain the relation 

(qJX,y) = (x,rpy) xEE,YEF. (8.2) 

In this way every linear mapping qJ of an inner product space E into an 
inner product space F determines a linear mapping rp of F into E. 

The adjoint mapping f/y of rp is again qJ. In fact, the mappings rp and f/y 
are related by 

(rpy,X)=(y,f/yX). 

Equations (8.2) and (8.3) yield 

(qJX,y) = (f/yx,y) XEE,YEF 

(8.3) 

whence f/y = qJ. Hence, the relation between a linear mapping and the 
adjoint mapping is symmetric. 

As it has been shown in sec. 2.35 the subs paces 1m qJ and ker rp are 
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orthogonal complements. We thus obtain the orthogonal decomposition 

F = 1m <p EB ker qi . (8.4) 

8.2. The relation between the matrices. Employing two bases Xv 
(v= l...n) and Yp. (/1 = l...rn) of E and of F, we obtain from the mappings 
<p and qi two matrices ()(~ and a; *) defined by the equations 

and 

Substituting X=Xv and Y=Yp. in (8.2) we obtain the relation 

l>~(YK'YP.) = La;(xv,x)). 
K ;. 

Introducing the components 

gv;. = (xv, x;.) and hP.K = (YP.'YK) 

of the metric tensors we can write the relation (8.5) as 

L()(~ hKp. = La;gv;.. 
K v 

Multiplication by the inverse matrix gVQ yields the formula 

(8.5) 

(8.6) 

Now assume that the bases xv(v=I...n) and Yp.(/1=l...rn) are ortho­
normal, 

Then formula (8.6) reduces to 

This relation shows that with respect to orthonormal bases, the matrices 
of adjoint mappings are transposed to each other. 

8.3. The adjoint linear transformation. Let us now consider the case 
that F = E. Then to every linear transformation <p of E corresponds an 
adjoint transformation qi. Since qi is dual to <p relative to the inner pro-

*) The subscript indicates the row. 
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duct, it follows that 

det qJ = det cp and tr qJ = tr cp . 

The adjoint mapping of the product If; 0 cp is given by 

The matrices of qJ and cp relative to an orthonormal basis are transposes 
of each other. 

Suppose now that e and e are eigenvectors of cp and qJ respectively. 
Then we have that 

whence in view of (8.2) 
(X - A)(e,e) = O. 

It follows that (e, e) = 0 whenever X =\= A; that is, any two eigenvectors of 
cp and qJ whose eigenvalues are different are orthogonal. 

8.4. The relation between linear transformations and bilinear functions. 
Given a linear transformation cp:E->E consider the bilinear function 

cJ>(x,y) = (cpx,y). (8.7) 

The correspondence cp->cJ> defines a linear mapping 

0: L(E; E) -> B(E, E), (8.8) 

where B (E, E) denotes the space of bilinear functions in Ex E. It will be 
shown that this linear mapping is a linear isomorphism of L(E; E) onto 
B(E, E). To prove that Q is regular, assume that a certain cp determines 
the zero-function. Then (cpx, y) = 0 for every XE E and every yE E, whence 
cp=O. 

It remains to be shown that Q is a mapping onto B(E, E). Given a bi­
linear function cJ>, choose a fixed vector XEE and consider the linear func­
tion fx defined by 

fAy) = cJ>(x,y). 

By the Riesz-theorem (cf. sec. 7.7) this function can be written in the form 

fx(Y) = (x', y) 

where the vector x' EE is uniquely determined by x. 
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Define a linear transformation cp:E-+E by 

cpx = x'. 
Then 

<P(x,y) = (cpx,y) xEE,YEE. 

Thus, there is a one-to-one correspondence between the linear trans­
formations of E and the bilinear functions in E. In particular, the identity­
map corresponds to the bilinear function defined by the inner product. 

Let (f> be the bilinear function which corresponds to the adjoint trans­
formation. Then 

4>(x,y) = (qix,y) = (x,cpy) = (cpy,x) = <P(y,x). 

This equation shows that the bilinear functions <P and <P are obtained 
from each other by interchanging the arguments. 

8.5. Normal transformations. A linear transformation cp: E-+ E is called 
normal, if 

The above condition is equivalent to 

x,YEE. 

In fact, assume that cp is normal. Then 

(cp x, cp y) = (x, rp cp y) = (x, cp rp y) = (rp x, rp y). 

Conversely, condition (8.10) implies that 

(y, rp cp x) = (cp y, cp x) = (qi y, rp x) = (y, cp rp x) 
whence (8.9). 

Formula (8.10) is equivalent to 

Icp Xl2 = Irpxl2 XEE. 

This relation implies that the kernels of cp and rp coincide, 

ker cp = ker rp . 

(8.9) 

(8.10) 

Hence, the orthogonal decomposition (8.4) can be written in the form 

E = ker cp EEl 1m cp . (8.11) 

Relation (8.11) implies that the restriction of cp to 1m cp is regular. Hence, 
cp2 has the same rank as cp. The same argument shows that all the trans­
formations cpk(k=2, 3 ... ) have the same rank as cp. 
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It is easy to verify that if <P is a normal transformation then so is <P - ).1, 

AE IR. Hence it follows that 

ker (<p - AI) = ker (~ - AI) . 

In other words, <P and ~ have the same eigenvectors. Now the result at 
the end of sec. 8.3. implies that every two eigenvectors of a normal trans­
formation whose eigenvalues are different must be orthogonal. 

Let <P : E---+ E be a linear transformation and assume that an orthogonal 
decomposition 

is given such that the subs paces Ei are stable. Denote by <Pi the restriction 
of <P to Ei• Then <P is normal if and only if the subspaces Ei are stable 
under ~i and the transformations <Pi are normal. 

In fact, assume that <P is normal and let XiEEi be arbitrary. Then we 
have for every xjEEj,jdFi 

(~Xi,Xj) = (xi,<px j ) = O. 

This implies that ~XiEE f,}='F i whence ~XiEEi' Thus Ei is stable under ~. 
The normality of <Pi follows immediately from the relation 

l<PiXl2 = l<pxl 2 = l~xl2 = l~iXl2 xEEi . 

Conversely, assume that Ei is stable under ~i and that <Pi is normal. Then 
we have for every vector 

that 

l<pxl2 = II<pxi12 = D<PiXi12 = I l~iXil2 = II~xd2 = l~xl2 
iii i 

and so <P is normal. 

Problems 

1. Consider two inner product spaces E and F. Prove that an inner 
product is defined in the space L(E; F) by 

<p,t/lEL(E; F). 

Derive the inequality 
( tr ( ~ <P ) Y ~ tr (~ t/I) tr ( ~ <P ) 

and show that equality holds only if t/I = ).<p, AE IR. 
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2. Let qJ: E~ E be a linear transformation and ip be the adjoint trans­
formation. Prove that if FeE is stable under qJ, then F1- is stable under ip. 

3. Prove that the matrix of a normal transformation of a 2-dimensional 
space with respect to an orthonormal basis has the form 

( ex Ii) or 
-{3 ex 

( ex Ii) 
13 <5 . 

§ 2. Selfadjoint mappings 

8.6. Eigenvalue problem. A linear transformation qJ: E~ E is called 
selfadjoint if ip = qJ or equivalently 

(qJX,y) = (x,qJy) x,YEE. 

The above equation implies that the matrix of a selfadjoint transformation 
relative to an orthonormal basis is symmetric. 

If qJ : E~ E is a selfadjoint transformation and FeE is a stable subspace 
then the orthogonal complement F1- is stable as well. In fact, let zEF1-
be any vector. Then we have for every YEF 

(qJZ,y) = (z,qJY) = ° 
whence qJzEF1-. 

It is the aim of this paragraph to show that a selfadjoint transformation 
of an n-dimensional inner product space E has n eigenvectors which are 
mutually orthogonal. 

Define the function F by 

F(x) = (x,qJx) 
(x, x) x*,O. (8.12) 

This function is defined for all vectors x*,O. As a quotient of continuous 
functions, F is also continuous. Moreover, F is homogeneous of degree 
zero, i.e. 

F(2x) = F(x) (2 *' 0). (8.13) 

Consider the function F on the unit sphere Ixl = 1. Since the unit sphere 
is a bounded and closed subset of E, F assumes a minimum on the sphere 
Ixl = 1. Let e1 be a unit vector such that 

(8.14) 
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for all vectors Ixl = I. Relations (8.13) and (8.14) imply that 

F(e,) ~ F(x) (8.15) 

for all vectors x =F 0. In fact, if x =F ° is an arbitrary vector, consider the 
corresponding unit-vector e. Then X= Ixl e, whence in view of (8.13) 

F(x) = F(e) ~ F(e,). 

Now it will be shown that e l is an eigenvector of cpo Let y be an arbitrary 
vector and define the function f by 

J(t) = F(e l + ty). (8.16) 

Then it follows from (8.15) that f assumes a minimum at t = 0, whence 
f' (0) = O. Inserting the expression (8.12) into (8.16) we can write 

J(t)=(e' __ ~_~l"CPe, + tcpy). 
(e I + t y, e, + t y) 

Differentiating this function at t = 0 we obtain 

(8.17) 

Since cp is selfadjoint, 

and hence equation (8.17) can be written as 

(8.18) 
We thus obtain 

(8.19) 

for every vector YEE. This implies that 

i.e. e l is an eigenvector of cp and the corresponding eigenvalue is 

8.7. Representation in diagonal form. Once an eigenvector of cp has 
been constructed it is easy to find a system of 11 orthogonal eigenvectors. 

In fact, consider the I-dimensional subspace (e,) generated bye,. Then 
(e 1) is stable under cp and hence so is the orthogonal complement E I of 
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(e 1 ). Clearly the induced linear transformation is again selfadjoint and 
hence the above construction can be applied to E 1 • Hence, there exists 
an eigenvector ez such that (e 1 , ez)=O. 

Continuing this way we finally obtain a system of n eigenvectors ev 

(v= 1...n) such that 
(e., el') = (\1'. 

The eigenvectors ev form an orthonormal basis of E. In this basis the 
mapping cP has the form 

(8.20) 

where Av denotes the eigenvalue of ev• These equations show that the 
matrix of a selfadjoint mapping has diagonal form if the eigenvectors are 
used as a basis. 

8.8. The eigenvector-spaces. If A is an eigenvalue of cp, the correspond­
ing eigen-space E(A) is the set of all vectors x satisfying the equation 
cpX= Ax. Two eigen-spaces E(J,) and E(A') corresponding to different 
eigenvalues are orthogonal. In fact, assume that 

cp e = A e and cp e' = A' e' . 
Then 

(e', cp e) = A(e, e') and (e, cp e') = A' (e, e'). 

Subtracting these equations we obtain 

(A' - A)(e,e') = 0, 

whence (e, e')=O if A' =l=A. 
Denote by )'v (v = 1...r) the different eigenvalues of cpo Then every two 

eigenspaces E()'i) and E(Aj)(i=l=j) are orthogonal. Since every vector xEE 
can be written as a linear combination of eigenvectors it follows that the 
direct sum of the spaces E(Ai) is E. We thus obtain the orthogonal de­
composition 

(8.21) 

Let CPi be the transformation induced by cp in E(Ai). Then 

XEE(AJ. 

This implies that the characteristic polynomial of CPi is given by 

(i=I ... r) (8.22) 

where k i is the dimension of E(}.J It follows from (8.21), and (8.22) 
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that the characteristic polynomial of qJ is equal to the product 

(8.23) 

The representation 8.23 shows that the characteristic polynomial of a 
selfadjoint transformation has n real zeros, if every zero is counted with 
its multiplicity. As another consequence of (8.23) we note that the dimen­
sion of the eigen-space E(AJ is equal to the mUltiplicity of the zero )'i in 
the characteristic polynomial. 

8.9. The characteristic polynomial of a symmetric matrix. The above 
result implies that a symmetric n x n-matrix A = (C(~) has n real eigen­
values. In fact, consider the transformation 

(v=l. .. n) 

where xv(v= l...n) is an orthonormal basis of E. Then qJ is selfadjoint 
and hence the characteristic polynomial of qJ has the form (8.23). At the 
same time we know that 

det(qJ - AI) = det(A - AJ). (8.24) 

Equations (8.23) and (8.24) yield 

8.10. Eigenvectors of bilinear functions. In sec. 8.4 a one-to-one corre­
spondence between all the bilinear functions cfJ in E and all the linear 
transformations qJ: E ..... E has been established. A bilinear function cfJ and 
the corresponding transformation qJ are related by the equation 

cfJ(X,y) = (qJx,y) x,YEE. 

Using this relation, we define eigenvectors and eigenvalues of a bilinear 
function to be the eigenvectors and eigenvalues of the corresponding 
transformation. Let e be an eigenvector of cfJ and A be the corresponding 
eigenvalue. Then 

cfJ(e,y) = (qJe,y) = A(e,y) (8.25) 

for every vector YEE. 
Now assume that the bilinear function cfJ is symmetric, 

cfJ(X,y) = cfJ(y,x). 

Then the corresponding transformation qJ is selfadjoint. Consequently, 
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there exists an orthonormal system of n eigenvectors eo 

(v=1 ... n). (8.26) 

This implies that 
tP (eo, ell) = Ao (eo, ell) = Ao bOil' 

Hence, to every symmetric bilinear function tP in E there exists an ortho­

normal basis of E in which the matrix of tP has diagonal-form. 

Problems 

1. Prove by direct computation that a symmetric 2 x 2-matrix has only 
real eigenvalues. 

2. Compute the eigenvalues of the matrix 

-1 

-2 

5 
2 

2 
5 
2 

3. Find the eigenvalues of the bilinear function 

tP(x,y) = L CI1Il. 

4. Prove that the product of two selfadjoint transformations cp and 1/1 
is selfadjoint if and only if 1/1 0 cp = cp 0 1/1. 

5. A selfadjoint transformation cp is called positive, if 

(x,cpx) ~ 0 

for every XEE. Given a positive selfadjoint transformation cp, prove that 
there exists exactly one positive selfadjoint transformation 1/1 such that 
1/1 2 = cp. 

6. Given a selfadjoint mapping cp, consider a vector bE (ker cp).1. Prove 
that there exists exactly one vector aEker cP.1 such that cpa=b. 

7. Let cp be a selfadjoint mapping and let eo (v = 1 ... n) be a system of n 
orthonormal eigenvectors. Define the mapping CP;. by 

CP;.=CP-Al 

where A is a real parameter. Prove that 

-1 '" (x,ev) 
CPA x = L. --eo 

o Ao - A 

provided that ). is not an eigenvalue of cp. 
15 Greub. Linear Algebra 

XEE. 
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8. Let <p be a linear transformation of a real n-dimensional linear space 
E. Show that an inner product can be introduced in E such that <p becomes 
a selfadjoint mapping if and only if <p has n linearly independent eigen­
vectors. 

9. Let <p be a linear transformation of E and rp the adjoint map. Denote 
by i<pi the norm of <p which is induced by the Euclidean norm of E (cf. 
sec. (7.19)). Prove that 

where ), is the largest eigenvalue of the selfadjoint mapping rp 0 <po 

10. Let <p be any linear transformation of an inner product space E. 
Prove that <p rp is a positive self-adjoint mapping. Prove that 

(X,<prpX»O X =1=0 

if and only if <p is regular. 

II. Prove that a regular linear transformation <p of a Euclidean space 
can be uniquely written in the form 

<p=(JoT 

where (J is a positive selfadjoint transformation and T is a rotation. 
Hint: Use problems 5 and 10. (This is essentiaIIy the unitary trick of 

Weyl). 

§ 3. Orthogonal projections 

8.11. Definition. A linear transformation n: E---+ E of an inner product 
space is called an orthogonal projection if it is selfadjoint and satisfies the 
condition n2 = n. For every orthogonal projection we have the orthogonal 
decomposition 

E = ker n EEl 1m n 

and the restriction of n to 1m n is the identity. Clearly every orthogonal 
projection is normal. Conversely, a normal transformation <p which satis­
fies the relation <p2 = <p is an orthogonal projection. In fact, since <p2 = <p 
we can write 

Xl E ker <p. 

Since <p is normal we have that ker <p = ker rp and so it follows that 
Xl Eker rp. 

Hence we obtain for an arbitrary vector YEE 

(X,<py) = (<px,<PY) + (xl,<PY) = (<px,<PY) + (rpxl,y) = (<px,<PY) 



§ 3. Orthogonal projections 227 

whence 
(X,cpy) = (y,cpx). 

It follows that cp is selfadjoint. 
To every subspace El c E there exists precisely one orthogonal projec­

tion TC such that 1m TC=E1• It is clear that TC is uniquely determined by E 1• 

To obtain TC consider the orthogonal complement Et and define TC by 

TCy = y,YEE 1 ; TCZ = O,zEEi. 

Then it is easy to verify that TC Z = TC and it = TC. 
Consider two subs paces El and Ez of E and the corresponding ortho­

gonal projections TC 1: E-> El and TCz: E-> Ez. It will be shown that TC z 0 TC 1 = 0 
if and only if El and E z are orthogonal to each other. Assume first that 
E 1 1-Ez. Then TC 1 XEEt for every vector xEE, whence TCzoTC I =0. Con­
versely, the equation TCz 0 TC 1 = 0 implies that TC 1 XE Et for every vector 
xEE, whence El EEf, 

8.12. Sum of two projections. The sum of two projections TCl: E->El 
and TCz:E->Ez is again a projection ifand only if the subspaces El and E2 
are orthogonal. Assume first that El 1-Ez and consider the transformation 
TC = TC 1 + TC z. Then 

Hence, TC reduces to the identity-map in the sum El (£)E2. On the other 
hand, 

TC x = 0 if x E Ei n E~. 

But Et nEt is the orthogonal complement of the sum El (£)Ez and hence 
TC is the projection of E onto EI tf)Ez. 

Conversely, assume that TC 1 + TC z is a projection. Then 

(TC 1 + TC 2 )Z = TC 1 + TC 2 , 

whence 
(8.27) 

This equation implies that 

(8.28) 
and 

(8.29) 

Adding (8.28) and (8.29) and using (8.27) we obtain 

(8.30) 
15' 
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The equations (S.30) and (S.2S) yield 

This implies that EI 1.E2 , as has been shown at the end of sec. S.l1. 
8.13. Difference of two projections. The difference TCI - TC 2 of two pro­

jections TC I : E-+EI and TC2: E-+E2 is a projection if and only if E2 is a sub­
space of E I • To prove this, consider the mapping 

Since 1 - TC I is the projection E-+ E t, it follows that <p is a projection if 
and only if EteEi, i.e., if and only if EI~E2' If this condition is ful­
filled, <p is the projection onto the subspace E t(f)E2. This implies that 
TCI -TC2 = l-<p is the projection onto the subspace 

This subspace is the orthogonal complement of E2 relative to E I . 
8.14. Product of two projections. The product of two projections 

TCI:E-+EI and TC2:E-+E2 is an orthogonal projection if and only if the 
projections commute. Assume first that TC20TCI =TC I oTC2' Then 

TC 2 TC I X = TC 2 X = x for every vector xEE I n E 2 • (S.31) 

On the other hand, TC 2 0TC I reduces to the zero-map in the subspace 
(EI n E2)1-=Et+Et. In fact, consider a vector 

x = xt + xi 
Then 

(S.32) 

Equations (S.31) and C';.32) show that TC20TCI is the projectionE-+E1 n E2 • 

Conversely, if TC2 0 TC 1 is a projection, it follows that 

Problems 

1. Prove that a subspace leE is stable under the projection TC:E-+El 
if and only if 

I = In El (f) In Et. 
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2. Prove that two projections 7t 1: E-+ E1 and 7t2: E-+ E2 commute if and 
only if 

E1 + E2 = E1 n E2 + E1 n E-i + Ei n E 2 . 

3. The reflection Q of E at a subspace E1 is defined by 

QX = P - h 

where x = p + h (p E E 1, hE E t). Show that the reflection Q and the projec­
tion 7t:E-+El are related by 

Q = 27t - z. 

4. Consider linear transformation cp of a real linear space E. Prove that 
an inner product can be introduced in E such that cp becomes an ortho­
gonal projection if and only if cp2 = cpo 

5. Given a selfadjoint mapping cp of E, consider the distinct eigen­
values Ai and the corresponding eigenspaces Ei (i = 1 ... r). If 7ti denotes 
the orthogonal projection E-+ Ei prove the relations: 

a) 7t i a 7t j = 0 (i =1= j) . 

b)L 7ti=Z. 
i 

§ 4. Skew mappings 

8.15. Definition. A linear transformation t/t in E is called skew if 
ifI= -t/t. The above condition is equivalent to the relation 

(t/tx,y) + (x, t/t y) = 0 x,YEE. (8.33) 

It follows from (8.33) that the matrix of a skew mapping relative to an 
orthonormal basis is skew symmetric. 

Substitution of y = x in (8.33) yields the equation 

(x,t/tx)=O xEE (8.34) 

showing that every vector is orthogonal to its image-vector. Conversely, 
a transformation t/t having this property is skew. In fact, replacing x by 
x + y in (8.34) we obtain 

(x + y, t/t x + t/t y) = 0, 
whence 

(y,t/tx) + (x,t/ty) = o. 
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It follows from (S.34) that a skew mapping can only have the eigenvalue 
i.=O. 

The relation If = -1jJ implies that 

tr IjJ = 0 
and 

det IjJ = ( - l)n det IjJ • 

The last equation shows that 

det IjJ = 0 

if the dimension of E is odd. More general, it will now be shown that the 
rank of a skew transformation is always even. Since every skew mapping 
is normal (see sec. S.5) the image space is the orthogonal complement of 
the kernel. Consequently, the induced transformation IjJl:Im 1jJ->lm IjJ 

is regular. Since IjJ 1 is again skew, it follows that the dimension of 1m IjJ 

must be even. 
It follows from this result that the rank of a skew-symmetric matrix is 

always even. 
8.16. The normal-form of a skew symmetric matrix. In this section it 

will be shown that to every skew mapping IjJ an orthonormal basis a v 

(v = 1...n) can be constructed in which the matrix of IjJ has the form 

o Kl 

- Kl 0 

(S.35) 

o 

\.. o 
Consider the mapping qJ = 1jJ2. Then rp = qJ. According to the result of sec. 
S.7, there exists an orthonormal basis ev(v= 1...n) in which qJ has the form 

(v=l ... n). 

All the eigenvalues Av are negative or zero. In fact, the equation 

qJe=Ae lei = 1 
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implies that 
}. = (e, qJ e) = (e,t/J2e) = - (t/J e,t/J e) ~ O. 

Since the rank of t/J is even and t/J2 has the same rank as t/J, the rank of 
qJ must be even. Consequently, the number of negative eigenvalues is 
even and we can enumerate the vectors e,(v= l...n) such that 

..1.,<0 (v=1. .. 2p) and ..1.,=0 (v=2p+1...n). 

Define the orthonormal basis a, (v = 1. .. n) by 

and 
a.=e. (v=2p+l ... n). 

In this basis the matrix of t/J has the form (8.35). 

Problems 

1. Show that every skew mapping qJ of a 2-dimensional inner product 
space satisfies the relation 

(qJx,qJY) = detqJ·(x,y). 

2. Skew transformations of 3-spacl'. Let E be an oriented Euclidean 
3-space. 

(i) Show that every vector aE E determines a skew transformation 
qJa of E given by qJaCx)=a x x. 

(ii) Show that 

(iii) Show that every skew map qJ: E-+ E determines a unique vector 

aE E such that qJ = qJu' 
Hint: Consider the skew 3-linear map CP: Ex Ex E -+ E given by 

CP(x,y,z)=(qJx,y),z+(qJy,:)·.\:+(qJ:,.\:)·y and choose aEE to be the 
vector determined by 

CP(.\:, y, :) = J(.\:, y, :)17 

(ef. sec. 4.3, Proposition II). 
(iv) Let e1• e2 , e3 be a positive orthonormal basis of E. Show that the 

vector a of part (iii) is given by 

where (:Xi) is the matrix of qJ with respect to this basis. 
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3. Assume that cP =1= 0 and lj; are two skew mappings of the 3-space 
having the same kernel. Prove that lj; =}. cP where A is a scalar. 

4. Applying the result of problem 3 to the mappings 

cP x = (a I x a 2) x x 
and 

prove the formula 

(a l x a2) x a3 = a2 (ai' a3) - al (a 2, a3)· 

5. Prove that a linear transformation cp: E--+ E satisfies the relation 
ip =}. cp, }.E IR if and only if (p is selfadjoint or skew. 

6. Show that every skew symmetric bilinear function tP in an oriented 
3-space E can be represented in the form 

<P(x,y) = (x x y,a) 

and that the vector a is uniquely determined by <P. 
7. Prove that the product of a selfadjoint mapping and a skew map­

ping has trace zero. 
8. Prove that the characteristic polynomial of a skew mapping satisfies 

the equation 
X(-A)=(-l)"X(A). 

From this relation derive that the coefficient of r- v is zero for every odd v. 
9. Let cp be a linear transformation of a real linear space E. Prove that 

an inner product can be defined in E such that cp becomes a skew mapping 
if and only if the following conditions are satisfied: 1. The space E can 
be decomposed into ker cp and stable planes. 2. The mappings which are 
induced in these planes have positive determinant and trace zero. 

10. Given a skew symmetric 4 x 4-matrix A = (!XVII) verify the identity 

det A = (0(12 0(34 + !X 13 !X42 + !X14 !(23)2. 

§ 5. Isometric mappings 

8.17. Definition. Consider two inner product spaces E and F. A linear 
mapping cp: E--+ F is called isometric if the inner product is preserved 
under cp, 

(CPXI,CPX2) = (X I,X2) XI,X2 EE. 

Setting Xl = x2 = x we find 

Icpxl=lxl xEE. 
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Conversely, the above relation implies that cp is isometric. In fact, 

2(CPXl,CPX2) = ICP(XI + x2)1 2 -lcpxl l2 -ICP X21 2 

= IXI + x21 2 -lx l l2 -IX21 2 = 2(Xl,X2)' 

Since an isometric mapping preserves the norm it is always injective. 
We assume in the following that the spaces E and F have the same di­

mension. Then every isometric mapping cP: E--+ F is a linear isomorphism 
of E onto F and hence there exists an inverse isomorphism cP -1 : F --+ E. 
The isometry of cP implies that 

(cpX,y) = (X,cp-l y) XEE,YEF, 
whence 

(8.36) 

Conversely every linear isomorphism cp satisfying the equation (8.36) is 
isometric. In fact, 

The image of an orthonormal basis a. (v = l ... n) of E under an isometric 
mapping is an orthonormal basis of F. Conversely, a linear mapping 
which sends an orthonormal basis of E into an orthonormal basis b. 
(v= L.n) of F is isometric. To prove this, consider two vectors 

then 

whence 

(CP Xl,CP X2) = L er ei(b.,b/l) = I er ei c5'/l = Ier e~ = (X l ,X2)· 
v,# V.# v 

It follows from this remark that an isometric mapping can be defined 
between any two inner product spaces E and F of the same dimension: 
Select orthonormal bases a. and b. (v = L.n) in E and in F respectively 
and define cp by cpa.=b.(v= L.n). 

8.18. The condition for the matrix. Assume that an isometric mapping 
cp:E-+Fis given. Employing two bases a. and b.(v= l...n) we obtain from 
cp an n x n-matrix IX~ by the equations 
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Then the equations 

can be written as 

I CI.~' a: (b;" bK ) = (a,., all)' 
A,K 

Introducing the matrices 

gVII = (aV' all) and hh = (b;" bK ) 

we obtain the relation 

(8.37) 

Conversely, (8.37) implies that the inner products of the basis vectors are 
preserved under cp and hence that cp is an isometric mapping. 

If the bases Gv and bv are orthonormal, 

relation (8.37) reduces to 

showing that the matrix of an isometric mapping relative to orthonormal 
bases is orthogonal. 

8.19. Rotations. A rotation of an inner product space E is an isometric 
mapping of E into itself. Formula (8.36) implies that 

(det cp? = 1 

showing that the determinant of a rotation is ± 1. 
A rotation is called proper if det cp = + 1 and improper if det cp = - 1. 
Every eigenvalue of a rotation is ± 1. In fact, the equation cpe=Ae im­

plies that lei = IAllel, whence )"= ± 1. A rotation need not have eigenvec­
vectors as can already be seen in the plane (cf. sec. 4, 17). 

Suppose now that the dimension of E is odd and let cp be a proper 
rotation. Then it follows from sec. 4.20 that cp has at least one positive 
eigenvalue )". On the other hand we have that A = ± 1 whence)" = 1. Hence, 
every proper rotation of an odd-dimensional space has the eigenvalue 1. 
The corresponding eigenvector e satisfies the equation cp e = e; that is, e 
remains invariant under cp. A similar argument shows that to every im­
proper rotation of an odd-dimensional space there exists a vector e such 
that cp e = - e. If the dimension of E is even, nothing can be said about 
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the existence of eigenvalues for a proper rotation. However, to every im­
proper rotation, there is at least one invariant vector and at least one 
vector e such that cpe= -e (cf. sec. 4.20). 

Let cp:E~E be a rotation and assume that FeE is a stable subspace. 
Then the orthogonal complement F.1 is stable as well. In fact, if Z E F.1 
is arbitrary we have for every YEF 

(cpz,y) = (Z,cp-l y) = 0 
whence cp z E F.1. 

The product of two rotations is obviously again a rotation and the 
inverse of a rotation is also a rotation. In other words, the set of all 
rotations of an n-dimensional inner product space forms a group, called 
the general orthogonal group. The relation 

implies that the set of all proper rotations forms a subgroup, the special 
orthogonal group. 

A linear transformation of the form A cp where A ~ 0 and cp is a proper 
rotation is called homothetic. 

8.20. Decomposition into stable planes and straight lines. With the aid 
of the results of § 2 it will now be shown that for every rotation cp there 
exists an orthogonal decomposition of E into stable subs paces of dimen­
sion 1 and 2. Denote by El and E2 the eigenspaces which correspond to 
the eigenvalues A= + 1 and A= -1 respectively. Then El is orthogonal 
to E2. In fact, let X1 EE1 and X2EE2 be two arbitrary vectors. Then 

These equations yield 

whence (Xl' X2)=0. 
It follows from sec. 8.19 that the subspace F= (El 81E2).1 is again stable 

under cpo Moreover, F does not contain an eigenvector of cp and hence F 
has even dimension. Now consider the selfadjoint mapping 

of F. The result of sec. 8.6 assures that there exists an eigenvector e of t/J. 
If A denotes the corresponding eigenvalue we have the relation 

cpe + cp-l e = ).e. 
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Applying cp we obtain 
(8.38) 

Since there are no eigenvectors of cp in F the vectors e and cp e are linearly 
independent and hence they generate a plane Fl. Equation (8.38) shows 
that this plane is stable under cpo The induced mapping is a proper rota­
tion (otherwise there would be eigenvectors in F1). 

The orthogonal complement Ff of F1 with respect to F is again stable 
under cp and hence the same construction can be applied to Ff. Conti­
nuing in this way we finally obtain an orthogonal decomposition of F into 
mutually orthogonal stable planes. 

Now select orthonormal bases in £1' E2 and in every stable plane. 
These bases determine together an orthonormal basis of E. In this basis 
the matrix of cp has the form 

c. p 

cos 01 sin 01 

- sin 01 cos (}1 

cos (}k sin (}k 

- sin Ok cos (}k 

c. v = ± 1 (v = 1 ... p) 
2k = n - p 

where (}i (i = 1 ... k) denotes the corresponding rotation angle (cf. sec. 8.21). 

Problems 

1. Given a skew transformation tf; of £, prove that 

cp = (tf; + I) a (tf; - It1 
is a rotation and that -I is not an eigenvalue of cpo Conversely, if cp is a 
rotation, not having the eigenvalue -1 prove that 

tf; = (cp - I)o(cp + 1)-1 
is a skew mapping. 

2. Let cp be a regular linear transformation of a Euclidean space E such 
that (cpx, cpy)=O whenever (x, y)=O. Prove that cp is of the form Cp=A1:, 
A =1= 0 where, is a rotation. 
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3. Assume two inner products cf> and 'P in E such that all oriented 
angles with respect to cf> and 'P coincide. Prove that 'P(x, y)= Acf>(X, y) 
where A> 0 is a constant. 

4. Prove that every normal non-selfadjoint transformation of a plane 
is homothetic. 

5. Let qJ be a mapping of the inner product space E into itself such that 
qJO=O and 

IqJx-qJYI=lx-YI x,YEE. 

Prove that qJ is then linear. 

6. Prove that to every proper rotation (p there exists a continuous 
family (P, (0 ~ t ~ I) of rotations such that qJo = qJ and qJ1 = l. 

7. Let qJ be a linear automorphism of an Il-dimensional real linear 
space E. Show that an inner product can be defined in E such that qJ be­
comes a rotation if and only if the following conditions are fulfilled: 

(i) The space E can be decomposed into stable planes and stable 
straight lines. 

(ii) Every stable straight line remains pointwise fixed or is reflected 
at the point O. 

(iii) In every irreducible invariant plane a linear automorphism t/J is 
induced such that 

detljJ=1 and Itrt/JI<2. 

8. If qJ is a rotation of an n-dimensional Euclidean space, show that 
Itr qJl ~n. 

9. Prove that the characteristic polynomial of a proper rotation satis­
fies the relation 

f(i,) = (- i,)"f(},-l). 

10. Let E be an inner prod uct space of dimension n> 2. Consider a 
proper rotation "[ which commutes with all proper rotations. Prove that 
"[ = c; 1 where B = 1 if 11 is odd and £ = ± 1 if n is even. 

§ 6. Rotations of Euclidean spaces of dimension 2, 3 and 4 

8.21. Proper rotations of the plane. Let E be an oriented Euclidean 
plane and let Ll denote the normed positive determinant function in E. 
Then a linear transformation j: E -> E is determined by the equation 

Ll(x,y)=(jx,y) x,YEE. 
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The transformation j has the following properties: 
1) (j x, y) + (x, j y) = 0 
2) (jx,jy)=(x,y) 

3) /=-1 
4) detj = 1. 

In fact, 1) follows directly from the definition. To verify 2) observe that 
the identity (7.24), sec. 7.13, implies that 

x, YEE. 

Setting y = j x we obtain, in view of 1), 

Since j is injective (as follows from the definition) we obtain 

Ijxl = Ixl· 

Now the relations I= -j and I =r' imply that / = - 1. Finally, we 
obtain from 1),2),3) and from the definition ofj 

LJ (j x, j y) = (/ x, j Y) = - (x, j y) = (j x, y) = LJ (x, y) 

whence 
det j = 1. 

The transformation j is called the canonical complex structure of the 
oriented Euclidean plane E. 

Next, let <p be any proper rotation of E. Fix a non-zero vector x and 
denote by e the oriented angle between x and <px (cf. sec. 7.13). It is 
determined mod 2 n by the equation 

<p x = x . cos e + j(x) . sin e. (8.39) 

We shall show that 

cos e = ± tr <p and sin e = ± tr (j 0 <p). (8.40) 

In fact, by definition of the trace we have 

LJ(<p x, y) + LJ(x, <p y) = LJ(x, y) . tr <po (8.41 ) 

Inserting (8.39) into (8.41) and using properties 2) and 3) of j we obtain 

2 cos e . LJ (x, y) = LJ (x, y) . tr <p 

and so the first relation (8.40) follows. The second relation is proved in 
a similar way. 
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Relations (8.40) show that the angle 8 is independent of x. It is called 
the rotation angle of ep and is denoted by 8 (ep). 

Now (8.39) reads 

epx = x . cos 8(ep) +j(x)· sin 8(cp) xEE. 

In particular, we have 

If 

8(1) = 0, 8(-I)=n, 
n 

8(j) =-
2' 

tjJ x = x . cos 8(tjJ) + j(x) . sin 8(tjJJ 

is a second proper rotation with rotation angle 8(tjJ) a simple calculation 
shows that 

(cp 0 1/1) x = (tjJ 0 cp) x = x . cos(8(cp) + 8 (tjJ)) + j(x)· sin(8(ep) + 8(tjJ)). 

Thus any two proper rotations commute and the rotation angle for their 
product is given by 

8(tjJ 0 cp) = 8(ep) + 8(tjJ) (mod 2n). (8.42) 

Finally observe that if e1 , ez is a positive orthonormal basis of E then 
we have the relations 

ep e1 == e1 cos B(cp) + ez sin B(cp) cp ez = - e1 sin /J(cp) + ez cos /J(ep). 

Remark: If E is a non-oriented plane we can still assign a rotation 
angle to a proper rotation cp. It is defined by the equation 

cos 8(ep) =! tr cp (0 ~ 8(cp) ~ n). (8.43 ) 

Observe that in this case 8(cp) is always between 0 and n whereas in the 
oriented case 8 (cp) can be normalized between - nand n. 

8.22. Proper rotations of 3-space. Consider a proper rotation cp of a 
3-dimensional inner product space E. As has been shown in sec. 8.19, 
there exists a I-dimensional subspace El of E whose vectors remain fixed. 
If cp is different from the identity-map there are no other invariant vectors 
(an invariant vector is a vector XEE such that cpx=x). 

In fact, assume that a and b are two linearly independent invariant 
vectors. Let c(c=!=O) be a vector which is orthogonal to a and to b. Then 
cp c =). c where ). = ± 1. Now the equation det cp = 1 implies that A = + 1 
showing that cp is the identity. 

In the following discussion it is assumed that cp =!= I. Then the invariant 
vectors generate a I-dimensional subspace El called the axis of cp. 
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To determine the axis of a given rotation cp consider the skew mapping 

ljI=Hcp-ip) (8.44) 

and introduce an orientation in E. Then ljI can be written in the form 

ljIx=uxx uEE (8.45) 

(cf. problem 2, § 4). The vector u which is uniquely determined by cp is 
called the rotation-vector. The rotation vector is contained in the axis 
of cp. In fact, let a ofo 0 be a vector on the axis. Then equations (8.45) and 
(8.44) yield 

u x a = ljI a = Hcp a - ip a) = Hcp a - cp-l a) = 0 (8.46) 

showing that u is a multiple of a. Hence (8.45) can be used to find the 
rotation axis provided that the rotation vector is different from zero. 

This exceptional case occurs if and only if cp = ip i.e. if and only if 
cp = cp -1. Then cp has the eigenvalues 1, -1 and -1. In other words, cp is 
a reflection at the rotation axis. 

8.23. The rotation angle. Consider the plane F which is orthogonal to 
E 1 • Then cp transforms F into itself and the induced rotation CPl is again 
proper. Denote by (I the rotation angle of CPl (cf. remark at the end of 
see 8.21). Then. in view of (8.43), 

cos 0 = 1 tf cP 1 . 

Observing that 

tf cP = tf cP 1 + 1 

we obtain the formula 

cos 0 = H tr cP - 1). 

To find a formula for sin 0 consider the orientation of Fwhicp is induced 
by E and by the vector u (cf. sec. 4.29) *). This orientation is represented 
by the normed determinant function 

1 
A 1 (y, z) =- A (u, y, z) 

lui 

where A is the normed determinant function representing the orientation 
of E. Then formula (7.25) yields 

1 
sinO = A1 (y,CPY) = -A(u,y,cpy) (8.47) 

lui 
*) It is assumed that II oF O. 
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where y is an arbitrary unit vector of F. Now 

L1(u,y,cpy) = detcpL1(cp-1 u,cp-1 y,y) 

= L1(U,cp-1 y,y) = - L1(U,y,cp-1 y) 

and hence equation (8.47) can be written as 

1 
sin 0 = - - L1 (u, y, cp - 1 y). 

lui 
(8.48) 

By adding formulae (8.47) and (8.48) we obtain 

1 1 1 
sin 0 = - L1 (u, y, cp y - cp - y) = - L1 ( u, y, l/I y) . 

21ul Ixl 
(8.49) 

Inserting the expression (8.45) in (8.49), we thus obtain 

1 1 
sinO=-L1(u,y,u xy)=-Iu xY12. 

lui lui 
(8.50) 

Since y is a unit-vector onnogonal to u, it follows that 

lu x yl = lullyl = lui 

and hence (8.50) yields the formula 

sinO = lui. 

This equation shows that sin 0 is positive and hence that O<O<1t if the 
above orientation of F is used. 

Altogether we thus obtain the following geometric significance of the 
rotation-vector u: 

1. u is contained in the axis of cp. 
2. The norm of u is equal to sin O. 
3. If the orientation induced by u is used in F, then (J is contained in 

the interval 0 < (J < 1t. 

Let us now compare the rotations cp and cp - 1. cp -1 has obviously the 
same axis as cp. Observing that cp -1 = rp we see that the rotation vector of 
cp -1 is - u. This implies that the inverse rotation induces the inverse 
orientation in the plane F. 

To obtain an explicit expression for u select a positive orthonormal 
basis el' e2' e3 in E and let C(~ be the corresponding matrix of cp. Then l/I 
has the matrix 

16 Greub. Linear Algebra 
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and the components of u are given by 

1 _ 1 (3 2) 
U -"2!X2 - !X3 

It should be observed that a proper rotation is not uniquely determined 
by its rotation vector. In fact, if CfJj and CfJ2 are two rotations about the 
same axis whose rotation angles satisfy OJ + °2 = n, then the rotation 
vectors of CfJj and CfJ2 coincide. Conversely, if CfJj and CfJ2 have the same 
rotation vector, then their rotation axes coincide and the rotation angles 
satisfy either 81 = 82 or °1 + 82 = n. 

Since cos (n - 8) = - cos ° it follows from the remark above that a 
rotation is completely determined by its rotation vector and the cosine 
of the rotation angle. 

8.24. Proper rotations and quaternions. Let E be an oriented 4-dimen­
sional Euclidean space. Make E into the algebra of quaternions as 
described in sec. 7.23. Fix a unit vector a and consider the linear trans­
formation 

CfJx=ax XEE. 

Then CfJ is a proper rotation. In fact, 

ICfJ xl = la xl = lallxl = Ixl· 

To show that CfJ is proper choose a continuous map f from the closed 
unit interval to S3 such that 

f(O)=.e, f(l)=a 
and set 

CfJr(x}=f(t)x xEE. 

Then every map CfJt is a rotation whence 

det CfJr = ± 1 0 ~ t ~ 1. 

Since det CfJr is a continuous function of t it follows that 

det CfJ1 = det CfJo = det 1 = + 1. 

This implies that 
det CfJ = + 1 

and so CfJ is a proper rotation. In the same way it follows that the linear 
transformation 

tjJx=xa XEE 

is a proper rotation. 
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Next, let a and b be fixed unit vectors and consider the proper rotation 
, of E given by 

,(x)=axb- 1 XEE. (8.51 ) 

If a = b = p (p a unit vector) we have 

,(x)=pXp-l XEE. (8.52) 

It follows that ,(e)=e and so , induces a proper rotation, '1' of the 
orthogonal complement, E 1 , of E. We shall determine the axis and the 
rotation angle of '1. 

Let qEE1 be the vector given by 

Then 
'1 (q) = ,(p) - h(e) = p - A e = q 

and so q determines the axis of the rotation '1. We shall assume that 
p=t= ±e so that q=t=O. 

To determine the rotation angle of'1 consider the 2-dimensional sub­
space, F of El orthogonal to q. We shall show that, for ZE F, 

'[Z = (V2 - 1) Z + 2), q x z. (8.53) 

In fact, the equations 

p=Ae+q and p-l=Ae-q 

yield 

p Z p-l = (A e + q) Z(/, e - q) = 1,2 Z + A(q Z - z q) - q Z q. 

Since 
qz-zq=2(qxz) 

and 
qz + zq = - 2(q, z)e=O 

we obtain 
pZp-l=(V2 -1)z+2A(qxZ) zEF 

and so (8.53) follows. 
Let F have the orientation induced by the orientation of El and the 

vector q (cf. sec. 4.29). Then the rotation angle e is determined by the 
equations (cf. see 8.21) 

cos e = (z, " z) 
and 

. 1 
sm e = T1T Ll(q, Z,' z) 

where Z is any unit vector in F. 
16< 
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Using formula (8.53) we obtain 

cos B = 2i2 - I 

and . 2i 2i. 2 . 
sm B = I'qr ,1(q, z, q x z) = ICJT Iq x zl = 2/·lql. 

Since 
). = cos UJ and Iql = sin UJ 

where w denotes the angle between e and P (0 < OJ < n) these relations 
can be written in the form 

cos B = 2 cos2 W - 1 = cos 2w 
and sin B = 2 cos w sin w = sin 2w. 

These relations imply that 
B=2w. 

Thus we have shown that the axis of T1 is generated by q and that the 
rotation angle of T1 is twice the angle between P and e. 

Proposition I: Two unit quaternions PI and P2 determine the same 
rotation of E1 only if P2 = ±PI' Moreover, every proper rotation of E1 
can be represented in the form (8.52). 

Proof: The first part of the proposition follows directly from the 
result above. To prove the second part let (J be any proper rotation 
of E 1• We may assume that (J =1= l. Let a be a unit vector such that (J a = a 

and let FeEl be the plane orthogonal to a. Give FI the orientation 
induced by a and denote the rotation angle of (J by 9 (0 < ,9 < 2 n). Set 

if . a 
P = e cos T + a sm T' 

Then the rotation T given by 

TX=PXp- 1 xEE1 

coincides with (J. In fact, if q is the vector determined by P = Ae + q, qE E1 , 

then 
. ,9 

q=asmT 

and so T and (J have the same rotation axis. 

Next, observe that since sin ~ > 0, q is a positive multiple of a and so 

the vectors q and a induce the same orientation in F. But, as has been 
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shown above, the rotation angle of r with respect to this orientation is 
given by 

9 
8=2 ·-=9 2 . 

It follows that r = cr. This completes the proof. 

Proposition I I: Every proper rotation of E can be written in the form 
(8.51). Moreover, if ai' b1 and az, bz are two pairs of unit vectors such 
that the corresponding rotations coincide, then 

where B= ± l. 
Proof: Let cr be a proper rotation of E and define r. by 

rex) = cr(x) cr(e)-1 XEE. 

Then r is again a proper rotation and satisfies r(e)=e. Thus r restricts 
to a proper rotation of E 1 • Hence, by Proposition I, there is a unit 
vector p such that 

r(x)=pxp-l XEE. 

It follows that 

cr(x) = r (x) cree) = p x p-l cree) = a x b- 1 

with a=p and b=cr(e)-l p. 
Finally, assume that 

xEE. 

Setting x = e yields 

Now set 

Then we obtain from (8.53) 

pXp-l = x XEE. 

Now Proposition I implies that p = B e, B = ± 1 and so 

This completes the proof. 

(8.53) 
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Problems 
1. Show that the rotation vector of a proper rotation cp of 3-space is 

zero if and only if cp is of the form 

cp x = - x + 2(x, e) e 

where e is a unit vector. 
2. Let cp be a linear automorphism of a real 2-dimensionallinear space 

E. Prove that an inner product can be introduced in E such that <{J be­
comes a proper rotation if and only if 

det <{J = 1 and Itr <{JI ~ 2. 

3. Consider the set H of all homothetic transformations <(J of the plane. 
Prove: 

a) If <{JI EH and <(Jz EH, then A<{JI + f1.<{Jz EH. 

b) If the multiplication is defined in H in the natural way, the set H 
becomes a commutative field. 

c) Choose a fixed unit-vector e. Then, to every vector xEE there exists 
exactly one homothetic mapping <{Jx such that <{Jxe=x. Define a multi­
plication in E by xy = <(JxY' Prove that E becomes a field under this multi­
plication and that the mapping X~<{Jx defines an isomorphism of E onto 
H. 

d) Prove that E is isomorphic to the field of complex numbers. 
4. Given an improper rotation cp of the plane construct an orthonormal 

basis el' ez such that <(Je l =e1 and cpe2 = -e2. 

5. Show that every skew mapping 1/1 of the plane is homothetic. If 1/1 =l= 0, 
11. 

prove that the angle of the corresponding rotation is equal to + - if the 
2 orientation is defined by the determinant-function 

L1(x,y) = (I/Ix,y) x,YEE. 

6. Find the axis and the angle of the rotation defined by 

<(J e1 = H - el + 2 e2 - 2 e3) 

cpez = H2e1 + 2ez + e3) 

cpe3 = H2e1 - e2 - 2e3) 

where ev (v = 1, 2, 3) is a positive orthonormal basis. 
7. If <{J is a proper rotation of the 3-space, prove the relation 

det (cp + I) = 4 (1 + cos 8) 

where 8 is the rotation angle. 
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8. Consider an orthogonal 3 x 3-matrix (IX~) whose determinant is + 1. 
Prove the relation 

(l>~ _1)2 + L « _1X~)2 = 4. 
v \1<11 

9. Let e be a unit-vector of an oriented 3-space and 8( -n<8~n) be 
a given angle. Denote by Fthe plane orthogonal to e. Consider the proper 
rotation <P whose axis is generated by e and whose angle is 8 if the orien­
tation induced bye is used in F. Prove the formula 

<px = xcos8 + e(e,x)(1- cos 8) + (e x x)sin8. 

10. Prove that two proper rotations of the 3-space commute if and 
only if they have the same axis. 

11. Let <P be a proper rotation of the 3-space not having the eigen­
value -1. 

Prove that the skew transformations 

X = ( <P - I) 0 ( <P + It 1 and t/I = H <P - if) 

are connected by the equation 
1 

X =---t/I 
1 + cos8 

where 8 denotes the rotation-angle of <po 

12. Assume that an improper rotation <p =1= - I of the Euclidean 3-space 
is given. 

a) Prove that the vectors x for which <pX= -x, form a I-dimensional 

subspace £1' 
b) Prove that a proper rotation <P1 is induced in the plane F orthogonal 

to £1' Defining the rotation-vector u as in sec. 8.22, prove that <P1 is the 
identity if and only if u = O. 

c) Show that the rotation-angle of <P1 is given by 

cos 8 = H tr <P + 1) 

and that 0 < 8 < n if the induced orientation is used in F. 
13. Let a be a vector in an oriented Euclidean 3-space such that 

lal ~ 1. Consider the linear transformation <Pa given by 

( lal )2 <Pax=xcos(n·lal)+ta·(a,x)! 2 +(a x x)!(lal) 

where! is defined by 

r 1. 
(t) = - sm n t . t tE~. 
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(i) Show that CPa is a proper rotation whose axis is generated by a 

and whose rotation angle is e = J[ • lal. 
(ii) Show that CPo = I and that 

CPa X = - X + 2a(a, x) 

if lal = 1. 

(iii) Suppose that a =1= b. Show that CPa = CPb if and only if lal = 1 and 
b = - a. Conclude that there is a 1 - 1 correspondence between the 
proper rotations of [R3 and the straight lines in [R4. 

14. Let E be an oriented 3-dimensional inner product space. 
a) Consider E together with the cross product as an algebra. Show 

that the set of non-zero endomorphisms of this algebra is precisely the 
group of proper rotations of E. 

b) Suppose a multiplication is defined in E such that every proper ro­
tation r is an endomorphism, 

r(xy)=rx·ry. 

Show that 
x y = 2(x x y) 

where ;, is a constant. 
15. Let (i be a skew linear transformation of the Euclidean space D-!l. 

a) Show that (i can be written in the form 

ax=px+xq xED-!l 

and that the vectors p and q are uniquely determined by a. 

b) Show that El is stable under a if and only if q = - p. 

c) Establish the formula 

det (i = (lpl2 _lqI2)2. 

16. Let p be a unit vector in E and consider the rotation r x = p x P -1. 

Show that the rotation vector (ef. sec. 8.22) of r is given by 

u = Vip - I,e) I.=(p,e). 

17. Let p =1= ± e be a L1nit quaternion. Denote by F the plane spanned 
by e and p and let Fl be its orthogonal complement. Orient F so that 
the vectors e, p form a positive basis and give Fl- the induced orientation. 
Consider the rotations 

cP x = p x and tjJ x = x p. 
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a) Show that the planes F and F.L are stable under cp and I/J and that 
cp=1/J in F. 

b) Denote by 8 the common rotation angle of cp and I/J in F and by 
8;, 8t the rotation angles for cp and I/J in F.L. Show that 8; = 8 and 
8t= -8. 

§ 7. Differentiable families of linear automorpbisms 

8.25. Differentiation formulae. Let Ebe an n-dimensional inner product 
space and let L(E; E) be the space of all linear transformations of E. It has 
been shown in sec. 7.21 that a norm is defined in the space L(E; E) by 
the equation 

Icpl = max Icp xl· 
Ixl = 1 

A continuous mapping t-+cp(t) of a closed interval tO~t~tl into the 
space L(E; E) will be called a continuous family of linear transformations 
or a continuous curve in L (E; E). A continuous curve cp (t) is called differ­
entiable if the limit 

. cp(t+At)-cp(t) .() 
hm =q;t 

.<11-+0 At 

exists for every t(tO~t~tl)' The mapping rp is obviously again linear for 
every fixed t. 

The following formulae are immediate consequences of the above 
definition: 

1. (l cp + JlI/J)' = l rp + Jl if, (l, Jl constants) 
2. (I/J 0 lP)· = if, 0 lP + '" 0 rp 
3. ~=~ 
4. If lPy (t)(v = l...p) are p differentiable curves in L(E; E) and ~ is a 

p-linear function in L(E; E), then 

d p 

-~(lPl(t) ... lPp(t)) = L ~(lPl(t) ... rpy(t) ... lPp(t)). 
dt y= 1 

A curve lP(t)(to~t~ t1) is called continuously differentiable if the mapping 
t-+rp(t) is again continuous. Throughout this paragraph all differentiable 
curves are assumed to be continuously differentiable. 

8.26. Differentiable families of linear automorphisms. Our first aim is 
to establish a one-to-one correspondence between all differentiable fami­
lies of linear automorphisms on the one hand and all continuous families 
of linear transformations on the other hand. Let a differentiable family 
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cp(t)(to~t~tl) of linear automorphisms be given such that cp(to)=l. 
Then a continuous family !{I (t) of linear transformations is defined by 

Interpreting t as time we obtain the following physical significance of the 
mappings !{I (t): Let x be a fixed vector of E and 

x(t)=({J(t)x 

the corresponding orbit. Then the velocity vector x (t) is given by 

x(t) = ¢J(t)x = ¢J(t)cp(t)-l x(t) = !{I(t)x(t). 

Hence, the mapping !{I (t) associates with every vector x (t) its velocity at 
the instant t. 

Now it will be shown that, conversely, to every continuous curve !{I (t) 
in L(E; E) there exists exactly one differentiable family cp(t)(to~t~tl) 
of linear automorphisms satisfying the differential equation 

¢J(t) = !{I(t)ocp(t) (8.54) 

and the initial-condition cp (to) = l. First of all we notice that the differ­
ential equation (8.54) together with the above initial condition is equiva­
lent to the integral equation 

(8.55) 

to 

In the next section the solution of the integral equation (8.55) will be con­
structed by the method of successive approximations. 

8.27. The Picard iteration process. Define the curves CPn(t)(n=O,l...) 
by the equations 

({Jo(t) = z 

and 

CPn+l(t)=Z+ J!{I(t)o({Jn(t)dt (n=O,l. .. ) 
to 

Introducing the differences 

(n = 1,2, ... ) 

(8.56) 

(8.57) 
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we obtain from (8.56) the relations 

(n=2,3, ... ). 

to 

Equation (8.57) yields for n = 1 

A1(t)=lP1(t)-lPO(t)= f !/J(t)dt. 
to 

Define the number M by 
M = max 1!/J(t)l. 

tO~t~tl 

Then 

251 

(8.58) 

(8.59) 

Employing the equation (8.58) for n=2 we obtain in view of (8.59) 

and in general 

(n=1,2 ... ). 

Now relations (8.57) imply that 
n+p 

lPn+p(t) - lPn(t) = L Av(t), 
v=n+l 

whence 
n+p n+p MV 

IlPn+p(t) - lPn(t)1 ~ L IAv(t)1 ~ L I(t - toY ~ 
v~n+1 v~n+1 v. 

n+p M V 

~ L -, (t1 - toY· 
v~n+1 v. 

(8.60) 

Let Il > 0 be an arbitrary number. It follows from the convergence of 

the series L ~v (t 1 -toY that there exists an integer N such that 
\' v. 

n+p M V 

L --(t1- tOy<1l for n>N and p~1. (8.61) 
v~n+1 v! 

The inequalities (8.60) and (8.61) yield 

IlPn+p(t) - lPn(t)1 < Il for n > Nand p ~ 1. 
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These relations show that the sequence <Pn (t) is uniformly convergent in 

the interval to~t~tl' 
lim <Pn(t) = <p(t). 

In view of the uniform convergence, equation (8.56) implies that 

<p(t)=l+ jtjJ(t)o<P(t)dt (to~t~tl)' (8.62) 

to 

As a uniform limit of continuous curves the curve <p (t) is itself continuous. 
Hence, the right hand-side of (8.62) is differentiable and so <p (t) must be 
differentiable. Differentiating (8.62) we obtain the relation 

rjJ(t) = tjJ(t)o <pet) 

showing that <p (t) satisfies the differential equation (8.54). The equation 
<p (to) = I is an immediate consequence of (8.62). 

8.28. The determinant of cp(t). It remains to be shown that the map­
pings <p (t) are linear automorphisms. This will be done by proving the 
formula 

t 
f tr'" (t) dt 

det<p(t) = eto (8.63) 

Let A =!= 0 be a determinant function in E. Then 

Differentiating this equation and using the differential equation (8.54) we 
obtain 

Observing that 

IA (<P(t)Xl'" tjJ(t)<p(t)xv .. · <p(t)xn) 
v 

d 
= .. det<p(t)'A(xl"'xn), 

dt 

IA (<P(t)XI'" tjJ(t) <p(t)xv ... <p(t)xn) 
v 

= trtjJ(t)A (<P(t)XI'" <p(t)xn) 

= trtjJ(t)det<p(t)A (Xl'" Xn) 

we obtain from (8.64) the differential equation 

d 
. det<p(t) = tfl/J(t)'det<p(t) 
dt 

(8.64) 

(8.65) 
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for the function det qJ (t). Integrating this differential equation and ob­
serving the initial condition 

det qJ (to) = det 1 = 1 
we find (8.63). 

8.29. Uniqueness of the solution. Assume that qJl (t) and qJz(t) are two 
solutions of the differential equation (8.54) with the initial condition 
qJ (to) = I. Consider the difference 

qJ (t) = qJz (t) - qJl (t). 

The curve qJ (t) is again a solution of the differential equation (8.54) and 
it satisfies the initial condition qJ (to) = O. This implies the inequality 

, t 

IqJ(t)l= f {b(t)dt!~ fl{b(t)ldt~M f'qJ(t)'dt. (8.66) 

to to to 

Now define the function F by 

F(t)= f,qJ(t)'dt. 
to 

Then (8.66) implies the relation 

F(t) ~ M F(t). 

Multiplying by e- tM we obtain 

F(t)e- tM - M e- tM F(t) ~ 0, 
whence 

d 
-(F(t)e- tM) ~ O. 
dt -

Integrating this inequality and observing that F(to) = 0, we obtain 

F(t)e- tM ~ 0 
and consequently 

F(t) ~ 0 

On the other hand it follows from (8.67) that 

(8.67) 

(8.68) 

(8.69) 

Relations (8.68) and (8.69) imply that F(t)=O whence q>(t)=O. Con­
sequently, the two solutions q>1 (t) and q>z (t) coincide. 
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8.30. I-parameter groups of linear automorphisms. A differentiable 
family of linear automorphisms cp (t) ( - 00 < t < 00 ) is called a I-parameter 
group, if 

cp(t + ,) = cp(t)ocp(,). (8.70) 

Equation (8.70) implies indeed that the automorphisms cp(t) form an 
(abelian) group. Inserting t = 0 we find cp (0) = I. Now equation (8.70) 
yields 

cp(t)o cp( - t) = I 

showing that with every automorphism cp (t) the inverse automorphism 
cp (t) - 1 is contained in the family cp (t) ( - 00 < t < (0). In addition it fol­
lows from (8.70) that the group cp(t) is commutative. 

Differentiation of (8.70) with respect to t yields 

,p(t + ,) = ,p(t)ocp(')' 

Inserting t=O we obtain the differential equation 

(-00<,<00) (8.71) 

where tjJ= ,p(0). Conversely, consider the differential equation (8.71) 
where tjJ is a given transformation of E. It will be shown that the solution 
cp (,) of this differential equation to the initial condition cp (0) = I is a 1-
parameter group of automorphisms. To prove this let, be fixed and con­
sider the curves 

CPl (t) = cp(t + ,) (8.72) 
and 

(8.73) 

Differentiating the equations (8.72) and (8.73) we obtain 

and 

Relations (8.74) and (8.75) show that the two curves <Pl (t) and cpz (t) 
satisfy the same differential equation. Moreover, 

<P1 (0) = cpz (0) = cp (,). 

Thus, it follows from the uniqueness theorem of sec. 8.28 that <P1 (t) == cpz (t) 
whence (8.70). 
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8.31. Differentiable families of rotations. Let cp (t)(to;£ t;£ t 1) be a differ­
entiable family of rotations such that cp(to)=l. Since det cp(t)= ±l for 
every t and det cp (to) = + I it follows from the continuity that det cp (t) = 
+ I, i.e. all rotations cp (t) are proper. 

Now it will be shown that the linear transformations 

ljJ(t) = ¢(t)ocp(t)-1 

are skew. Differentiating the identity 

we obtain 

Inserting 

and 

ip(t)ocp(t) = I 

~(t)ocp(t) + ip(t) 0 ¢(t) = O. 

¢(t) = ljJ(t)ocp(t) 

~ (t) = ¢;(t) = ip (t) 0 ~ (t) 

into this equation we find 

whence 
ip(t)o(~(t) + ljJ(t))ocp(t) = 0, 

~ (t) + Ht) = O. 

Conversely, let the family of linear automorphisms cp (t) be defined by 
the differential equation 

¢(t)=IjJ(t)ocp(t), cp(to) = I 

where IjJ (t) is a continuous family of skew mappings. Then every auto­
morphism cp (t) is a proper rotation. To prove this, define the family X (t) 
by 

x(t) = ip(t)ocp(t). 
Then 

X(t) = ~(t)ocp(t) + ip(t)o ¢(t) 
= - ip(t)oljJ(t)ocp(t) + ip(t)oljJ(t)ocp(t) = 0 

and 

Now the uniqueness theorem implies that X (t) == I, whence 

ip(t)o cp(t) = I. 

This equation shows that the mappings cp (t) are rotations. 
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8.32. Angular velocity. As an example, let cp(t) be a differentiable 
family of rotations of the 3-space such that cp (0) = l. If t is interpreted as 
the time, the family cp (t) can be considered as a rigid motion of the space 
E. Given a vector x, the curve 

x(t) = cp(t)x 

describes its orbit. The corresponding velocity-vector is determined by 

x(t) = rp(t)x = ljJ(t)cp(t)x = ljJ(t)x(t). (8.76) 

Now assume that an orientation is defined in E. Then every mapping 
IjJ (t) can be written as 

ljJ(t)y = u(t) x y. (8.77) 

The vector u(t) is uniquely determined by ljJ(t) and hence by t. Equations 
(8.76) and (8.77) yield 

x(t) = u(C) x x(t). (8.78) 

The vector u(t) is called the angular velocity at the time t. To obtain a 
physical interpretation of the angular velocity, fix a certain instant t and 
assume that u(t)otO. Then equation (8.78) shows that x(t)=O ifand only 
if x (t) is a multiple of u (t). In other words, the straight line generated by 
u (t) consists of all vectors having the velocity zero at the instant t. This 
straight line is called the instantaneous axis. Equation (8.78) implies that 
the velocity-vector x (t) is orthogonal to the instantaneous axis. 

Passing over to the norm in equation (8.78) we find that 

Fig. 1 

Ix(t)1 = lu(t)llh(t)1 

where Ih(t)1 is the distance of the vector x(t) 
from the instantaneous axis (fig. I). Conse­
quently, the norm of u(t) is equal to the mag­

nitude of the velocity of a vector having the distance 1 from the instan-
taneous axis. 

The uniqueness theorem in sec. 8.28 implies that the rigid motion cp (t) 
is uniquely determined by cp (to) if the angular velocity is a given function 
of t. 

8.33. The trigonometric functions. In this concluding section we shall 
apply our general results about families of rotations to the Euclidean 
plane and show that this leads to the trigonometric function cos and 
sin. This definition has the advantage that the addition theorems can be 
proved in a simple fashion, without making use of the geometric intuition. 
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Let E be an oriented Euclidean plane and Ll be the normed determinant 
function representing the given orientation. Consider the skew mapping 
l/I which is defined by the equation 

(l/Ix,Y)=L1(x,y). (8.79) 

First of all we notice that l/I is a proper rotation. In fact, the identity 7.24 
yields 

(l/I X, y)2 = Ll (x, y)2 = (x, x)(y, y) - (x, y)2. 

Inserting y = l/I x we find 

(l/Ix,l/IxY = (x,x)(l/Ix,l/Ix). 

Now l/I is regular as follows from (8.79). Hence the above equation implies 
that 

(l/Ix,l/Ix) = (x,x). 

Replacing x and y by l/I x and l/I y respectively in (8.79) we obtain the re­
lation 

L1 (l/I x, l/I y) = (l/I2 x, l/I y) = (l/I x, y) = L1 (x, y) 
showing that 

detl/l = + 1. 

Let <p (t) ( - 00 < t < (0) be the family of rotations defined by the differ­
ential equation 

,pet) = l/I 0 <pet) (8.80) 
and the initial condition 

<p (0) = I. 

Then it follows from the result of sec. 8.29 that 

<p(t + t) = <p(t)o<p(t). (8.81) 

We now define functions c and s by 

c (1) = 1- tr <p (1) 
and -oo<t<oo. (8.82) 

s (1) = - 1- tr (l/I 0 <p (t)) 

These functions are the well-known functions cos and sin. In fact, all 
the properties of the trigonometric functions can easily be derived from 
(8.82). Select an arbitrary unit-vector e. Then the vectors e and l/Ie form 
17 Greub. Lineal" Algebra 
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an orthonormal basis of E. Consequently, 

tr <p (t) = (<p (t) e , e) + (<p (t) t/t e, t/t e) . (8.83) 

Since t/t is itself a proper rotation, the mappings <p (t) and t/t commute. 
Hence, the second term in (8.83) can be written as 

(<p(t)t/te,t/te) = (t/t<p(t)e,t/te) = (<p(t)e,e). 

We thus obtain 
e(t) = (<p(t)e, e). (8.84) 

In the same way it is shown that 

set) = (<p(t)e,t/te). (8.85) 

Equations (8.84) and (8.85) imply that 

<p(t)e = e(t)e + s(t)t/te. (8.86) 

Replacing t by t+, in (8.84) and using the formulae (8.81) and (8.86) we 
obtain 

e(t + ,) = (<p(t + ,)e, e) = (<p(t)<p(r)e,e) 

= e(t)(<p(,)e,e) - s(t)(<p(,)e, t/t e). (8.87) 

Equations (8.87), (8.84) and (8.85) yield the addition theorem of the func­
tion e: 

e(t + ,) = e(t)e(r) - s(t)s(,). 

In the same way it is shown that 

set + ,) = s(t)e(r) + e(t)s(,). 

Problems 

1. Let t/t be a linear transformation of the inner product space E. De­
fine the linear automorphism exp t/t by 

expt/t= <p(l) 

where <p (t) is the family of linear automorphisms defined by 

¢J(t) = t/to<p(t),<p(O) = l. 
Prove that 

<pet) = exp(tt/t) (-oo<t<oo). 
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2. Show that the mapping l/1-4exp 1/1 defined in problem 1 has the fol­
lowing properties: 

l. exp(1/I1 +1/I2)=expl/ll oexp 1/12 if 1/12 0 1/11 =1/11 01/12· 
2. exp( -I/I)=(exp 1/1)-1. 
3. expO= 1. 

4. expl/l = expt/!. 
5. det expl/l=etrofr • 

From these formulas derive that exp 1/1 is selfadjoint if 1/1 is selfadjoint and 
that exp 1/1 is a proper rotation if 1/1 is skew. 

3. Consider the family of rotations cp(t) defined by (8.80). 
a) Assuming that there is a real number p ~ ° such that cp (p) = I, prove 

that cp(t+p)=cp(t)( -oo<t<oo). 
b) Prove that cp(to)=z if and only if 

(k = 0, ± 1, ± 2, ... ). 

c) Show that the family cp (t) has derivatives of every order and that 

cp(v+2)(t) = _ cp(v)(t) 

d) Define the curve x(t) by 

(v = 0,1. .. ). 

x(t) = cp(t)e 

where e is a fixed unit-vector. Show that 

J Ix(t)1 dt = t. 

o 

4. Derive from formulae (8.82) that the function c is even and that 
the function s is odd. 

5. Let 1/1 be the skew mapping defined by (8.79). Prove De Moivre's 
formula 

exp(tl/l) = e(t)1 + s(t) 1/1 . 

6. Let 1/1 a skew mapping of an n-dimensional inner product space and 
cp (t) the corresponding family of rotations. Consider the normal form 
(8.35) of the matrix of 1/1. Prove that the function cp(t)( -oo<t<oo) is 
periodic if and only if all the ratios Kv: KJl are rational. 
17' 
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7. Let A be a finite dimensional associative real algebra. 
a) Consider a differentiable family of endomorph isms <p,: A ~ A such 

that <Po = l. Prove that rto is a derivation in A. 
b) Let () be a derivation in A and define the family <p, of linear trans­

formations by 
rt, = () <p, , <Po = I. 

Prove that every <p, is an automorphism of A. Show that every <p, com­
mutes with O. 

8. The quaternionic exponential function. Fix a quaternion a and 
consider the differential equation 

x(t) = a x(t) tEIR 

with the initial condition x(O) = e. Define exp a by 

exp a = x(l). 

Decompose a in the form a = A e + h where }. EIR and (h, e) = o. 
(i) Show that 
a) exp(Ae)=exp2·e 

where exp A is the exponential function for the reals. 

b) eXPh=ecoslhl+Wsinlhl. 

c) exp a= exp). (e cos Ihl +w sin Ihl) . 

(ii) Show that 
lexpal=exp},. 

(iii) Prove that exp a = e if and only if 

A=O and Ihl=2kn, kElL. 

(iv) Let a l = Al e + hi and a2 = A2 e + h2 oe two quaternions with hi =l= 0 
and b2 =l= O. Show that exp a2 = exp a l if and only if 

bl 
A2=AI and b2 =bl +2knlbJ' kElL. 

(v) Let B3 be the closed 3-ball given by (x, e)=O, Ixl~n. Define a 
map <p: IR x B3~E by 

<p(A,y)=exp(2e+y) AEIR, YEB 3 . 

Show that a) <p maps B3 onto E -0. 
b) <p is injective in the interior of B3. 
c) If S3 denotes the boundary of B3 then 

<p(}"y) = -exp),·e YES 3 . 



Chapter IX 

Symmetric bilinear functions 

All the properties of an inner product space discussed in Chapter VII 
are based upon the bilinearity, the symmetry and the definiteness of the 
inner product. The question arises which of these properties do not depend 
on the definiteness and hence can be carried over to a real linear space 
with an indefinite inner product. Linear spaces of this type will be dis­
cussed in § 4. First of all, the general properties of a symmetric bilinear 
function will be investigated. It will be assumed throughout the chapter 
that all linear spaces are real. 

§ 1. Bilinear and quadratic functions 

9.1. Definition. Let E be a real vector space and (Jj be a bilinear func­
tion in Ex E. The bilinear function (Jj is called symmetric if 

(Jj(x,y) = (Jj(y,x) x,YEE. 

Given a symmetric bilinear function (Jj consider the (non-linear) func­
tion P defined by 

P(x) = (Jj(x,x). (9.1) 

Then (Jj is uniquely determined by P. 
In fact, replacing x by x+ yin (9.1) we obtain 

P(x + y) = (Jj(x + y,x + y) = P(x) + 2(Jj(x,y) + P(y), (9.2) 

whence 
(Jj(x,y)=HP(x+y)- P(x)- P(y)}. (9.3) 

Equation (9.3) shows that different symmetric bilinear functions (Jj lead 
to different functions P. 

Replacing y by -yin (9.2) we find 

P(x - y) = P(x) - 2(Jj(x,y) + P(y}. (9.4) 
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Adding the equations (9.2) and (9.4) we obtain the so-called parallelo­
gram-identity 

P(x + y) + P(x - y) = 2(P(x) + P(y)). (9.5) 

9.2. Quadratic functions. A continuous function P of one vector which 
satisfies the parallelogram-identity will be called a quadratic junction. 
Every symmetric bilinear function yields a quadratic function by setting 
x= y. We shall now prove that, conversely, every quadratic function can 
be obtained in this way. 

Substituting x = y = 0 in the parallelogram-identity we find that 

P(o) = O. (9.6) 

Now the same identity yields for x=O 

P ( - y) = P (y) 

showing that a quadratic function is an even function. 
If there exists at all a symmetric bilinear function flJ such that 

flJ (x, x) = P (x) 

this function is given by the equation 

flJ ( x, y) = H P (x + y) - P (x) - P (y)} . (9.7) 

Therefore it remains to be shown that the function flJ defined by (9.7) is 
indeed bilinear and symmetric. The symmetry is an immediate conse­
quence of (9.7). Next, we prove the relation 

flJ(Xl + X2'y) = flJ(x1,y) + flJ(X2,Y). 

Equation (9.7) yields 

whence 

2flJ(Xl + X2,Y) = P(x1 + X2 + y) - P(x1 + X2) - P(y) 
2<P(Xl'Y) = P(x1 + y) - P(Xl) - P(y) 
2flJ(X2,y) = P(x2 + y) - P(x2) - P(y), 

(9.8) 

2 {flJ(Xl + X2,y) - flJ(x1,y) - <P(x 2 ,y)} = {P(XI + x2 + y) + P(y)}-
- {P(XI + y) + P(X2 + y)} - {P(XI + X2) - P(x1) - P(X2)}' (9.9) 

It follows from (9.5) that 

P(XI + X2 + y) + P(y) = HP(x l + X2 + 2y) + P(x1 + x2)} (9.10) 
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and 

(9.11) 

Subtracting (9.11) from (9.10) and using the parallelogram-identity again 
we find that 

{'l'(XI + Xz + y) + 'P(y)} - {'l'(XI + y) + 'l'(XZ + y)} (9.12) 

= H'l'(XI + XZ) - 'P(XI - XZ)} = - 'l'(X I) - 'P(XZ) + 'l'(XI + xz). 

Now equations (9.9) and (9.12) imply (9.8). Inserting Xl =X and X2 =-x 

into (9.8) we obtain 
1[>( - x,y) = -I[>(x,y). (9.13) 

It remains to be shown that 

I[>(Ax,y) = A I[> (x, y) (9.14) 

for every real number A. First of all it follows from (9.8) that 

I[>(kx,y) = kl[>(x,y) 

for a positive integer k. Equation (9.13) shows that (9.14) is also correct 
for negative integers. Now consider a rational number 

(p, q integers). 

Then 

whence 

To prove (9.14) for an irrational factor A we note first that I[> is a continu­
ous function of x and y, as follows from the continuity of 'P. Now select 
a sequence of rational numbers An such that 

lim An = A. 

Then we have that 
I[> ( An X, y) = An I[> ( x, y) . (9.15) 

For n-+oo we obtain from (9.15) the relation (9.14). 
Our result shows that the relations (9.1) and (9.7) define a one-to-one 

correspondence between all symmetric bilinear functions and all qua-
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dratic functions. If no ambiguity is possible we shall designate a symme­
tric bilinear function and the corresponding quadratic function by the 
same symbol, i.e., we shall simply write 

4>(x,x) = 4>(x). 

9.3. Bilinear and quadratic forms. Now assume that E has dimen­
sion n and let xv(v= l...n) be a basis of E. Then a symmetric bilinear 
function 4> can be expressed as a bilinear form 

4> (x, y) = L :XVI' C ryl' (9.16) 

where 
V,/.l 

and the matrix :Xv # is defined by 

:XVI' = 4> (xv, xI') *). 

It follows from the symmetry of 4> that the matrix :Xv # is symmetric: 

Replacing y by x in (9.16) we obtain the corresponding quadratic form 

CP(x) = L :XVI' C ~I'. 
v,l' 

Problems 

1. Let f and g be two linearly independent linear functions in E and 
let 0 be a derivation in the algebra IR. Show that the function 

P(x)= f(x) 0 [g(x)] - g(x) 0 [f(x)] 

satisfies the paralelogram identity and the relation P (Ax) = A 2 P (x). 
Prove that the function 4> obtained from P by (9.7) is bilinear ifand only 
if 0=0. 

2. Prove that a symmetric bilinear function in E defines a quadratic 
function in the direct sum E(£;E. 

3. Denote by A and by A the matrices of the bilinear function cP with 
respect to two bases Xv and xv(v= I ... 11). Show that 

A = T A T* 

where T is the matrix of the basis transformation xv--->xv' 

*) The first index counts the row. 
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§ 2. The decomposition of E 

9.4. Rank. Let E be a vector space of dimension nand iP a sym­
metric bilinear function in Ex E. Recall that the nullspace Eo of iP is 
defined to be the set of all vectors Xo E E such that 

for every y E E . (9.17) 

The difference of the dimensions of E and Eo is called the rank of iP. 
Hence iP is non-degenerate if and only it has rank n. 

Now let E* be a dual space and consider the linear mapping cp:E-+E* 
defined by 

iP(X,y) = <cpx,Y) x,YEE. (9.18) 

Then the null-space of iP obviously coincides with the kernel of cp, 

Eo = kercp. 

Consequently, the rank of iP is equal to the rank of the mapping cp. Let 
(a vll ) be the matrix of iP relative to a basis Xv (v = l ... n) of E. Then relation 
(9.18) yields 

showing that aVIl is the matrix of the mapping cp. This implies that the 
rank of the matrix (avll ) is equal to the rank of cp and hence equal to the 
rank of iP. In particular, a symmetric bilinear function is non-degenerate 
if and only if the determinant of (a vll ) is different from zero. 

9.5. Definiteness. A symmetric bilinear function iP is called positive 

definite if 
iP(x»O 

for all vectors x =1= O. As has been shown in sec. 7.4, a positive definite 
bilinear function satisfies the Schwarz-inequality 

iP(X,y)2 ~ iP(x)iP(y) x, YEE. 

Equality holds if and only if the vectors X and yare linearly dependent. 
A positive definite function iP is non-degenerate. 

If iP(x)~O for all vectors xEE, but iP(x)=O for some vectors x =1= 0, the 
function iP is called positive semidefinite. The Schwarz inequality is stiU 
valid for a semidefinite function. But now equality may hold without the 
vectors x and y being linearly dependent. A semidefinite function is al-
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ways degenerate. In fact, consider a vector Xo =!= 0 such that <P (xo) = O. 
Then the Schwarz inequality implies that 

<P (xo, y)2 ~ <P (xo) <P (y) = 0 

whence <P (xo, y) = 0 for all vectors y. 
In the same way negative definite and negative semidefinite bilinear 

functions are defined. 
The bilinear function <P is called indefinite if the function <P (x) assumes 

positive and negative values. An indefinite function may be degenerate 
or non-degenerate. 

9.6. The decomposition of E. Let a non-degenerate indefinite bilinear 
function <P be given in the n-dimensional space E. It will be shown that 
the space E can be decomposed into two subspaces E+ and E- such that 
<P is positive definite in E + and is negative definite in E - . 

Since <P is indefinite, there is a non-trivial subspace of E in which <P is 
positive definite. For instance, every vector a for which <P(a»O generates 
such a subspace. 

Let E+ be a subspace of maximal dimension such that <P is positive 
definite in E +. Consider the orthogonal complement E - of E + with re­
spect to the scalar product defined by <P. Since <P is positive definite in E +, 
the intersection E + n E - consists only of the zero-vector. At the same 
time we have the relation (cf. Proposition II, sec. 233) 

dimE+ + dimE- = dimE. 

This yields the direct decomposition 

Now it will be shown that <P is negative definite in E-. Given a vector 
z=!=O of E-, consider the subspace E1 generated by E+ and z. Every vec­
tor of this subspace can be written as 

x = y + Ilz 
This implies that 

(9.19) 

Now assume that <P(z»O. Then equation (9.19) shows that <P is positive 
definite in the subspace E1 which is a contradiction to the maximum­
property of E +. Consequently, 

<P(z) ~ 0 for all vectors ZEE-
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i.e., fP is negative semidefinite in E -. Using the Schwarz inequality 

(9.20) 

we can prove that fP is even negative definite in E-. Assume that fP (Zl) =0 
for a vector Z 1 E E -. Then the inequality (9.20) yields 

for all vectors zEE-. At the same time we know that 

for all vectors YEE+. These two equations imply that 

for all vectors XE E, whence Z 1 = o. 
9.7. The decomposition in the degenerate case. If the bilinear function 

fP is degenerate, select a subspace E1 complementary to the nulls pace Eo, 

Then fP is non-degenerate in E 1 • In fact, assume that 

for a fixed vector Xl EEl and all vectors Yl EEl. Consider an arbitrary 
vector YEE. This vector can be written as 

Y = Yo + Yl 
whence 

(9.21) 

This equation shows that Xl is contained in E1 and hence it is contained 
in the intersection Eo n E 1 • This implies that Xl =0. 

Now the construction of sec. 9.6 can be applied to the subspace E1 • We 
thus obtain altogether a direct decomposition 

(9.22) 

of E such that fP is positive definite in E + and negative definite in E -. 
9.S. Diagonalization ofthe matrix. Let (x 1 .. . xs) be a basis of E +, which 

is orthonormal with respect to fP, (xs+ 1 . .. Xr) be a basis of E- which is 
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orthonormal with respect to - CP, and (xr +1" .xn ) be an arbitrary basis 
of Eo. Then 

\+l(v=l ... s) 
where 8 v =) - 1 (v: s + 1 ... r) 

~ O(v-r+1 ... n) 

The vectors (Xl'''Xn ) then form a basis of Ein which the matrix ofCP has 
the following diagonal-form: 

~ 

o 

~" 
r-s~l 

o 

~ 
9.9. The index. It is clear from the above construction that there are 

infinitely many different decompositions of the form (9.22). However, the 
dimensions of E + and E - are uniquely determined by the bilinear func­
tion CPo To prove this, consider two decompositions 

(9.23) 
and 

(9.24) 

such that cP is positive definite in E: and E; and negative definite in 
E ~ and E;. This implies that 

E; n (E~ EB Eo) = 0 
whence 

dimE; + dimE~ + dim Eo ~ n. (9.25) 

Comparing the dimensions in (9.23) we find 

dimE;' + dimE~ + dimEo = n. (9.26) 

Equations (9.25) and (9.26) yield 

dim E; ~ dim E: . 
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Interchanging Et and E2+ we obtain 

dimEi ~ dimE;, 
whence 

dimEi = dimE;. 

Consequently, the dimension of E+ is uniquely determined by CPo This 
number is called the index of the bilinear function cP and the number 
dim E+ -dim E- =2s-r is called the signature of CPo 

Now suppose that xv(v= l...n) is a basis of E in which the quadratic 
function cP has diagonal form 

cP (x) = I Av C C 

and assume that 

Av > 0 (v = 1. .. p) and Av;£ 0 (v = p + 1. .. n) • 

Then p is the index of CPo In fact, the vectors Xv (v = l ... p) generate a sub­
space of maximal dimension in which cP is positive definite. 

From the above result we obtain Sylvester's law of inertia which asserts 
that the number of positive coefficients is the same for every diagonal 
form. 

9.10. The rank and the index of a symmetric bilinear function can be 
determined explicitly from the corresponding quadratic form 

V,I' 

We can exclude the case CP=O. Then at least one coefficient (Xij is different 
from zero. If i =l= j, apply the substitution 

~i = ~i + ~j, ~j = ~i _ ~j. 

Then 

v, I' 

where iiii =l= 0 and ii jj =l= O. Thus, we may assume that at least one coefficient 
(Xii' say (Xll, is different from zero. Then CP(x) can be written as 

1 lIn 
1] = ~ + -- I (XlI' ~I' 

(Xll 1'=2 

1]v=C (v=2 ... n) 
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yields 

tP(X)=Cl: ll (1]1)2+ I {3VI'I]'I]I'· (9.27) 
'.1'= 2 

The sum in (9.27) is a symmetric bilinear form in (n -1) variables and 
hence the same reduction can be applied to this sum. Continuing this way 
we finally obtain an expression of the form 

Rearranging the variables we can achieve that 

AV>O (v=l ... s) 
AV < 0 (v = s + 1... r) 
AV=O (v=r+l ... n). 

Then r is the rank and s is the index of tP. 

Problems 

1. Let tP '* 0 be a given quadratic function. Prove that tP can be written 
in the form 

tP (x) = e f (X)2, e = ± 1 

where f is a linear function, if and only if the corresponding bilinear func­
tion has rank I. 

2. Given a non-degenerate symmetric bilinear form tP in E, let J be a 
subspace of maximal dimension such that tP(x, x)=O for every xEJ. 

Prove that 
dimJ = min(s,n - s). 

Hint: Introduce two dual spaces E* and F* and linear mappings 

<pl:E~E* and <p2:E~F* 

defined by 
tP(x,y) = <<P1X,y) and tP(x,y) = <X,<P2Y)' 

3. Define the bilinear function tP in the space L(E; E) by 

tP (<p, l{I) = tr (l{I 0 <p). 

Let SeE; E) be the space of all selfadjoint mappings and A (E; E) be 
the space of all skew mappings with respect to a positive definite inner 
product. Prove: 
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a) €P(ep, ep»O for every ep=l=O in SeE; E), 
b) €P(ep, ep)<O for every ep=l=O in A(E; E), 
c) €P(ep, 1/1)=0 if epES(E; E) and I/IEA(E; E), 

. . n(n+l) . 
d) The mdex of €P IS ----, where n = dimE. 

2 

4. Find the index of the bilinear function 

€P(ep, 1/1) = tr(I/Ioep) - trep tr 1/1 
in the space L(E; E). 

5. Find the index of the quadratic form 

€P(x) = L ~i~j. 
i<j 
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6. Let €P be a bilinear function in E. Assume that El is a subspace of 
E such that €P is non-degenerate in E1 • Define the subspace E2 as follows: 
A vector x 2 E E is contained in E2 if 

€P(Xl' X2) = 0 for all vectors Xl EEl. 
Prove that 

E = El EBE2 • 

7. Consider a (not necessarily symmetric) bilinear function €P such that 
€P(x, x»O for all vectors X =1=0. Construct a basis of E in which the matrix 
of €P has the form 

1 

"-
Hint: Decompose €P in the form 

€P = €P l + €P 2, 
where 

€P l (x,y) = t(€P(x, y) + €P(y,x)) 
and 

€P 2(x,y) = t(€p(x,y) - €P(y,x)). 
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8. Let E be a 2-dimensional vector space, and consider the 4-dimen­
sional space L (E; E). Prove that there exists a 3-dimensional subspace 
Fe L (E; E) and a symmetric bilinear function cfJ in F such that the nil­
potent transformations (cf. problem 7, Chap. IV, § 6) are precisely the 
transformations r satisfying cfJ (T) = 0 (In other words, the nilpotent trans­
formations form a cone in F). 

§ 3. Pairs of symmetric bilinear functions 

9.11. In this paragraph we shall investigate the question under which 
conditions two symmetric bilinear functions cfJ and P can be simultane­
ously reduced to diagonal form. 

To obtain a first criterion we consider the case that one of the bilinear 
functions, say P, is non-degenerate. Then the vector space E is self-dual 
with respect to P and hence there exists a linear transformation cp:E--->E 
satisfying 

cfJ(X,y) = P(cpx,y) x,YEE 

(cf. Prop. Ill, sec. 2.33). Suppose now that Xl and X2 are eigenvectors of 
cp such that the corresponding eigenvalues Al and A2 are different. Then 
we have that 

and 

whence in view of the symmetry of cfJ and P 

(AI - A2) P(X I ,X2) = O. 

Since).l *A2 it follows that P(XI' x 2 )=0 and hence cfJ(XI' x 2 )=0. 
Proposition: Assume that P is non-degenerate. Then cfJ and Pare 

simultaneously diagonalizable if and only if the linear transformation cp 
has n linearly independent eigenvectors. 

Proof· If cp has n linearly independent eigenvectors consider the distinct 
eigenvalues AI . .. Ar of cpo Then it follows that 

where Ei is the eigenspace of Ai' Then we have for XiEEi and xjEEj' i*j 

o/(Xi,Xj)=O and cfJ(Xi,X j ) =0. 

Now choose a basis in each space Ei such that P has diagonal form (cf. 
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sec. 9.8). Since 
cJ>(x,y) = Ai P{X,y) x,YEEi 

it follows that cJ> has also diagonal form in this basis. Combining all these 
bases of the E; we obtain a basis of E such that cJ> and P have diagonal 
form. 

Conversely, let e;{i= L.n) be a basis of E such that cJ>{e;, ej)=O and 
P{ei' ej)=O ifi=!=j. Then we have that 

P {cp ei' e J = 0 i"* j . 

This equation shows that the vector cp ei is contained in the orthogonal 
complement (with respect to the scalar product defined by P) of the sub­
space F; generated by the vectors e., v =!= i. But Fy is the i-dimensional 
subspace generated by ei, and so it follows that cpe;=),e;. In other words, 
the e; are eigenvectors of cpo 

As an example let E be a plane with basis a, b and consider the bilinear 
functions cJ>, P given by 

cJ>{a,a)=i, cJ>{a, b) =0, cJ>{b,b)=-l 
and 

P{a,a)=O, P{a,b)=l, P{b,b)=O. 

It is easy to verify that then the linear transformation cp is given by 

cpa=b, cpb=-a. 

Since the characteristic polynomial of cp is A 2 + I it follows that cp has no 
eigenvectors. Hence, the bilinear functions cJ> and P are not simultane­
ously diagonalizable. 

Theorem: Let E be a vector space of dimension n ~ 3 and let cJ> and P 
be two symmetric bilinear functions such that 

Then cJ> and P are simultaneously diagonalizable. 
Before giving the proof we comment that the theorem is not correct for 

dimension 2 as the example above shows. 
9.12. To prove the above theorem we employ a similar method as in 

sec. 8.6. If one of the functions cJ> and P, say P, is positive definite the 
desired basis-vectors are those for which the function 

18 Greub. Linear Algebra 

cJ>{x) 
F{x)=­

P{x) 
x=!=O. (9.28) 
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assumes a relative minimum. However, if lJ' is indefinite, the denominator 
in (9.28) assumes the value zero for certain vectors X9=O and hence the 
function F is no longer defined in the entire space X9=O. The method of 
sec. 8.6 can still be carried over to the present case if the function F is 
replaced by the function 

arc tanF(x). (9.29) 

To avoid difficulties arising from the fact that the function arc tan is not 
single-valued, we shall write the function as a line-integral. At this point 
the hypothesis n ~ 3 will be essential *). 

Let Ebe the deleted space X9=O and X= x(t) (O~ t ~ 1) be a differentiable 
curve in E. Consider the line-integral 

1 

J = f cP (x) lJ' (x, x) -=_CPix, x) lJ'(x) d t 
cp(X)2 + lJ'(X)2 

o 

(9.30) 

taken along the curve x (t). First of all it will be shown that the integral J 
depends only on the initial point xo=x(O) and the endpoint x=x(l) of 
the curve x(t). For this purpose define the following mapping of E into 
the complex w-plane: 

w(x) = CP(x) + i lJ'(x). 

The image of the curve x(t) under this mapping is the curve 

wet) = cP(x (t)) + i lJ'(x(t)) (0~t~1) (9.31) 

in the w-plane. The hypothesis cP (X)2 + lJ' (X)2 9= 0 implies that the curve 
w(t)(O~t~ I) does not go through the point w=O. The integral (9.30) 
can now be written as 

1 

1fuv-uv J = - - dt 
2 u2 + v2 

o 

where the integration is taken along the curve (9.31). 
Now let e(t) be an angle-function for the curve wet) i.e. a continuous 

function of t such that 
u (t) 

cose(t) = - and 
Iw(t)1 

*) The proof given is due to JOHN MILNOR. 

. v (t) 
Sill e(t) = -­

Iw(t)1 
(9.32) 
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(cf. fig. 2) *). It follows from the differentiability of the curve w (t) that 
the angle-function (J is differentiable and we thus obtain from (9.32) 

Fig. 2 

dlwl 
-ulwl + u-­

dt 
sin(J·g = --­

Iwl2 

and 

dlwl 
i'lwl- v--

. d t 
cos(J·O =-----. 

Iwl2 

(9.33) 

(9.34) 

Multiplying (9.33) by sin (J and (9.34) by cos (J and adding these equa­
tions we find that 

Integration from t = 0 to t = 1 gives 

1 

fuv-uv 
2 2 dt=(J(l)-(J(O) 

u + v 
o 

showing that the integral J is equal to the change of the angle-function (J 

along the curve wet), 
2J = (J(1) - (J(O). (9.35) 

Now consider another differentiable curve x=x(t)(O;;:;; t;;:;; 1) in E with 
the initial point Xo and the endpoint x and denote by J the integral (9.30) 
taken along the curve x(t). Then formula (9.35) yields 

2J= (1(1) - (1(0) (9.36) 

where (1 is an angle-function for the curve 

wet) = cJ> (x (t)) + i p(x(t)) (O;;:;;t;;:;;l). 

Since the curves wet) and w(t)(O;;:;;t;;:;; 1) have the same initial point and 
the same endpoint it follows that 

8(0)-O(0)=2kon and O(1)-0(1)=2k\n (9.37) 

*j For more details cr. P. S. ALEXANDROV. Combinatorial Topology, Vol. I. chapter II. ~ 2. 

18' 
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where ko and kl are integers. Equations (9.35), (9.36) and (9.37) show 
that the difference J -1 is a multiple of n, 

J-J=kn. 

It remains to be shown that k = O. The hypothesis n ~ 3 implies that the 
space E is simply connected. In other words, there exists a continuous 
mapping X= x (t, T) of the square O~ t~ 1, O~ T ~ 1 into E such that 

x(t,O)=x(t), x(t,l)=x(t) 
and 

X(O,T)=XO' x(l,T)=x O~T~1. 

The mapping x (t, T) can even be assumed to be differentiable. Then, for 
every fixed T, we can form the integral (9.30) along the curve 

x(t, T) (O~t~l). 

This integral is a continuous function 1 (T) of T. At the same time we know 
that the difference 1(r)-1 is a multiple of n, 

J(T) - 1 = nk(T). (9.38) 

Hence, k (T) is a continuous integer-valued function in the interval 
o ~ T ~ 1 and thus k (T) must be a constant. Since k (0) = 0 it follows that 
k(T)=O(O~T~ 1). Now equation (9.38) yields 

1(T)=1 (0 ~ T ~ 1). 

Inserting T = 1 we obtain the relation 

showing that the integral (9.30) is indeed independent of the curve x(t). 
9.13. The function F. We now can define a single-valued function Fin 

the space E by 
x 

F(x) = f ~(x) P(x,xt-:- 1J(x,x) P(x] dt 
1J(X)2 + p(X)2 

Xo 

(9.39) 

where the integration is taken along an arbitrary differentiable curve x(t) 
in E leading from X o to x. The function F is homogeneous of degree zero, 

F(h) = F(x), (9.40) 
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To prove this, observe that 
AX 

F (AX) - F (x) = f (/> (x) P (x, x)_=-(/>(~, x)P (x) d t. 
(/>(X)2 + p(X)2 

X 

Choosing the straight segment 

x(t) = (1- t)Ax + tx (O~t~l) 

as path of integration we find that 

x=(1-A)x 
whence 

<P(x) P(x,x) - <P(x, x) P(x) = O. 

This implies the equation (9.40). 
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9.14. The construction of eigenvectors. From now on our proof will 
follow the same lines as in sec. 8.6. We consider first the case that Pis non­
degenerate. Introduce a positive definite inner product in E. Then the 
continuous function F assumes a minimum on the sphere Ixl = I. Let e1 

be a vector on Ixl = 1 such that 

for all vectors Ixl = I. Then the homogeneity of F implies that 

for all vectors x =1= o. 
Consequently, the function 

f(t) = F(e l + ty), 

where y is an arbitrary vector, assumes a minimum at t=O, whence 

reO) = O. 

Carrying out the differentiation we find that 

r (0) = <P(el)_,!,_(e_l,-Y)=!S~, y) ~(~. 
<P(e l )2 + P(e l)2 

Equations (9.41) and (9.42) imply that 

(9.41) 

(9.42) 

(9.43) 

for all vectors YEE. In this equation P(el)=I=O. In fact, assume that 
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tp(e 1)=0. Then cP(e1)=I=O and hence equation (9.43) yields tp(e l , y)=O 
for all vectors YEE. This is a contradiction to our assumption that tp is 
non-degenerate. 

Define the number ).1 by 

then equation (9.43) can be written as 

YEE. 

9.15. Now consider the subspace E1 defined by the equation 

Since tp is non-degenerate, E1 has the dimension n -I. Moreover, the 
restriction of tp to E1 is again non-degenerate: Assume that 21 is a vector 
of El such that 

(9.44) 

for all vectors 2EE I . Equation (9.44) implies that 

(9.45) 

for every vector XE E because x can be decomposed in the form 

Now it follows from (9.45) that 21 =0, and so tp is non-degenerate in E 1 • 

Therefore, the construction of sec. 9.14 can be applied to E 1 • We thus 
obtain a vector e2 EE I with the property that 

(9.46) 
where 

Equation (9.46) implies that 

(9.47) 

for every vector YEE; in fact, Y can be decomposed in the form 
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and we thus obtain 

and 

cP(e2,Y) = ~cP(e2,ej) + cP(e2,z) = ~cP(ej,e2) + cP(e2,z) 

= ~Aj lJf(e j ,e2 ) + cP(e2'z) = cP(e2'z) 

lJf (e2, y) = ~ lJf (e2, ej ) + lJf h, z) = lJf (e2, 2). 

Equations (9.46), (9.48) and (9.49) yield (9.47). 
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(9.48) 

(9.49) 

Continuing this construction we obtain after n steps a system of n 
vectors ev subject to the following conditions: 

<P(ev,y) = AvlJf(ev';') YEE (9.50) 
lJf (ev, eJ =1= 0 
lJf(ev,e~)=O ~v=l=)1.). 

Rearranging the vectors ev and multiplying them with appropriate scalars 
we can achieve that 

( ) _ < _\+l(v=l ... s) 
lJf ev, e~ - tv uv~ tv - ') _ 1 (= 1 ) ( v S+ ... n 

(9.51) 

where s denotes the signature of lJf. It follows from the above relations 
that the vectors ev form a basis of E. 

Inserting y=el' in the first equation (9.50) we find 

(9.52) 

Equations (9.51) and (9.52) show that the bilinear functions <P and lJf have 
diagonal form in the basis ev(v= l...n). 

9.16. The degenerate case. The degenerate case now remains to be con­
sidered. We may assume that lJf =1= O. Then it will be shown that there 
exists a scalar Ao such that the bilinear function cP + Ao lJf is non-de­
generate 

Let E* be a dual space of E and consider the linear mappings 

qJ: E -+ E* and 1/1 : E -+ E* 

defined by the equations 

cP (x, y) = <qJ x, y) and lJf (x, y) = <1/1 x, y). 
Then 

1m 1/1 n qJ (ker 1/1) = O. (9.53) 

To prove this relation, let Y*E 1m 1/1 n qJ (ker1/1) be any vector. Then y* = qJ x 
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for some XE ker ljJ. Hence 
P(x) = <x,ljJx) = 0 (9.54) 

and 
4>(x) = <cp x, x) = <y*, x) = 0 (9.55) 

because Y*ElmljJ and xEkerljJ. 
Equations (9.54) and (9.55) imply that x =0 and hence that y* = cp x = O. 
Now let xv(v= 1 ... n) be a basis of E such that the vectors (xr+ 1 ... Xn) 

form a basis of ker ljJ. Employing a determinant-function A =l=0 in Ewe 
obtain 

A (cp XI + AljJ XI'" cp Xn + ), ljJ xn) 
= A (cp XI + ), 1/1 XI'" cp Xr + lljJ x" cp Xr + 1 ... cp xn)· 

The expansion of this expression yields a polynomial/(A) starting with 
the term 

The coefficient of X is not identically zero. This follows from the relation 
(9.53) and the fact that the r vectors ljJxQElmljJ (Q = l...r) and the (n -r) 
vectors CPXu E cp (ker ljJ) ((J = r + l...n) are linearly independent. 

Hence, I is a polynomial of degree r. Our assumption P =l=0 implies 
that r~ 1. Consequently, a number )'0 can be chosen such that/(lo)=l=O. 
Then 4> + Ao P is non-degenerate (cf. sec. 9.4). 

By the previous theorem there exists a basis ev (v = l ... n) of E in which 
the bilinear functions 4> and 4> + A P both have diagonal form. Then the 
functions 4> and P have also diagonal form in this basis. 

Problems 

1. Let 4> and P be two symmetric bilinear functions in E. Prove that 
the condition 

is equivalent to the following one: There exist real numbers A and J1 such 
that 

A4>(x) + J1 P(x) > 0 
for every x=l=O. 

2. Let A=(av!') and B=(f3v!') be two symmetric nxn-matrices and 
assume that the equations 

L (Xv!' C (I' = 0 and L f3vl' C (I' = 0 
v, J-' v, Ii 
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together imply that C = 0 (v = l ... n). Prove that the polynomial 

is of degree r and has r real roots where r is the rank of B. 

§ 4. Pseudo-Euclidean spaces 

9.17. Definition. A pseudo-Euclidean space is a real linear space in 
which a non-degenera te indefinite bilinear function is given. As in the 
positive definite case, this bilinear function is called the inner product and 
is denoted by (,). The index of the inner product is called the index of 
the pseudo-Euclidean space. 

Since the inner product is indefinite, the number (x, x) can be positive, 
negative or zero, depending on the vector x. A vector x=l=O is called 

space-like, if (x, x»O 
time-like, if (x, x)<O 
a light-vector, if (x, x)=O 
The light-cone is the set of all light-vectors. 
As in the definite case two vectors x and yare called orthogonal if 

(x, y) = O. The light-cone consists of all vectors which are orthogonal to 
themselves. 

A basis e, (v = 1 ... n) is called orthonormal if 

where 
\+l(v=l ... s) 

G = 
, (-l(v=s+l. .. n). 

In sec. 9.8 we have shown that an orthonormal basis can always be 
constructed. 

If an orthonormal basis e,(v= l...n) is chosen, the inner product of 
two vectors 

is given by the bilinear form 
n 

(x,y) = L G.C·'1' = L C'1' - L C'1 v (9.56) 
v=l v=l v=s+l 

and the equation of the light-cone reads 

L CC- L CC=O. 
v=l v=s+l 
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9.18. Orthogonal complements. Since the inner product in E is non­
degenerate the space E is dual to itself. Hence, every subspace El c E 

determines an orthogonal complement Et which is again a subspace of E 

and has complementary dimension. 
However, the intersection El n Et does not necessarily consist of the 

zero-vector alone, as in the positive definite case. Assume, for instance, 
that El is the I-dimensional subspace generated by a light-vector 1. 
Then El is contained in Et. 

It will be shown that El n Et = 0 if and only if the inner product is 
non-degenerate in El . Assume first that this condition is fulfilled. Let Xl 

be a vector of El nEt. Then 

(9.57) 

and thus Xl = O. Conversely, assume that El n Et = O. Then it follows that 

(9.58) 

since El and Et have complementary dimension. 
Now let XI be a vector of El such that 

It follows from (9.58) that every vector y of E can be written as 

Y = Yl + yt 
whence 

This equation implies that Xl =0. Consequently, the inner product IS 

non-degenerate in E I' 

9.19. Normed determinant functions. Let Ll 0 =1= 0 be a determinant func­
tion in E. Since E is dual to itself, the identity (4.21) applies to E yielding 

IX E IR 
IX =1= O. 

(9.59) 

Substituting X v = Yv = e" in (9.59), where ev (v = l. .. n) is an orthonormal 
basis, we obtain 

This equation shows that 
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Consequently, another determinant function, ,1, can be defined by 

,10 
,1 = + -- -- __ , ___ -== . (9.60) - J( _1)n- so: 

Then the identity (9.59) assumes the form 

(9.61) 

A determinant function satisfying the relation (9.61) is called a normed 
determinant function. Equation (9.60) shows that there exist exactly two 
normed determinant functions ,1 and -,1 in E. 

9.20. The pseudo-Euclidean plane. The simplest example of a pseudo­
Euclidean space is a 2-dimensional linear space with an inner product 
of index 1. Then the light-cone consists of two straight lines. Selecting 
two vectors 11 and 12 which generate these lines we have the equations 

(9.62) 
But 

because otherwise the inner product would be identically zero. We can 
therefore assume that 

(9.63) 
Given a vector 

X=~111+e/2 

of E the equations (9.62) and (9.63) yield 

(x,x) = - 2~1 ~2 

showing that x is space-like if (1 e <0 and x is time-like if (1 ~2 > O. In 
other words, the space-like vectors are contained in the two sectors SI 
and S2 of fig. 3 and the time-like vectors are contained in T+ and T-. 

x, 

Fig. 3 

The inner product of two vectors 

x = ~ I II + e 12 and Y = I] I 11 + 1]2 12 

is given by 

This formula shows that the inner product of two 
space-like vectors is positive if and only if these 
vectors are contained in the same one of the sectors 

SI and S2· 
Let an orientation be defined in E by the normed determinant function,1. 
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Then the identity (9.61) yields (n=2, s= 1) 

(X,y)2 - J(X,y)2 = (x,x)(y,y). (9.64) 

If x and yare not light-vectors equation (9.64) may be written in the 
form 

(x,y)Z J(x,y)Z 
----- - -- ----- = 1. 
(x,x)(y,y) (x,x)(y,y) 

(9.65) 

Now assume in addition, that the vectors x and yare space-like and are 
contained in the same one of the sectors Sl and Sz. Then 

(x,y»O. (9.66) 

Relations (9.65) and (9.66) imply that there exists exactly one real 
number e ( - 00 < e < 00) such that 

(x, y) 
cosh e = -- and 

[x[[y[ 

. J(x,y) 
smhe=---. 

[x[[y[ 
(9.67) 

This number is called the pseudo-Euclidean angle between the space-like 
vectors x and y. 

We finally note that the vectors 

1 1 
e1=J2(l1-lz) and ez= J2(l1+lz) 

form an orthonormal basis of E. Relative to this basis the equation of 
the light-cone assumes the form 

9.21. Pseudo-Euclidean spaces of index n -1. More generally let us con­
sider an n-dimensional pseudo-Euclidean space with index n -1. Then 
every fixed time-like unit vector z determines an orthogonal decom­
position of E into an (n -I)-dimensional subspace consisting of space­
like vectors and the I-dimensional subspace generated by z. In fact, every 
vector xEEcan be uniquely decomposed in the form 

x = AZ + y (Z,y)=o 

where the scalar A is given by 
A = - (x,z). 

Passing over to the norm we obtain the equation 

(x, x) = - AZ + (y,y) 
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,12 < (y,y) if x is space-like 
,12> (y, y) if x is time-like 
,12 = (y, y) if x is a light-vector. 

285 

(9.68) 

From this decomposition we shall now derive the following properties: 
(I) Two time-like vectors are never orthogonal. 
(2) A time-like vector is never orthogonal to a light-vector. 
(3) Two light-vectors are orthogonal if and only if they are linearly 

dependent. 
(4) The orthogonal complement of a light-vector is an (n -I)-di­

mensional subspace of E in which the inner product is positive semide­
finite and has rank n - 2. 

To prove (1), consider another time-like vector Z 1. This vector Z 1 can be 
written as 

(9.69) 
Then 

A,z > (Y1, YI), 

whence ,1=1=0. Inner multiplication of (9.69) by Z yields 

(Z,ZI) = A(z,z) =1= O. 

Next, consider a light-vector l. Then 

(Z,y) = 0 
and 

,12 = (y, y) > O. 

These two relations imply that 

(/, z) = ).(z,::) =1= 0 
which proves (2). 

Now let II and 12 be two orthogonal light-vectors. Then we have the 
decompositions 

whence 

Observing that 

).i=(YI'YI) and A~=(Yz'Yz) 

we obtain from (9.71) the equation 

(Y!, YI)(Y2' yz) = (YI' Yz)2. 

(9.70) 

(9.71) 
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The vectors Y1 and Y2 are contained in the orthogonal complement 
of z. In this space the inner product is positive definite and hence equation. 
(9.71) implies that Y1 and Y2 are linearly dependent, Y2 =AY1' Inserting 
this into (9.70) we find A2 =i)", whence 12 =AI,. 

Finally, let 1 be a light-vector and £, be the orthogonal complement of 
I. It follows from property (2) that £, does not contain time-like vectors. 
In other words, the inner product is positive semidefinite in £1' To find 
the null-space of the inner product, assume that Y1 is a vector of £1 such 
that 

(Y1'Y) = 0 for all vectors YEE,. 

This implies that (Y1' Y1)=O showing that Yl is a light-vector. Now it 
follows from property (3) that Y1 is a multiple of I. Consequently, the 
null-space of the inner product in £1 is generated by I. 

9.22. Fore-cone and past-cone. As another consequence of the prop­
erties established in the last section it will now be shown that the set of all 
time-like vectors consists of two disjoint sectors T+ and T- (cf. fig. 4.) To 
this purpose we define an equivalence relation in the set T of all time-like 

Fig. 4 

vectors in the following way: 

(9.72) 

Relation (9.72) is obviously symmetric and reflexive. 
To prove the transitivity, consider three time-like 

x, vectors zi(i= 1,2,3) and assume that 

(Zl,Z3)<0 and (Z2,Z3)<0. 

We have to show that 

We may assume that 2'3 is a time-like unit-vector. Then the vectors z, and 
Z2 can be decomposed in the form 

(i = 1,2) (9.73) 

where the vectors Y1 and Y2 are contained in the orthogonal complement 
F of 2'3' Equations (9.73) yield 

(i = 1,2) (9.74) 

and 
(9.75) 
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It follows from (9.68) that 

(y;, y;) < A; (i=I,2). 

Now observe that the inner product is positive definite in the subspace 
F. Consequently, the Schwarz inequality applies to the vectors Y1 and Yz, 
yielding 

This inequality shows that the first term determines the sign on the 
right-hand side of (9.75). But this term is negative because Ai= - (z;, Z3) 

>0 (i= 1,2) and we thus obtain 

(Zl,Z2)<0. 

The equivalence relation (9.72) induces a decomposition of the set T 
into two classes T+ and T- which are obtained from each other by the 
reflection x~ -x. 

9.23. The two subsets T+ and T- are convex, i.e., they contain with 
any two vectors Zl and Z2 the straight segment 

Z(t)=(I-t)Zl+ tZ 2 (0 ~ t ~ 1). 

In fact, assume ,that Z 1 ET+ and Z 2 ET+. Then 

whence 

(z(t),z(t)) = (1- t)2(Zl,Zl) + 2t(l- 1)(Zl,Z2) + 12(Z2,Z2) < 0, 
(0 ~ t ~ 1). 

In the special theory of relativity the sectors T+ and T- are called the 
fore-cone and the past-cone. 

The set S of the space-like vectors is not convex as fig. 4 shows. 

Problems 

1. Let E be a pseudo-Euclidean plane and gl, g2 be the two straight 
lines generated by the light-vectors. Introduce a Euclidean metric in E 
such that gland g 2 are orthogonal. Prove that two vectors x =!= 0 and 
y=!=O are orthogonal with respect to the pseudo-Euclidean metric if and 
only if they generate the Euclidean bisectors of gl and g2' 

2. Consider a pseudo-Euclidean space of dimension 3 and index 2. 
Assume that an orientation is defined in E by the normed determinant 
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function .1. As in a Euclidean space define the cross product of two 
vectors Xl and X 2 by the relation 

Prove: a) Xl XX2=0 if and only if the vectors Xl and X2 are linearly 
dependent. 
b) (Xl X X2, Xl X X2)= (Xl' X2)2 - (Xl' Xl) (Xz, X2) 
c) If el' e2' e3 is a positive orthonormal basis of E, then 

3. Let E be an n-dimensional pseudo-Euclidean space of index n-1. 
Given two time-like unit vectors Zl and Z2 prove: a) The vector Zl +Z2 is 
time-like or space-like depending on whether Zl and Z2 are contained in 
the same cone or in different cones. b) The Schwarz inequality holds in 
the reversed form 

Equality holds if and only if Zl and Z2 are linearly dependent. 
4. Denote by S the set of all space-like vectors. Prove that the set S 

is connected if n ~ 3. More precisely: Given two vectors XoES and X I ES 

there exists a continuous curve X=X(t)(O~ t~ 1) in S such that X (0) =Xo 

x(l)=x l · 

§ 5. Linear mappings of pseudo-Euclidean spaces 

9.24. The adjoint mapping. Let <p a linear transformation of the n-di­
mensional pseudo-Euclidean space E. Since E is dual to itself with 
respect to the inner product the adjoint mapping ip can be defined as in 
sec. (8.1). The mappings <p and ip are connected by the relation 

(<pX,y) = (x,ipy) x,YEE. (9.76) 

The duality of the mappings <p and ip implies that 

det ip = det <p and tr ip = tr <p • 

Let (C(~) and (a~) (v, fl= l. .. n) be the matrices of <p and ip relative to an 
orthonormal basis ev• Inserting x=ev and y=e/l into (9.76) we find that 

(V,fl=l ... n) 
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where 
{

+l(V=1. .. S) 
ev = _ 1 (V = S + 1 ... n) . 

Now assume that the mapping cp is selfadjoint, rp = cp. In the positive 
definite case we have shown that there exists a system of n orthonormal 
eigenvectors. This result can be carried over to pseudo-Euclidean spaces 
of dimension n ~ 3 if we add the hypothesis that (x, cpx) =1= 0 for all light­
vectors. To prove this, consider the symmetric bilinear functions 

<1>(x,y) = (cpx,y) and lJ'(x,y) = (x,y). 

It follows from the above assumption that 

<1> (X)2 + IJ' (X)2 > 0 for all vectors x =1= O. 

Hence the theorem of sec. 9.11 applies to <1> and IJ', showing that there 
exists an orthonormal basis ev (v = I ... n) such that 

(cp ev, eJ1) = Av ev (\J1 

Equations (9.77) imply that 

(v,j1=l ... n). 

cpev=Avevev (v=l ... n) 

showing that the ev are eigenvectors of cp. 

(9.77) 

9.25. Pseudo-Euclidean rotations. A linear transformation cp of the 
pseudo-Euclidean space E which preserves the inner product, 

(cpx,cpy) = (x,y) (9.78) 

is called a pseudo-Euclidean rotation. Replacing y by x in (9.78) we obtain 
the equation 

(cpx,cpx) = (x, x) xEE 

showing that a pseudo-Euclidean rotation sends space-like vectors into 
space-like vectors, time-like vectors into time-like vectors and light­
vectors into light-vectors. A rotation is always regular. In fact, assume 
that cpx = 0 for a vector xEE. Then it follows from (9.78) that 

(x, y) = (cpx, cp y) = 0 

for all vectors YEE, whence x=O. 
Comparing the relations (9.76) and (9.78) we see that the adjoint and 

the inverse of a pseudo-Euclidean rotation coincide, 

(9.79) 
19 Greub, Linear Algebra 
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Equation (9.79) shows that the determinant of <p must be ± I, as in the 
Euclidean case. 

Now let e be an eigenvector of <p and I. be the corresponding eigen-
value, 

<pe=Ae. 

Passing over to the norms we obtain 

((pe,<pe) = A2 (e,e). 

This equation shows that ;.= ± I provided that e is not a light-vector. 
An eigenvector which is contained in the light-cone may have an eigen­
value ;, =1= ± I as can be seen from examples. 

If an orthonormal basis is chosen in E the matrix of <p satisfies the 
relations 

A matrix of this kind is called pseudo-orthogonal. 

9.26. Pseudo-Euclidean rotations of the plane. In particular, consider 
a pseudo-Euclidean rotation <p of a 2-dimensional space with index 1. 

Then the light-cone consists of two straight lines. Since the light-cone is 
preserved under the rotation <p, it follows that these straight lines are 
either transformed into themselves or they are interchanged. Now assume 
that <p is a proper rotation i.e. det <p = + I. Then the second case is im­
possible because the inner product is preserved under <po Thus we can 
write 

(9.80) 

where 11 , 12 is the basis of E defined in sec. 9.20. The number A is positive 
or negative depending on whether the sectors T+ and T- are mapped 
onto themselves or interchanged. 

Now consider an arbitrary vector 

(9.81) 

Then equations (9.80) and (9.81) yield 

whence 

(9.82) 
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This equation shows, that the inner product of x and qJX depends only 
on the norm of x as in the case of a Euclidean rotation (cf. sec. 8.21). 

To find the "rotation-angle" of qJ, introduce an orientation in E such 
that the basis 11 , 12 is positive. Let LI be a normed determinant function 
which represents this orientation. Then identity (9.64) yields 

whence 

Inserting the vectors x and qJX into LI we find that 

Now assume in addition that qJ transforms the sectors T+ and T­
into themselves (i. e., that qJ does not interchange T+ and T-). Then 
A> 0 and equation (9.82) shows that (x, qJx) > 0 for every space-like vector 
x. Using formulae (9.67) we obtain the equations 

cosh 0 = ~ ( A + D and sinh 0 = ~ ( A - }). (9.83) 

where 0 denotes the pseudo-Euclidean angle between the vectors x and 
qJX. 

Now consider the orthonormal basis of E which is determined by the 
vectors 

1 1 el = J2(l1 -12) and e2 = J2(l1 + 12)' 

Then equations (9.80) yield 

qJ e1 =~(A+})e1 +~(A-De2 

qJ e2 =~(A - Del +~(A +{)e2' 
We thus obtain the following representation of qJ, which corresponds to 
the representation of a Euclidean rotation given in sec. 8.21: 

qJel = e1 cosh 0 + e2 sinhO 
qJe2 = elsinhO + e2 coshO. 

19* 
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9.27. Lorentz-transformations. A 4-dimensional pseudo-Euclidean 
space with index 3 is called Minkowski-space. A Lorentz-transformation is 
a rotation of the Minkowski-space. The purpose of this section is to 
show that a proper Lorentz-transformation cp possesses always at least one 
eigenvector on the light-cone*). We may restrict ourselves to Lorentz­
transformations which do not interchange fore-cone and past-cone be­
cause this can be achieved by multiplication with -1. These transfor­
mations are called orthochroneous. First of all we observe that a light­
vector I is an eigenvector of cp if and only if (I, cpt) = O. In fact, the equation 
cpl =)J yields 

(l, cp I) = A (l, I) = O. 

Conversely, assume that I is a light-vector with the property that (I, cpl) = 

O. Then it follows from sec. (9.21) property (3) that the vectors I and cpl 
are linearly dependent. In other words, I is an eigenvector of cpo 

Now consider the selfadjoint mapping 

(9.84) 
Then 

(X,I/IX) = Hx,cpx) + Hx, ipx) = (x,cpx) XEE. (9.85) 

It follows from the above remark and from (9.85) that a light-vector I 
is an eigenvector of cp if and only if (I, I/;t) = O. We now preceed indirectly 
and assume that cp does not have an eigenvector on the lightcone. Then 
(x, I/;x)=(x, cpx),*,O for all light-vectors and hence we can apply the 
result of sec. 9.24 to the mapping 1/;: There exist four eigenvectors ev 

(v=1...4) such that 

{ + 1(v= 1,2,3) 
(ev, ell) = 8 v i5 vll 8 v = ( ) 

-1v=4. 

Let us denote the time-like eigenvector e4 by e and the corresponding 
eigenvalue by A. Then I/;e=),e and hence it follows from (9.84) that 

cp2 e = 2A I/; e - e. 

Next, we wish to construct a time-like eigenvector of the mapping cpo 
If cpe is a multiple of e, e is such a vector. We thus may assume that the 
vectors e and cpe are linearly independent. Then these two vectors generate 

*) Observe that a proper Euclidean rotation of a 4-dimensional space need not have 
eig envectors. 
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a plane F which is invariant under <po This plane intersects the light-cone 
in two straight lines. Since the plane F and the light-cone are both 
invariant under <p, these two lines are either interchanged or transformed 
into themselves. In the second case we have two eigenvectors of <p on the 
light-cone, in contradiction to our assumption. In the first case select 
two generating vectors 11 and 12 on these lines such that (11' 12) = 1. Then 

The condition 

implies that rxfJ = 1. Now consider the vector z 

Then 

To show that z is timelike observe that 

and that the vector t=/1 -12 is time-like. Moreover, 

1 
(t,<pt) = rx +. 

rx 
(9.86) 

Now (t, <pt)<O because <p leaves the fore-cone and the past-cone in­
variant (cf. sec. 9.22). Hence equation (9.86) implies that rx<O, showing 
that z is time-like. 

Using the time-like vector z we shall now construct an eigenvector on 
the light-cone which will give us a contradiction. Let El be the orthogonal 
complement of z. El is a 3-dimensional Euclidean subspace of E which is 
invariant under <po Since <p is a proper Lorentz-transformation it induces 
a proper Euclidean rotation in E 1 • Consequently, there exists an invariant 
axis in El (cf. sec. 8.22). Let y be a vector of this axis such that (.I', .1') = 

- 2 rx. Then 1= y + z is a light-vector and 

<pl=<py+<pz=y+z=l 

i. e. 1 is an eigenvector of <po 
Hence, the assumption that there are no eigenvectors on the light-cone 

leads to a contradiction and the assertion in the beginning of this section 
is proved. 
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We finally note that every eigenvalue ), of q> whose eigenvector flies 
on the light-cone is positive. In fact, select a space-like unit-vector y such 
that (I, y) = 1 and consider the vector z = f + ry where r is a real para­
meter. Then we have the relation 

(z,z)=2r+r2 

showing that z is time-like if - 2 < r < O. Since q> preserves fore-cone and 
past-cone it follows that 

(z,q>z)<O (- 2 < r < 0). 
But 

(z,q>z) = (1 + ry,A1 + rq>y) = r(A +~) + r2(y,q>y) 

and we thus obtain 

r ( A + D + r2 (y, q> y) < 0 

Letting r-+O we see that A must be positive. 

Problems 

(- 2 < r < 0). 

1. Let q> be a linear automorphism of the plane E. Prove that an inner 
product of index 1 can be introduced in E such that q> becomes a proper 
pseudo-Euclidean rotation if and only if the following conditions are 
satisfied: 

1. There are two linearly independent eigenvectors. 
2. detq> = 1. 

3. Itrq>1 ~2. 
2. Find the eigenvectors of the Lorentz-transformation defined by the 

matrix 

[~ ~-~-~]. 1 0 1 1 
1- 0 1 t 

Verify that there exists an eigenvector on the light-cone. 
3. Let a and b be two linearly independent light-vectors in the pseudo­

Euclidean plane E. Then a linear transformation 1/1 of E is defined by 

ljJa=a, I/Ib=-b. 
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Consider the family oflinear automorphisms rp (t) which is defined by the 
differential equation 

ifJ(t) = IjJ 0 rp(t) 
and the initial condition 

rp(O)=l. 

a) Prove that rp (t) is a family of proper rotations carrying fore-cone 
and past-cone into themselves. 

b) Define the functions CCt) and Set) by 

C (t) = 1- tr rp(t) and S (t) = 1-tr(IjJ 0 rp(t»). 

Prove the functional-equations 

and 

c) Prove that 
rp(t)a=e-ta and rp(t)b=e-tb. 

4. Let E be a pseudo-Euclidean space and consider an orthogonal 
decomposition 

E = E+ EBE-

such that the restriction of the inner product to E+ (E-) is positive 
(negative) definite. Let OJ be a selfadjoint involution of E such that E+ 
(and hence E-) is stable under OJ. Define a symmetric bilinear function 
'l' by 

'l'(x,y) = (OJx,y) x,yeE. 

Prove that the signature of 'l' is given by 

sig 'l' = tr OJ + - tr OJ -

where OJ + and OJ-denote the restrictions of OJ to E+ and E- respectively. 



Chapter X 

Quadrics * 

In the present Chapter the theory of the bilinear functions developed 
in Chapter IX will be applied to the discussion of quadrics. In this 
context we shall have to deal with affine spaces. 

§ 1. Affine spaces 

10.1. Points and vectors. Let E be a real n-dimensional linear space and 
let A be a set of elements P, Q ... which will be called points. Assume that a 
relation between points and vectors is defined in the following way: 

1. To every ordered pair P, Q of A there is assigned a vector of E, 
-->-

called the difference vector and denoted by PQ. 
2. To every, point PEA and every vector XEE there exists exactly one 

-~ 

point QEA such that PQ=x. 
3. If P, Q, R are three arbitrary points, then 

PQ+QR=PR. (10.1) 

A is called an n-dimensional affine space with the difference space E. 
-----+ --+ -~ --+ 

Insertion of Q=P in (10.1) yields PP+PR=PR, whence PP=O for 
every point PEA. Using this relation we obtain from (10.1) 

QP=-PQ. 
------ -+ -- - -+ ~-+ -- ---+ 

The equation PlQl =PzQz implies that PlPz = QlQ2 (parallelogram­
law). In fact, -- -+ ---- - ----+ -----+ 

P1 Pz = Pl Qz - P2 Qz 

--- ---+ --~ 

Subtraction of these equations yields PlPZ=QlQZ. 
For any given linear space E, an affine space can be constructed which 

possesses E as difference space: 
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Define the points as the vectors of E and the difference-vector of two 
points x and y as the vector y - x. Then the above conditions are obvi­
ously satisfied. 

Let A be a given affine space. If a fixed point 0 is distinguished as 

origin, every point P is uniquely determined by the vector x = 0 P. x is 
called the position-vector of P and every point P can be identified with 
the corresponding position-vector x. The difference-vector of two points 
x and y is simply the vector y - x. 

10.2. Affine coordinate systems. An affine coordinate-system (0; X I •. • x n ) 

consists of a fixed point 0 E A, the origin, and a basis Xv (v = 1 ... n) of the 
difference-space E. Then every point PEA determines a system of n 
numbers C (v= l...n) by 4 

OP = ICxv • 

The numbers C (v = 1 ... n) are called the affine coordinates of P relative to 
the given system. The origin 0 has the coordinates C = O. 

Now consider two affine coordinate-systems 

(O;xI ... Xn) and (O';YI ... Yn)' 

Denote by O(~ the matrix of the basis-transformation xv ..... yv and by I]> the 
affine coordinates of 0' relative to the system (0; xl ... xn), 

--4 

Yv = Io(~XJl' 00' = 'LWXv. 
Jl 

The affine coordinates C and 11" of a point P, corresponding to the sys­
tems (0; xl ... xn) and (0'; YI ... Yn) respectively, are given by 

-~ ---). 

OP = 'LCxv and 0' P = 'LI1 V yv. (10.2) 

- ---+ ---). ----). 

Inserting 0' P = 0 P - 0 0' in the second equation (l0.2) we obtain 

whence 
(11- = 1... n). 

Multiplication by the inverse matrix yields the transformation-formula 
for the affine coordinates: 

I1 v = Ii ~(~Jl - W) (v=l ... n). 
Jl 
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10.3. Affine subspaces. An affine subspace of A is a subset Al of A such 
- ~ 

that the vectors PQ(PEA I, QEAl) form a subspace of E. If 0 is the 
origin of A and (0 1 ; X I ... X p) is an affine coordinate-system of AI, the 
points of A 1 can be represented as 

-----). ----? P 

OP=OOI+ICx,.. (10.3 ) 
\'=1 

For p= 1 we obtain a straight line through 0 1 with the "direction vector" 
x, 

--~ -~ 

OP=OOI+~X. 

In the case p = 2 equation (10.3) reads 
~ --;. 

o P = 001 + ~I XI + ~z Xz. 

It then represents the plane through 0 1 generated by the vectors Xl and 
xz. An affine subspace of dimension n -1 is called a hyperplane. 

Two affine subspaces Al and A z of A are called parallel if the differ­
ence-space EI of Al is contained in the difference-space E z of A z, or 
conversely. Parallel subspaces are either disjoint or contained in each 
other. Assume, for instance, that Ez is contained in E!. Let Q be a point 
of the intersection Al n A z and Pz be an arbitrary point of A z. Then 

Q Pz is contained in E2 and hence is contained in E 1 • This implies that 

P2EA!, whence A z cAl' 
10.4. Affine mappings. Let P-+P' be a mapping of A into itself subject 

to the following conditions: 
-+ ---- - --? -+ ---+ 

1. P!Q! =P2Q2 implies that P;Q~ =P~Q;. 
- --+ ----+ 

2. The mapping cp: E-+E defined by cp (PQ) =P'Q' is linear. 
Then P-+P' is called an affine mapping. Given two points 0 and 0' and 

a linear mapping cp: E-+E, there exists exactly one affine mapping which 
sends 0 into 0' and induces cpo This mapping is defined by 

--? --7 ." --+ 

o p' = 00' + cp (0 P) . 

If a fixed origin is used in A, every affine mapping x-+x' can be written 
in the form 

X' = (PX + b, 

-~ 

where cp is the induced linear mapping and b = 0 0'. 
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A translation is an affine mapping which induces the identity in E, 
-----). -----.? 

P'Q' = PQ. 

For two arbitrary points P and r there obviously exists exactly one 
translation which sends Pinto r. 

10.5. Euclidean space. Let A be an n-dimensional affine space and as­
sume that a positive definite inner product is defined in the difference­
space E. Then A is called a Euclidean space. The distance of two points P 
and Q is defined by --+ 

Q(P,Q) = IPQI. 

It follows from this definition that the distance has the following pro­
perties: 

1. Q(P,Q) ~ 0 and Q(P,Q)=O if and only if P=Q. 
2. Q(P,Q)=Q(Q,P). 
3. Q(PQ) ~ Q(P,R) + Q(R,Q). 
All the metric concepts defined for an inner product space (cf. Chap. 

VII) can be applied to a Euclidean space. Given a point Xl E A of A and a 
vector p * 0 there exists exactly one hyperplane through Xl whose differ­
ence-space is orthogonal to p. This hyperplane is represented by the 
equation 

A rigid motion of a Euclidean space is an affine mapping p-+r which 
preserves the distance, 

Q(P', Q') = Q(P, Q). (10.4) 

Condition (10.4) implies that the linear mapping, which is induced in 
the difference-space by a rigid motion, is a rotation. Conversely, given 
a rotation qJ and two points 0 E A and 0' E A, there exists exactly one 
rigid motion which induces qJ and maps 0 into 0'. 

Problems 

1. (p + I) points Pv (v = O ... p) in an affine space are said to be in general 
position, if the points Pv are not contained in a (p - 1 )-dimensional sub­
space. Prove that the points Pv(v=O ... p) are in general position if and 

only if the vectors PoPv are linearly independent. 
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2. Given (p+ I) points Pv(v=O ... p) in general position, the set of all 
points P satisfying 

--» p -----» p 

PoP = L C PoPv C ~ 0, L C ~ 1 
v~l v~l 

is called the p-simplex spanned by the points Pv (v = O ... p). If 0 is the 
origin of A, prove that a point P of the above simplex can be uniquely 
represented as 

--+ p --7> P 

a P = Leo Pv , C ~ 0, L C = 1. 
v=o v=o 

The numbers C (v = O ... p) are called the barycentric coordinates of P. 
1 

The point B with the barycentric coordinates C = - (v = O ... p) is 
called the center of S. p + I 

3. Given a p-simplex (Po ... Pp) (p ~ 2) consider the (p - I) simplex Si de-
fined by the points (PO ... Fi ... Pp ) (O~i~p) and denote by Bi the center 
of Si (0 ~ i ~p). Show that the straight lines (Pi' B;) and (Pj , BJ (i =!= j) inter­
sect each other at the center B of S and that 

---> 1 
BiB = ---BiPj • 

p+l 

4. An equilateral simplex of length a in a Euclidean space is a simplex 
-> 

(Po ... Pp) with the property that IPvP~I=a(v=!=f1). Find the angle between 
. ---* --+ --+ 

the vectors PvP~ and pvp;. (Wt= v, A =!= v) and between the vectors B Pv and 

BI-;, where B is the center of (Po ... ~). 
5. Assume that an orientation is defined in the difference-space E by 

the determinant function Ll. An ordered system of (n + I) points (Po ... Pn) 
in general position is called positive with respect to the given orientation, 
if---> ---> 

Ll (Po PI ... Po Pn) > O. 

a) If the system (Po ... Pn) is positive and (J is a permutation of the 
numbers (0, l...n), show that the system (P"(O) "'P,,(n») is again positive if 
and only if the permutation (J is even. 

b) Let Ai be the (n-I)-dimensional subspace spanned by the points 
PO .. ·Fi ... Pn. Introduce an orientation in the difference-space of Ai with 
the help of the determinant function 

---> 

Lli(Xl",Xn-I)=Ll(PiQ,Xl",Xn-I), 
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where Q is an arbitrary point of Ai' Prove that the ordered n-tuple 
(Po ... Pi· .. Pn) is positive with respect to the determinant function ( -I YLl i. 

6. Let (Po ... Pn ) be an n-simplex and S be its center. Denote by 5 il · "ik the 
center of the (n-k)-simplex obtained by deleting the vertices Pil ,···, Pik • 

Now select an ordered system of n integers i l , ... , in(O~iv~n) and define 
the affine mapping rx by 

1 h' d' . Prove that det<p =----). I." were <p IS the correspon mg linear map. 
(11 + 1 ! 

In this equation (J denotes the permutation (J(l')=i, (\'= 1...11). (J(O)=k 

where k is the integer not appearing among the numbers (ij ... in)' 

7. Let gj and g2 be two straight lines in a Euclidean space which are 
not parallel and do not intersect. Prove that there exists exactly one 

point Pi on gi (i = 1, 2) such that PI P2 is orthogonal to gland to g 2' 

8. Let Al and A2 be two subspaces of the affine space such that the 
difference-spaces E j and E2 form a direct decomposition of E. Prove that 
the intersection A I n A 2 consists of exactly one point. 

9. Prove that a rigid motion x' = LX + a has a fixed point if and only if 
the vector a is orthogonal to all the vectors invariant under T. 

A rigid motion is called proper if det T = + I. Prove that every proper 
rigid motion of the Euclidean plane without fixed points is a translation. 

10. Consider a proper rigid motion x'=LX+a(T=Fz) of the Euclidean 
plane. Prove that there is exactly one fixed point Xo and that 

In this equation, b is a vector of the same length as a and orthogonal to a. 
o designates the rotation-angle relative to the orientation defined by the 
basis ( a, b). 

II. Prove that two proper rigid motions rx =F z and f3 =F 1 of the plane 
commute, if and only if one of the two conditions holds: 

1. rx and f3 are both translations 
2. rx and f3 have the same fixed point. 

§ 2. Quadrics in the affine space 

10.6. Definition. From elementary analytic geometry it is well known 
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that every conic section can be represented by an equation of the form 

2 2 

I ((\/l C ¢/l + 2 I {il' C = rt , 
"\.',11=1 \.'=1 

where 7.1'/1' PI' and (( are constants. Generalizing this to higher dimensions 
we define a quadric Q in an n-dimensional affine space A as the set of all 
points satisfying an equation of the form 

CP(x) + 2f(x) = ((, (10.5) 

where cP =1= 0 is a quadratic function, f a linear function and rt a constant. 
For the following discussion it will be convenient to introduce a dual 

space E* of the difference-space E. Then the bilinear function cP can be 
written in the form 

CP(x,y) = (cpx,Y) x,YEE, 

where cp is a linear mapping of E into E* which is dual to itself: cp* = cpo 

Moreover, the linear functionf determines a vector a* E E* such that 

f (x) = (a*, x) xEE. 

Hence, equation (10.5) can be written in the form 

(cpx,x) + 2(a*,x) = rt. (10.6) 

We recall that the null-space of the bilinear function cP coincides with the 
kernel of the linear mapping cpo 

10.7. Cones. Let us assume that there exists a point XoEQ such that 
cpxo+a*=O. Then (10.6) can be written as 

(10.7) 

and the substitution X=Xo gives 

rt = - (cp X o, x o) . 

Inserting this into (10.7) we obtain 

Hence, the equation of Q assumes the form 

CP(x-xo)=O. 

A quadric of this kind is called a cone ~vith the vertex xo. For the sake of 
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simplicity, cones will be excluded in the following discussion. In other 
words, it will be assumed that 

qJ x + a* * 0 for all points x E Q . (10.8) 

10.8. Tangent-space. Consider a fixed point XoEQ. It follows from 
condition (l0.8) that the orthogonal complement of the vector qJXo + a* is 
an (n -1 )-dimensional subspace Txo of E. This subspace is called the 
tangent-space of Q at the point Xo. A vector YEE is contained in Txo if and 
only if 

<a* + qJxo,y) = o. (10.9) 

In terms of the functions </J and f equation (l0.9) can be written as 

</J(Xo, y) + f (y) = o. (10.10) 

The (n -1 )-dimensional affine subspace which is determined by the point 
Xo and the tangent-space Txo is called the tangent-hyperplane of Qat Xo. It 
consists of all points 

x = Xo + y 

Inserting y=X-Xo into equation (10.10) we obtain 

(10.11) 
Observing that 

we can write equation (lO.II) of the tangent-hyperplane in the form 

(10.12) 

To obtain a geometric picture of the tangent-space, consider a 2-
dimensional plane 

F:x = Xo + ~a + I]b (10.13) 

through Xo where a and b are two linearly independent vectors. Inserting 
(10.13) into equation (l0.5) we obtain the relation 

e <P(a) + 2~ I] <P(a, b) + 1]2 <P(b) + 
+ 2~(<P(xo,a) + f(a)) + 21](<P(xo,b) + f(b)) = 0 (10.14) 

showing that the plane F intersects Q in a conic y. Define a linear function 
g by setting 

g(x) = 2(<P(xo, x) + f(x)). (10.15) 
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Then. in view of (10.8). g =1= O. Now the equation of the conic y can be 
written in the form 

(10.16) 

Now assume that the vectors a and b are chosen such that g(a) and g(h) 
are not both equal to zero. Then the conic has a unique tangent at the 
point (= I] = 0 and this tangent is generated by the vector 

t = - g(b)a + g(a)b. (10.17) 

The vector t is contained in the tangent-space Txo: this follows from the 
equation get) = - g(b)g(a) + g(a)g(b) = O. 

Every vector y =1= 0 of the tangent-space T~o can be obtained in this way. 
In fact, let a be a vector such that g(a) = 1 and consider the plane through 
Xo spanned by a and y. Then equation (I O. 1 7) yields 

t = - g (y) a + g (a) Y = Y (10.18) 

showing that y is the tangent-vector of the intersection Q n F at the 
point (=1]=0. 

Note: If g(a)=O and g(b)=O equation (10.16) reduces to 

ecp(a) + 2(I]CP(a,b) + 1]2CP(b) = O. 

Then the intersection of Q and F consists of 
a) two straight lines intersecting at xo, if 

CP(a, b)2 - CP(a)CP(b) > 0, 

b) the point Xo only, if 

cP (a, b)2 - cP (a) cP (b) < 0, 

c) one straight line through x o, if 

CP(a, b)Z - CP(a)CP(b) = 0, 

but not all three coefficients cP ( a), cP (b) and cP ( a, b) are zero 
d) The entire plane F, if 

CP(a) = CP(b) = CP(a, b) = O. 

10.9. Uniqueness of the representation. Assume that a quadric Q is rep-
resented in two ways 

1>1 (x) + 2/1 (x) = (XI (10.19) 
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and 
cP Z (x) + 21z (x) = 7. z . (10.20) 

1 t will be shown that 

where J. =1= 0 is a real number. Let Xo be a fixed point of Q. It follows from 
hypothesis (10.8) that the linear functions g j and g z, defined by 

(10.21) 

are not identically zero. 
Choose a vector a such that g j (a) =1= 0 and g 2 (a) =1= 0, and a vector b =1= 0 

such that g j (b) = O. Obviously a and b are linearly independent. The plane 

x = Xo + ~ a + IJ b 

then intersects the quadric Q in a conic y whose equation is given by 
each one of the equations 

(10.22) 
and 

(10.23) 

The tangent of this curve at the point ~ = IJ = 0 is generated by the vector 

and also by 

This implies that 
(10.24) 

But b=l=O was an arbitrary vector of the kernel of gj. Hence equation 
(10.24) shows that gz (b) =0 whenever gl (b) =0. In other words, the linear 
functions gj and gz have the same kernel. Consequently g2 is a constant 
mUltiple of gj' 

(10.25) 

Multiplying equation (10.22) by A and subtracting it from (10.23) we 
obtain in view of (10.24) that 

e(cPz - AcPj)(a) + 2~IJ(cPz - AcPj)(a,b) + IJZ(cP z - },cP[)(b) = O. 
(10.26) 

20 Greub, Linear Algebra 
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In this eq uation all three coefficients must be zero. In fact, if at least one 
coefficient is different from zero, equation (10.26) implies that the conic 
I consists of two straight lines, one straight line or the point Xo only. 
But this is impossible because gl (a)+O. We thus obtain from (10.26) 
that 

(10.27) 

These equations show that 
(10.28) 

for all vectors XEE: If gl (x)=O, (10.28) follows from the third equation 
(10.27); if g 1 (x)of 0, then g 2 (x)of 0 [in view of (10.25)] and (10.28) fol­
lows from the first equation (10.27). 

Altogether we thus obtain the identities 

Now relations (10.21) imply that 

and equation (\0.20) can be written as 

A(<Pl (x) + 2fl (x)) = (X2' (10.29) 

Comparing equations (10.19) and (10.29) we finally obtain (X2 = Aa l' This 
completes the proof of the uniqueness theorem. 

10.10. Centers. Let 
Q: <P(x) + 2f (x) = ex 

be a given quadric and c be an arbitrary point of the space A. If we 
introduce c as a new origin, 

x = c + x', 

the equation of Q is transformed into 

<P(x') + 2(<P(c,x') + f(x')) = ex - <P(c) - 2f(c). (10.30) 

Here the question arises whether the point c can be chosen such that the 
linear terms in (10.30) disappear, i. e. that 

<P(c,x') + f (x') = 0 (10.31) 

for all vectors x' E E. If this is possible, c is called a center of Q. Writing 



§ 2. Quadrics in the affine space 307 

equation (10.31) in the form 

<<pc + a*,x') = 0 x'EE 

we see that c is a center of Q if and only if (cf. sec. 10.7) 

<p c = - a*. (10.32) 

This implies that the quadric Q has a center if and only if the vector a* 
is contained in the image space 1m <po Observing that 1m <p is the ortho­
gonal complement of the kernel of <p we obtain the following criterion: 
A quadric Q has a center if and only if the vector a* is orthogonal to the 
kernel of <po 

If this condition is satisfied, the center is determined up to a vector of 
ker <po In other words, the set of all centers is an affine subspace of A 
with ker <p as difference-space. 

Now assume that the bilinear function tP is non-degenerate. Then <p is a 
regular mapping and hence equation (10.32) has exactly one solution. 
Thus it follows from the above criterion that a non-degenerate quadric has 
exactly one center. 

10.11. Normal-form of a quadric with center. Suppose that Q is a quad­
ric with centers. If a center is used as origin the equation of Q assumes 
the form 

tP(x) =/3 /3-4=0. (10.33) 

Then the tangent-vectors y at a point X o E Q are characterized by the 
equation (<pxo, y) =0. Observing that <<pxo, y) = (xo, <py) we see that 
every tangent-space Txo contains the null-space of tP. 

The equation of the tangent-hyperplane of Q at Xo is given by 

(10.34) 

It follows from (10.34) that a center of Q is never contained in a tangent-
hyperplane. 1 

Dividing (10.33) by /3 and replacing the quadratic function tP by tP 
we can write the equation of Q in the normal-form f3 

tP(x) = 1. (10.35) 

Now select a basis xv(v= l...n) of E such that 

j+1(V=1. .. S) 
Gv = - 1 (v = s + 1 ... r) 

0(v=r+1 ... n) 
(10.36) 

20' 
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where r denotes the rank and s denotes the index of <P. Then the normal­
form (10.36) can be written as 

I evCC = l. (10.37) 
v= 1 

10.12. Normal-form of a quadric without center. Now consider a quad­
ric Q without a center. If a point of Q is chosen as origin the constant CI. in 
(10.5) becomes zero and the equation of Q reads 

<P(X) + 2<a*,x) = O. (10.38) 

By multiplying equation (10.38) with - I if necessary we can achieve 
that 2s ~ r. In other words, we can assume that the signature of <P is not 
negative 

To reduce equation (10.38) to a normal form consider the tangent­
space To at the origin. Equation (10.9) shows that To is the orthogonal 
complement of a*. Hence, a* is contained in the orthogonal complement 
To1-. On the other hand, a* is not contained in the orthogonal complement 
K 1- (K = ker <p) because otherwise Q would have a center (cf. sec. 10.10). 
The relations a*ETl and a*¢K1- show that Tt¢ K1-. Taking the ortho­
gonal complement we obtain the relation To::p K showing that there exists 
a vector aEK which is not contained in To (cf. fig. 5). Then <a*, a) =1=0 
and hence we may assume that <a*,a) = 1. 

Now To has dimension n-l and hence every vector 
XEE can be written in the form 

(10.39) 

Inserting (10.39) into equation (10.38) we obtain Fig. 5 

<P(y) + 2~<p(y,a) + e<p(a) + 2<a*,y + ~a) = O. (10040) 
Now 

<P (y, a) = 0 and <P (a) = 0 , 
because aE K, and 

<a*,y)=O, 

because yE To. Hence, equation (10040) reduces to the following norma/­
form: 

<P(y) + 2~ = O. (10041) 

Since a is contained in the null space of <P it follows from the decom­
position (10.39) that the restriction of <P to the tangent-space To has again 
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rank r and index s. Therefore we can select a basis x.(v= L.n-I) of To 
such that 

(v,J1=l ... n-l). 

Then the vectors x.(v=1...n-1) and a form a basis of E in which the 
normal form (10.41) can be written as 

L 8. C C + 2 ~ = O. (10.42) 
.=1 

Problems 

1. Let E be a 3-dimensional pseudo-Euclidean space with index 2. 
Given an orientation in E define the cross product x x y by 

(x x y,z) = A(x,y,z) x,y,zEE 

where A is a normed determinant function (cf. sec. 9.19) which re­
presents the orientation. Consider a point Xo =1= 0 of the light-cone (x, x) = 0 

and a plane F: x = Xo + ~ a + 11 b 

which does not contain the point O. Prove that the intersection of the 
plane F and the light-cone is 

an ellipse if ax b is time-like 
a hyperbola ifax b is space-like 
a parabola ifax b is a light-vector. 
2. Consider the quadric Q: <P (x) = 1 where <P is a non-degenerate 

quadratic function. Then every point Xl =1= 0 defines an (n - I)-dimensional 
subspace P(Xl) by the equation 

<P(X, XI) = 1. 

This subspace is called the polar of x l' It follows from the above equation 
that the polar P(x l ) does not contain the center O. 

a) Prove that X2EP(X1) if and only if XI EP(X2). 
b) Given an (n - 1 )-dimensional affine subspace A 1 of A which does 

not contain 0, show that there exists exactly one point XI such that 
Al c P(XI)' 

c) Show that P (x I) is a tangent-plane of Q if and only if XI E Q. 
3. Let x I be a point of the quadric <P (x) = 1. Prove that the restriction 

of the bilinear function <P to the tangent-space Txt has the rank r -1 and 
index s-l. 

4. Show that a center of a quadric Q lies on Q only if Q is a cone. 



310 Chapter X. Quadrics 

5. Let Xo be a point of the quadric 

cP(x) + 2f (x) + IX = 0 

and consider the skew bilinear mapping w: E x E ~ E defined by 

w ( x, y) = g ( x) y - g (y) x x,YEE 

where the linear function g is defined by (10.15). Show that the linear 
closure of the set w(x,y) under this mapping is the tangent-space Txo' 

§ 3. Affine equivalence of quadrics 

10.13. Definition. Let an affine mapping x' =rx+h of A onto itself be 
given. Then the image of a quadric 

Q: cP(x) + 2f (x) = IX 

is the quadric Q' defined by the equation 

Q': P(x) + 2g(x) = p, 
where 

P(x) = cP(r- 1 x), 

g(x) = - cP(,-1 x, ,-1 b) + f (,-1 x) 
and 

p = - cP(,-1 b) + 2f(,-1 b) + IX. 

In fact, relations (10.43), (10.44) and (10.45) yield 

P(rx + b) + 2g(, x + b) - P = cP(x) + 2f(x)-1X 

(10.43) 

(10.44) 

(10.45) 

showing that a point XEA is contained in Q if and only if the point 
x' = rx + b is contained in Q'. 

Two quadrics Ql and Q2 are called affine equi)!alent if there exists a 
one-to-one affine mapping of A onto itself which carries Ql into Q2' The 
affine equivalence induces a decomposition of all possible quadrics into 
affine equivalence classes. It is the purpose of this paragraph to construct 
a complete system of representatives of these equivalence classes. 

10.14. The affine classification of quadrics is based upon the following 
theorem: Let E and F be two n-dimensional linear spaces and cP and P 
two symmetric bilinear functions in E and in F. Then there exists a 
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linear isomorphism T: E-4 F with the property that 

<P(x,y) = I['(TX,TY) x,yeE (10.46) 

if and only if <P and I[' have the same rank and the same index. 
To prove this assume first that the relation (10.46) holds. Select a basis 

a.(v= L.n) of E such that 

j
+1(V=1".S) 

e. = - 1 (v : s + 1 '" r) 
0(v-r+1".n). 

Then equations (10.46) and (10.47) yield 

I['(T a.,T all) = <P(a.,all) = e.c5.Il • 

showing that I[' has rank r and index s. 

(10.47) 

Conversely, assume that this condition is satisfied. Then there exist 
bases a. and b.(v= L.n) of E and of F such that 

<P(a.,all) = e.c5'1l and I['(b.,bll) = e.c5.Il • 

Define the isomorphism 't': E-4Fby the equations 

Ta. = b. (v = 1 ". n). 
Then 

<P (a., all) = I[' (Ta., Tall) 

and consequently 

(v,I1=1."n) 

<P(x,y) = I['(TX,TY) x,yeE. 

10.15. Affine classification. First of all it will be shown that the centers 
are invariant under an affine mapping. In fact, let 

Q:<P(x-e)=p 

be a quadric with e as center and x' = u+ b an affine mapping of A onto 
itself. Then the image Q' of Q is given by the equation 

Q': I[' (x - e') = p, 
where 

I['(x) = <P(T- 1 x) 
and 

e' = b + Te. 

This equation shows that e' is a center of Q'. 
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Now consider two quadrics with center 

(10.48) 

and 
(10.49) 

and assume that x~x' is an affine mapping carrying Ql into Q2' Since 
centers are transformed into centers we may assume the mapping x~x' 
sends C1 into C2 and hence it has the form 

By hypothesis, Ql is mapped onto Qz and hence the equation 

(10.50) 

must represent the quadric Ql' Comparing (10.48) and (10.50) and 
applying the uniqueness theorem of sec. 10.9 we find that 

This relation implies that 

(10.51) 

Conversely, the relations (l0.51) imply that there exists a linear auto­
morphism r of E such that 

<PI (x) = <P2 (r x). 

Then the affine mapping x~x' defined by 

x' = rex - Cl) + Cz 

transforms Ql into Q2' We thus obtain the following criterion: The two 
normal forms (10.48) and (10.49) represent affine equivalent quadrics if 
and only if the bilinear functions <PI and <P2 have the same rank and the 
same index. 

10.16. Next, let 

(10.52) 
and 

(10.53) 

be two quadrics without a center. It is assumed that the equations 
(10.52) and (l0.53) are written in such a way that 2s1 ~ r1 and 2s2~rZ' 
If x' = r(x-ql) + qz is an affine mapping transforming Ql into Qz, the 
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equation of Q1 can be written in the form 

<P2{T(X - q1)) + 2(a~,T(x - q1) = o. 
Now the uniqueness theorem yields 

where It =l= 0 is a constant. This relation implies that the bilinear functions 
<P1 and <P2 have the same rank r and that S2 =Sl or S2 =r -Sl depending 
on whether 1t>0 or 1t<0. But the equation S2 =r-s1 is only compatible 

r 
with the inequalities 2s1 ~r1 and 2s2 ~r2 if Sl =S2 = 2 and hence we see 

that Sl =S2 in either case. 
Conversely, assume that r1 =r2=r and Sl =S2=S, To find an affine 

mapping which transforms Q1 into Q2 consider the tangent-spaces 
T q , (Q1) and Tq2 (Q2)' As has been mentioned in sec. 10.12 the restriction 
of <Pi to the subspace Tq, (Q), (i = 1, 2) has the same rank and the same 
index as <Pi' Consequently, there exists an isomorphism (!: Tq, (Q1)~ 
~ T q2 (Q2) such that 

<P1(y) = <P2({!y) YETq,(Q1)' 

Now select a vector ai in the nulls pace of <Pi (i = 1,2) such that 

(ai, a) = 1 (i = 1,2) 

and define the linear automorphism T of E by the equations 

Ty={!y 
and 

Then 
XEE. 

In fact, every vector xEE can be decomposed in the form 

Equations (10.54), (10.55) and (10.56) imply that 

(10.54) 

(10.55) 

(10.56) 

<P2 (u) = <P2 (T Y + ~ a2) = <P2 (T y) = <P1 (y) = <P1 (y + ~ a 1) = <P1 (x) 
(10.57) 

and 
(10.58) 
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Adding (10.57) and (10.58) we obtain (10.55). Relation (10.55) shows 
that the affine mapping x'=r(x-qt)+q2 sends Qt into Q2 and we 
have the following result: The normal-forms (10.52) and (10.53) represent 
affine equivalent quadrics if and only if the bilinear functions cPt and cP 2 

have the same rank and the same index. 
10.17. The affine classes. It follows from the two criteria in sec. 10.15 

and 10.16 that the normal forms 

(1 ~ s ~ r) 
and 

(r ~ 2s) 

form a complete system of representatives of the affine classes. Denote by 
Nt (r) and by N2 (r) the total number of affine classes with center and 
without center respectively of a given rank r. Then the above equations 
show that 

r+l 
-- if r is odd 

2 
Nt (r) = rand N2 (r) = r + 2 

-- if r is even 
2 
o r = n. 

The following list contains a system of representatives of the affine 
classes in the plane and in 3-space *): 

Plane: 

I. Quadrics with center: 

1. r=2: a) s=2: e+I]2=1 
b) s=l: e-I]2=1 

2. r = I : s = I: (= ± I 
II. Quadrics without center: 

r=l, s=l: 

3-space: 

I. Quadrics with center: 

1. r=3: a) s=3: e+I]2+(2=1 
b) s=2: (2+1]2_(2=1 
c) s=l: (2_1]2_(2=1 

ellipse, 
hyperbola. 
two parallel lines. 

parabola. 

ellipsoid, 
hyperboloid with one shell, 
hyperboloid with two shells. 

*) In the following equations the coordinates are denoted by';, 1'/, , and the super­
scripts indicate exponents. 
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2. r=2: a) s=2: e+t72=1 
b) s=l: ~2-t72=1 

3. r=l: s=l: ~=±I 

II. Quadrics without center: 

1. r=2: a) s=2: e+t72-2(=O 
b) s=l: e-t72-2(=O 

2. r = I, s = 1 : ~ 2 - 2( = 0 

elliptic cylinder, 
hyperbolic cylinder. 
two parallel planes. 

elliptic paraboloid, 
hyperbolic paraboloid. 
parabolic cylinder. 

Problems 

315 

I. Let Q be a given quadric and C be a given point. Show that C is a 
--+ 

center of Q if and only if the affine mapping P--+P' defined by Cpr = 
--+ 

- CP transforms Q into itself. 
2. If fP is an indefinite quadratic function, show that the quadrics 

fP(x) = 1 and fP(x) = - 1 

are equivalent if and only if the signature of fP is zero. 
3. Denote by Nl and by N2 the total number of affine classes with 

center and without center respectively. Prove that 

n(n + 1) 
Nl = --'-------'-

2 

{
k2 + k - 1 if n = 2k 

N-
2 - k2 + 2k if n = 2k + 1 . 

4. Let Xl and X2 be two points of the quadric 

Q: fP(x) = 1. 

Assume that an isomorphism r: Txt --+ TX2 is given such that 

fP (r y, r z) = fP (y, z) 

Construct an affine mapping A --+ A which transforms Q into itself and 
which induces the isomorphism r in the tangent-space Txt. 

5. Prove the assertion of problem 4 for the quadric 

fP(x) + 2<a*,x) = O. 
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§ 4. Quadrics in the Euclidean space 

10.18. Normal-vector. Let A be an n-dimensional Euclidean space and 

Q: cP(x) + 2f (x) = CI. 

be a quadric in A. The bilinear function cP determines a selfadjoint linear 
transformation cp of E by the equation 

cP(x,y) = (cpx,y). 

The linear function f can be written as 

f(x)=(a,x) 

where a is a fixed vector of E. Cones will again be excluded; i. e. we shall 
assume that 

cpx=l=-a 

for all points XEQ. Let Xo be a fixed point of Q. Then equation (10.10) 
shows that the tangent-space Txo consists of all vectors y satisfying the 
relation 

(cpxo + a,y) = O. 

In other words, the tangent-space Txo is the orthogonal complement of 
the normal-vector 

The straight line determined by the point Xo and the vector p (xo) is 
called the normal of Q at Xo. 

10.19. Quadrics with center. Now consider a quadric with center 

Q: cP(x) = 1. 

Then the normal-vector p (xo) is simply given by 

p(xo)=cpxo· 

(10.59) 

This equation shows that the linear mapping cp associates with every 
point XoEQ the corresponding normal-vector. In particular, let Xo be a 
point of Q whose position-vector is an eigenvector of cp. Then we have the 
relation 

showing that the normal-vector is a multiple of the position-vector Xo. 
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Inserting this into equation (10.59) we see that the corresponding eigen­
value is equal to 

1 
A=~ 

IXol z' 

As has been shown in sec. 8.7 there exists an orthonormal system of n 
eigenvectors ev(v= l ... n). Then 

(v=l ... n) 
whence 

cP (ev, ell) = Av 6vll ' 

Let us enumerate the eigenvectors ev such that 

o < Al ~ Az ~ ... ~ As 

0> AS + I ~ As+z ~ ... ~ Ar 

A, + I = ... = An = 0 

(10.60) 

(10.61) 

where r is the rank and s is the index of CPo Then equation (10.59) can be 
written as 

L )'vCC = 1. (10.62) 
v= 1 

The vectors 
ev 

(v = 1 ... s) and av = J _ Av (v=s+l. .. r) 

are called the principal axes and the conjugate principal axes of Q. 
Inserting 

, 1 
lev = --z 

la,,1 
1 

(v = 1 ... s) and Av = -2 (v = s + 1 ... r) 
lavl 

into (10.62) we obtain the metric normal-form of Q: 

s CC 'CC 
L-z- L -z=l. 

v= I lavl ,,=s+ I lavl 
(10.63) 

Every principal axis 0v generates a straight line which intersects the 
quadric Q in the points av and -a". The straight lines generated by the 
conjugate axes have no points in common with Q but they intersect the 
conjugate quadric 

Q':4>(x)=-l 

at the points av and -av(v=s+ 1...r). 
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10.20. Quadrics without center. Now consider a quadric Q without 

center. Using an arbitrary point of Q as origin, we can write the equation 
of Q in the form 

CP(x) + 2(a,x) = 0 

where a is a normal vector of Q at the point x = o. 
For every point XE Q the vector 

p(x)=<px+a 

(10.64) 

(10.65) 

is contained in the normal of Q. A point XEQ is called a vertex if the 
corresponding normal is contained in the null-space K of CPo 

It will be shown that every quadric without center has at least one 
vertex. 

Applying <p to the equation (10.65) we obtain 

<pp(x)=<p2x+<pa 

showing that a point XE Q is a vertex if and only if 

<p2 x = - <pa. (10.66) 

To find all vertices of Q we thus have to determine all the solutions of 
equations (10.64) and (10.66). The self-adjointness of <p implies that the 
mappings <p and <p2 have the same image-space and the same kernel (cf. sec. 
8.7). Consequently, equation (10.66) has at least one solution x. The general 
solution of (10.66) can be written in the form 

x = Xo + Z 

where z is an arbitrary vector of the kernel K. Inserting this into equation 
(10.64) we obtain 

(10.67) 

Now a¢KJ. (otherwise Q would have a center) and consequently (10.67) 
has a solution ZEK. This solution is determined up to an arbitrary vector 
of the intersection K n To. In other words, the set of all vertices of Q 
forms an affine subspace with the difference-space K n To. This subspace 
has dimension (n-r-l). 

Now we are ready to construct the normal form of the quadric (10.64). 
First of all we select a vertex of Q as origin. Then the vector a in (10.64) is 
contained in the kernel K. Multiplying equation (10.64) by an appro­
priate scalar we can achieve that lal = 1 and that 2s~r. Now let eve\'= 1 
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... n -1) be a basis of To consisting of eigenvectors of tJ>. Then the vectors 
e v (v = l...n -1) and a form an orthonormal basis of E such that 

(v,J1=l ... n-l) 
and 

tJ>(ev,a) = (ev,c.pa) = 0 (v=l. .. n-l). 

In this basis the equation of Q assumes the metric normal-form 

L Av C C + 2 ~ = O. (10.68) 
v= 1 

Upon introduction of the principal axes and the principal conjugate axes 

ev 

a v = Jt ) ev 
(v = 1 ... sand a v = J-----'-= 

- Av 
(v=s+l. .. r) 

the normal-form (10.68) can be also written as 

(10.69) 

10.21. Metric classification of bilinear forms. Two quadrics Q and Q' 
in the Euclidean space A are called metrically equivalent, if there exists 
a rigid motion x-+x' which transforms Q into Q'. Two metrically equiv­
alent quadrics are a fortiori affine equivalent. Hence, the metric classi­
fication of quadrics consists in the construction of the metric subclasses 
within every affine equivalence class. 

It will be shown that the lengths of the principal axes form a com­
plete system of metric invariants. In other words, two affine equivalent 

quadrics Q and Q' are metrically equivalent if and only if the principal axes 

of Q and Q' respectively have the same length. 

We prove first the following criterion: Let E and F be two n-dimen­
sional Euclidean spaces and consider two symmetric bilinear functions tJ> 

and P having the same rank and the same index. Then there exists an 
isometric mapping r: E-+ F such that 

tJ>(x,y) = P(rx,ry) x,YEE (10.70) 

if and only if tJ> and P have the same eigenvalues. 
Define linear transformations c.p: E-+ E and 1jJ: F -+ F by 

tJ>(x,y) = (c.px,y) x,YEE and P(x,y) = (ljJx,y) x,YEF. 
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Then the eigenvalues of <P and If' are equal to the eigenvalues of ((J and 
t/I respectively (cf. sec. 8.10). 

Now assume that r is an isometric mapping of E onto F such that 
relation (10.70) holds. Then 

(((JX,y) = (t/lTX,ry) (10.71) 

whence 

This relation implies that ((J and t/I have the same eigenvalues. 
Conversely, assume that ((J and t/I have the same eigenvalues. Then 

there is an orthonormal basis Gv in E and an orthonormal basis bv (v = 

1 ... n) in F such that 

(v=l ... n). 

Hence, an isometric mapping r: E -> F is defined by 

(v=l ... n). 

Eq uations (10.72) and (l O. 73) imply that 

(((JGv,a,J = (t/lrGv,rG,J 
whence (10.71). 

(v,j1=l ... n) 

(l0.72) 

(10.73) 

10.22. Metric classification of quadrics. Consider first two quadrics Q 

and Q' with center. Since a translation does not change the principal axes 
we may assume that Q and Q' have the common center O. Then the 
equations of Q and Q' read 

Q: <P(x) = 1 
and 

Q':<P'(X) = 1. 

Now assume that there exists a rotation of E carrying Q into Q'. Then 

<P (x) = <P' (r x) XEE. (10.74) 

It follows from the criterion in sec. 10.21 that the bilinear functions 
rIJ and rIJ' have the same eigenvalues. This implies that the principal axes 
of Q and Q' have the same length. 

(v=l ... r). (10.75) 

Conversely, assume the relations (10.75). Then 

(v=l. .. n). 
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Observing the conditions (10.61) we see that A.=A~(v= l...n). According 
to the criterion in sec. 10.21 there exists a rotation T of E such that 

cf>(x) = cf>(rx'). 

This rotation obviously transforms Q into Q'. 
Now let Q and Q' be two quadrics without center. Without loss of 

generality we may assume that Q and Q' have the common vertex O. 
Then the equations of Q and Q' read 

Q:cf>(x)+2(a,x)=0 aEK lal=l, (10.76) 
and 

Q':cf>'(x) + 2(a',x) = 0 a'EK la'I=1. (10.77) 

If Q and Q' are metrically equivalent there exists a rotation T such that 

cf>(x) = cf>' (rx). 
Then 

(v=l ... r). (10.78) 

Conversely, equations (l0.78) imply that the bilinear functions cf> and 
cf>' have the same eigenvalues, 

(v=l...n). (10.79) 

Now consider the restriction lJI of cf> to the subspace To (Q). Then every 
eigenvalue of P is also an eigenvalue of cf>. In fact, assume that 

P(e,y) = A(e,y) 

for a fixed vector eETo (Q) and all vectors yE To (Q). Then 

cf>(e, x) = cf>(e,~a + y) = ~cf>(e,a) + lJI(e,y) = ~cf>(e,a) + A(e,y) 
(10.80) 

for an arbitrary vector xEE. Since the point 0 is a vertex of Q we have 
that cf>(e, a)=O. We thus obtain from (10.80) the relation 

cf>(e, x) = lee, y) = lee, ~ a + y) = ),(e, x) 

showing that A is an eigenvalue of cf>. Hence we see that the bilinear 
function tp has the eigenvalues ll" .An - I • In the same way we see that the 
restriction P' of cf>' to the subspace To (Q') has the eigenvalues }.~ .. . A~ -I' 
Now it follows from (10.79) and the criterion in sec. 10.21 that there exists 
an isometric mapping 

Q: To (Q) --+ To (Q') 
21 Greub. LIllear Algebra 
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with the property that 

CP'(gy) = CP(y) 

Define the rotation T of E by 

Ty = gy 

Ta = a'. 
Then 

CP'(TX) + 2(a',TX) = cP(x) + 2(a,x) XEE 

and consequently, T transforms Q into Q'. 
10.23. The metric normal-forms in the plane and in 3-space. Equations 

(10.63) and (10.69) yield the following metric normal forms for the 
dimensions n = 2 and n = 3: 

Plane: 

I. Quadrics with center: 

e 1]2 
1. 2 + ·2 = 1, a ~ b 

a b 

3. ~ = ± a 

II. Quadrics without center: 

e 
= 21] 

a2 

3-space: 

I. Quadrics with center: 

ellipse with the axes a and b. 

hyperbola with the axes a and b. 

two parallel lines with the distance 
2a. 

parabola with latus rectum of 
length a. 

e 1]2 (2 
1. 2 + b2 + 2 = 1, a ~ b ~ c ellipsoid with axes a, b, c. 

a c 

e 1]2 
3. 2 2 

a b 

hyperboloid with one shell and axes 

a, b, c. 

hyperboloid with two shells and axes 
a, b, c. 
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e 1]2 
4. a 2 + i/i = 1, a ;:;; b elliptic cylinder with the axes a and b. 

e 
5. 2 

a 

6. ~ = ± a 

hyperbolic cylinder with the axes a 
and b. 

two parallel planes with the distance 
2a. 

II. Quadrics without center: 

e 1]2 
1 ~2 - b2 = 2(, a ;:;; b elliptic paraboloid with axes a and b. 

. e 1]2 
2. ;2 - bi = 2( 

e 
3. -2 = 2 ( 

a 

hyperbolic paraboloid with axes a 
and b. 

parabolic cylinder with latus rectum 
of length a. 

Problems 

1. Give the center or vertex, the type and the axes of the following 
quadrics in the 3-space: 

a) 2~2 +21]2 _(2 +8~1] -4~( -41]( =2. 

b) 4~2+31]2-(2-l2~1]+4~(-81](=1. 
c) ~2+1]2+7(2-16~1]-8~(-81](=9. 
d) 3~2 + 31]2 + (2 - 2~1] + 6~ - 21] - 2( + 3 = O. 

2. Given a non-degenerate quadratic function q" consider the family 
(Qa) of quadrics defined by 

q,(X)=o: (0:=1=0). 

Show that every point x =1=0 is contained in exactly one quadric Qa' 
Prove that the linear transformation ({J of E defined by 

q,(X,y) = ({Jx,y) 

associates with every point x =1= 0 the normal vector of the quadric passing 
through x. 

3. Consider the quadric 
Q:q,(x)=l, 

21 ' 
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where cP is a non-degenerate bilinear function. Denote by Q' the image 
of Q under the mapping ({J which corresponds to CPo Prove that the 
principal axes of Q' and Q are connected by the relation 

, av 
a =-~ 

v la vl2 
(v=l ... n). 

4. Given two points p, q and a number 2:xCx>lp~ql), consider the 
locus Q of all points x such that 

Ix ~ pi + Ix ~ ql = 2:x. 

Prove that Q is a quadric of index n whose principal axes have the length 

(v=2 ... n). 

5. Let cP (x) = 1 be the equation of a non-degenerate quadric Q with 
the property that x is a normal vector at every point of Q. Prove that Q 
is a sphere. 
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Unitary spaces 

§ 1. Hermitian functions 

11.1. Sesquilinear functions in a complex space. Let E be an n-dimen­
sional complex linear space and <P: Ex E-.C be a function such that 

<P(AXI + J1X z,y) = A<P(X1,y) + J1<P(x z,y) 

<P(X,AYI + J1Y2) = X<P(X'Yl) + ji<P(X'Y2) (11.1) 

where;: and ji are the complex conjugate coefficients. Then <P will be 
called a sesquilinear function. Replacing Y by x we obtain from <P the 
corresponding quadratic function 

P(X) = <P(x,x). (11.2) 

It follows from (11.1) that P satisfies the relations 

P(X + y) + P(x - y) = 2(P(x) + P(y)) (11.3) 
and 

P (AX) = IW P (x). 

The function <P can be expressed in terms of P. In fact, equation (11.2) 
yields 

P(X + y) = P(x) + P(y) + <P(x,y) + <P(y,x). (11.4) 

Replacing Y by iy we obtain 

P(x + iy) = P(x) + P(y) - i<P(x,y) + i<P(y,x). (11.5) 

Multiplying (11.5) by i and adding it to (11.4) we find 

P(x + y) + i P(x + i y) = (1 + i)(P(x) + P(y)) + 2<P(x,y), 

whence 

2<P(x,y) = {P(x + y) - P(x) - P(y)} + i{P(x + iy) - P(x) - P(y)} 
(11.6) 
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Note: The fact that qJ is uniquely determined by the function P is due 
to the sesquilinearity. We recall that a bilinear function has to be sym­

metric in order to be uniquely determined by the corresponding quadratic 
function. 

11.2. Hermitian functions. With every sesquilinear function qJ we can 

associate another sesquilinear function dJ given by 

cP(x,y) = qJ(y,x). 

A sesquilinear function qJ is called Hermitian if cP = qJ, i. e. 

11(x,y) = qJ(y,x). (11. 7) 

Inserting y = x in (I 1.7) we find that 

P(x) = P(x). (11.8) 

Hence the quadratic function P is real valued. Conversely, a sesquilinear 
function 11 whose quadratic function is real valued is Hermitian. In fact, 
if P is real valued, both parentheses in (11.6) are real. Interchange of x 
and y yields 

211 (y, x) = { P (x + y) - P (x) - P (y)} + i {P (y + i x) - P (x) - P (y)} . 
(11.9) 

Comparison of (1\.6) and (11.9) shows that the real parts coincide. The 
sum of the imaginary parts is equal to 

'11 (x + i y) + P (y + i x) - 2 P (x) - 2 P (y) . 

Replacing y by iy in (11.3) we see that this is equal to zero, whence 

11(J",x) = 11(x,y). 

A Hermitian function <P is called positive definite, if P (x) > ° for all vec­
tors x,*O. 

11.3. Hermitian matrices. Let.xv(v= L.n) be a basis of E. Then every 
sesquilinear function 11 defines a complex n x n-matrix 

The function qJ is uniquely determined by the matrix (IXVIl)' In fact, if 
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are two arbitrary vectors, we have that 

The matrices (IX VIl ) and (avll) of cP and j, are obviously connected by the 
relation 

If cP is a Hermitian function it follows that 

A complex n x n-matrix satisfying this relation is called a Hermitian matrix. 

Problems 

1. Prove that a skew-symmetric sequilinear function is identically zero. 
2. Show that the decomposition constructed in sec. 9.6 can be carried 

over to Hermitian functions. 

§ 2. Unitary spaces 

11.4. Definition. A unitary space is an n-dimensional complex linear 
space E in which a positive definite Hermitian function, denoted by (,), 
is distinguished. The number (x, y) is called the Hermitian inner product 

of the vectors x and y. It has the following properties: 

1. (Axt +J.lX2,y)=A(Xt ,y) +J.l (X2'Y) 
(X,AYt +J.lY2)=A(X,Yt)+fi(x,Y2)' 

2. (x,y)=(y,x). In particular, (x, x) is real. 
3. (x, x»O for all vectors x=l=O. 

Example I: A Hermitian inner product in the complex number space [" 
is defined by 

(x. y) = I ("if 
\'=1 

where 

Example I I: Let E be a Euclidean space and let Ecr be the complexifica­
tion of the vector space E (cf. sec. 2.16). Then a Hermitian inner product 
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is defined in Ea by 

The unitary space so obtained is called the comp/exijication of thc 
Euclidean space E. 
The norm of a vector x of a unitary space is defined as the positive 
sq uare-root 

Ixl = JCx,x). 
The Schwarz-inequality 

I(x, y)1 ~ Ixllyl (11.10) 

is proved in the same way as for real inner product spaces. Equality holds 
if and only if the vectors x and yare linearly dependent. 

From (11.1 0) we obtain the triangle-inequality 

Ix + yl ~ Ixl + 1.)'1· 

Equality holds if and only if y = AX where A is real and non-negative. In 
fact, assume that 

Ix + yl = Ixl + Iyl· (11.11) 

Squaring this equation we obtain 

(x, y) + (x, y) = 2lxllyl. (11.12) 

This can be written as 

Re(x,y) = Ixllyl 

where Re denotes the real part. The above relation yields 

l(x,y)1 = Ixllyl 

and hence it implies that the vectors x and yare linearly dependent, 
y=),x. Inserting this into (11.12) we obtain 

whence 

ReA = IAI. 

Hence, A is real and non-negative. Conversely, it is clear that 

1(1 + ),)xl = Ixl + A Ixl 

for every real, non-negative number A. 
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Two vectors XEE and YEE are called orthogonal, if 

(x,y)=O. 

Every subspace E1 c E determines an orthogonal complement E~ con­
sisting of all vectors which are orthogonal to E 1 • The spaces E1 and E~ 
form a direct decomposition of E: 

E = E1 EEl Ei. 
A basis Xv (v = 1 ... n) of E is called orthonormal, if 

(xv, xI') = i5v l" 

The inner product of two vectors 

x=LCxv and Y=L1JvXv 
v v 

is then given by 
(x,y) = LCl1v . 

Replacing y by x we obtain 

Orthogonal bases can be constructed in the same way as in a real inner 
product space by the Schmidt-orthogonalization process. 

Consider two orthonormal bases Xv and Xv (v= l...n). Then the matrix 
(C(~) of the basis-transformation xv--->xv satisfies the relations 

A complex matrix of this kind is called a unitary matrix. Conversely, if 
an orthonormal basis Xv and a unitary matrix (C(~) is given, the basis 

:\'v=Lc(~xll 
I' 

is again orthonormal. 
11.5. The conjugate space. To every complex vector space E we can 

assign a second complex vector space. E. in the following way: E coin­
cides with E as a real vector space. However, scalar mUltiplication 
in E, denoted by (A, z)---> i . z is defined by 

I,·Z=I,Z. 

E is called the conjugate ['ector space. Clearly the identity map /(: E ---> E 
satisfies /((i:)=-;'K(Z) :E E. 
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Now assume that (,) is a Hermitian inner product in E. Then a complex 
bilinear function. <). is defined in Ex E by 

<x. y) = (x. ,,-I y) .lEE . .rEE. 

Clearly this bilinear function is non-degenerate and so it makes E. E 

into a pair of dual complex spaces. 
Now all the properties arising from duality can be carried over to 

unitary spaces. The Ries:: theorem asserts that every linear function f 
in a unitary space can be uniquely represented in the form 

fix) = (x. a) .lEE. 

In fact. consider the conjugate space E. In view of the duality between E 
and Ii there is a unique vector bEE such that 

f(x) = <x. b). 

Now set a=,,-l(b). 

11.6. Normed determinant functions. A normed determinant jUllction 
in a unitary space is a determinant function. LI. which satisfies 

LI (XI ..... xll ) LI (YI' ..... \"11) = det ((Xi. Y)) xjEE. )jEE. (11.13) 

We shall show that normed determinant functions always exist and 
that two normed determinant functions. Lli and Ll2 are connected by 
the relation Ll2 =!:Ll I • where D is a complex numher of magnitude 1. 

In fact. let Llo ,*0 be any determinant function in E. Then a determinant 
function. LI~. in E is given by 

A*( *1 All) _ ,;--( .-1 .*1"--.--I~) 
dOX •...•. x -dOK .X ••••• K X . 

Since E and E are dual with respect to the scalar product <.) for­
mula (4.21) yields 

Llo(.'I •... , x ll ) LI~(X*I, ...• X*") = ~det«xj, x*j») 

where ~ '* 0 is a complex constant. Setting 

we obtain 

(11.14) 

Now set xv=yv=evwhere e, (1'=1 ... 11) is an orthonormal basis of E. 

It follows that 
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and so 'Y. is real and positive. Let ;, be any complex number satisfying 
1;,1 2 = 'Y. and define a new determinant function. ,1. by setting 

Then (11.14) yields the relation 

,1 (Xl' ...• XII) . ,1 (Y1' ...• YII) = det «Xi' yJ) x"EE. Y"EE 

showing that ,1 is a normed determinant function. 
Finally. assume that ,11 and ,12 are normed determinant functions in E. 

Then formula (11.13) implies that ,12=£,11.1£1=1. 

11.7. Real forms. Let E be an n-dimensional complex vector space 
and consider the underlying 2n-dimensional real vector space EJR. A real 
form of E is a subspace, Fe EJR , such that 

EJR=FEBiF. 

Clearly, dimJRF = n. If F is a real form of E. then every vector Z E E can 
be uniquely written in the form Z = X + i y. x, yE F. 
Every complex space has real forms. In fact. let Zl ... ZII be a basis of E 

and define F to be the subspace of EJR consisting of the vectors 

X = Ie z" 
\,=1 

Then clearly. F is a real form of E. 
A conjugation in a complex vector space IS an IR-linear involution, 

z-->z, of EJR satisfying 
iz=-iz. 

Every real form F of E determines a conjugation given by 

X + iyr-->x - iy x. YEF. 

Conversely, if Zr-->Z is a conjugation in E, then the vectors 2 which satisfy 
Z =2 determine a real form F of E as is easily checked. The vectors of 
F are called real (with respect to the conjugation). 

Problems 

l. Prove that the Gram determinant 
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of p vectors of a unitary space is real and non negative. Show that 
G (x l' .. x p) = 0 if and only if the vectors x v are linearly dependent. 

2. Let E be a unitary space. 
(i) Show that there are conjugations in E satisfying (Zl,Z2)=(Zl~Z2)' 

(ii) Given such a conjugatIOn show that the Hermitian inner product 
of E defines a Euclidean inner product in the corresponding real sub­
space. 

3. Let F be a real form of a complex vector space E and assume that 
a positive definite inner product is defined in F. Show that a Hermitian 
inner product is given in E by 

and that 

4. Quaterniol7s. Fix a unit quaternion j (cf. sec. 7.23) such that (j, e)=O. 
Use j to make the space of quaternions into a 2-dimensional complex 
vector space. Show that this is not an algebra over ([. 

5. the complex CfOSS product. Let E be a 3-dimensional unitary space 
and choose a normed determinant function ,,1. 

(i) Show that a skew symmetric bilinear map Ex E ---> E (over the 
reals) is determined by the equation 

,,1(x, j\ z) = (x, y x z) x.y.7.EE. 

(ii) Prove the relations 

(ix)xy=xx(iy)= -i(xxy) 

(x x y. x) = (x x y . .1') = 0 

(XI X X2 • .1'1 x Y2) = Crl' x I )(Y2. X2) - (Y2' xd(YI' X2) 

IXI x x21 2 = IXl121x212 -I(xi' x 2)1 2 

X X (y x.:;) = .1'(7.. x) - .:;(y. x). 

6. Cuyley Ilumhers. Let E be a 4-dimensional Euclidean space and 
let Ecr be the complexification of E (ef. Example II, sec 11.4). Choose a 
unit vector eE E([ and let E\ denote the orthogonal complement of e. 
Choose a normed determinant function ,,1 in EI and let x be the corres­
ponding cross product (cf. problem 5). Consider Ecr' as a real 8-dimen-
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sional vector space F and define a bilinear map x, y -+ x· y by setting 

and 

x . y = - (x, y) e + x x y 

(;.e)· y = ;.y 

x . (I.e) = J.x 

(J,e)· (pe) = },pe 

x, YEE I 

;.EL YEE I 

i.EL xEEI 

Show that this bilinear map makes F into a (non-associative) division 
algebra over the rea Is. 

Verify the formulae X· y2=(xy)y and XZ y=x(xy). 

7. Symplectic spaces. Let E be an m-dimensional vector space over a 
field r. A symplectic inl1er product in E is a non-degenerate skew sym­
metric bilinear function <,) in E. 

(i) Show that a symplectic inner product exists in E if and only if m 

is even, m=2n. 

(ii) A basis aI' ... , (/11' hI' ... , hll of a symplectic vector space is called 
symplectic. if 

<ai' h) = bij. 

Show that every symplectic space has a symplectic basis. 
(iii) A linear transformation <P: E -+ E is called symplectic. if it satisfies 

<<P x, <P y) = <x, y) x,YEE. 

If <P and tp are symplectic inner products in E, show that there is 

a linear automorphism rx of E such that tp(x,y)=<P(rxx,ay), x,YEE. 
8. Symplectic adjoint transformations. i) If <P: E -+ E is a linear trans­

formation of a symplectic space the symplectic adjoint transformation, 
ijj, is defined by the equation 

<<P x, y) = <x, ijj .V) x,YEE. 

If ijj = <P (respectively ijj = - <pi then <p IS called symplectic sel/adjoint 

(respectively skew symplectic). 

(i) Show that lP = <po Conclude that every linear transformation <p of E 

can be uniquely written in the form <p = <PI + <P2 where <PI is symplectic 
selfadjoint and <pz is skew symplectic. 

(ii) Show that the matrix of a skew symplectic transformation with 
respect to a symplectic basis has the form 
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where A, B, C, D are square (/1 x Il)-matrices satisfying 

B* =B, C* = C, D = - A * . 

Conclude that the dimensions of the spaces of symplectic selfadjoint 
(respectively skew symplectic) transformations are given by 

N J = n(211 - 1) Nz = 11 (211 + 1). 

(iii) Show that the symplectic adjoint of a linear transformation <p of 
a 2-dimensional space is given by 

<P = I . tr <p - <p. 

(iv) Let E be an n-dimensional unitary space with underlying real 
vector space E/R' 

Show that a positive definite symmetric inner product and a symplectic 
inner product is defined in E/R by 

and 
(x, y) = Re (x, y) 

<x, y) = 1m (x, y) 

Establish the relations 

and 
<x,y) = - (ix.y) 

<i x, y) = (x, y). 

Conclude that the transformation Xf->i x is both symplectic and skew 
symplectic. 

§ 3. Linear mappings of unitary spaces 

11.S. The adjoint mapping. Let E and F be two unitary spaces and 
<p: E-+ F a linear mapping of E into F. As in the real case we can associate 
with <p an adjoint mapping cp of F into E. A conjugation in a unitary 
space is a linear automorphism x-+x of the underlying real vector space 
such that IX = - ix and (x . . Ii) = (x, y). If X-+.x is a conjugation in E, 
then a non-degenerate complex bilinear function is defined by <x, y) = 
(x,y), x,YEE. Let x-+x and y-+y be conjugations in E and in F, respec­
tively. Then E and F are dual to themselves and hence <p determines a 
dual mapping <p*: F-+E by the relation 

<<px,y) = <x,<p* y). (11.16) 



§ 3. Linear mappings of unitary spaces 335 

Replacing y by J in (11.16) we obtain 

(cp x,J) = (x, cp* J). (11.17) 

Observing the relation between inner product alld scalar product we can 
rewrite (11.17) in the form 

(cp x, y) = (x, cp*.Y). (11.18) 

Now define the mapping q;: E+-F by 

q; y = cp* J. (11.19) 
Then relation (Il.18) reads 

(cpX,Y) = (x, q; y) XEE, YEF. (11.20) 

The mapping q; does not depend on the conjugations in E and F. In fact, 
assume that q;l and q;2 are two linear mappings of F into E satisfying 
(11.20). Then 

This equation holds for every fixed YEF and all vectors XEE and hence 
it implies that q;2 = q; l' The mapping q; is called the adjoint of the mapping 
cpo 

It follows from equation (Il.18) that the relations 

'--. '-> 

cp + t/I = q; + IjJ and A. cp = A j, 

hold for any two linear mappings and for every complex coefficient A.. 
Equation (11.20) implies that the matrices of cp and q; relative to two 

orthonormal bases of E and F are connected by the relation 

(v = 1 ... n, fl = 1. .. m). 

N ow consider the case E = F. Then the determinants of cp and q; are 
complex conjugates. To prove this, let LI =1= 0 be a determinant function in 
E and J be the conjugate determinant function. Then it follows from the 
definition of J that 

A (q; XI'" q; xn) = LI ( q; XI ... q; xn) = LI (cp* x\ ". cp* xn) 

= detcp LI (Xl ".'xp) = detcp LI (Xl ".xn). 

This equation implies that 

det q; = det cp . (11.21) 
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If <p is replaced by <p -h, where}. is a complex parameter, relation 
(ll.2I) yields 

Expanding both sides with respect to A we obtain 

,- -n-v _ ,- 'n-v 
L. :Xv A - L.:Xv )· • 

This equation shows that corresponding coefficients in the charac­
teristic polynomials of <p and rp are complex conjugates. In particular, 

trrp = tr<p, 

11.9. The inner product in the space L(E; E). Consider the space 
L (E; E). An inner product can be introduced in this space by 

1 _ 
(<p, l/J) = -tr(<p 0 l/J). (11.22) 

n 

It follows immediately from (11.22) that the function (<p, l/J) is sesquili­
near. Interchange of <p and l/J yields 

1 1 _--
( l/J , <p) = - tr (l/J 0 rp) = - tr ( <p 0 l/J) = (<p, l/J) . 

n n 

To prove that the Hermitian function (l1.22) is positive definite let 
ev (v= l...n) be an orthonormal basis. Then 

<pev = I:x~el' and rpe v = I:i~el' (11.23) 
I' I' 

1', v 

whence 

V, I' V,I' V, I' 

This formula shows that (<p, <p) > 0 for every tral,1sformation <p =1= O. 
11.10. Normal mappings. A linear transformation <p: E-> E is called 

normal, if the mappings <p and rp commute, 

rp 0 <p = <p 0 rp. (11.24) 

In the same way as for a real inner product (cf. sec. 8.5) it is shown 
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that the condition (11.24) is equivalent to 

XEE. (11.25) 

It follows from (11.25) that the kernels of cp, and ip coincide, ker cp = ker ip. 
We thus obtain the direct decomposition 

E = ker cp EEl 1m cp . (11.26) 

The relation ker cp = ker ip implies that the mappings cp and ip have the 
same eigenvectors and that the corresponding eigenvalues are complex 
conjugates. In fact, assume that e is an eigenvector of cp and that A is the 
corresponding eigenvalue, 

cpe=Ae. 

Then e is contained in the kernel of cp - AI. Since the mapping cp - AI is 
again normal, e must also be contained in the kernel of ip - AI, i. e. 

ipe=Ae. 

In sec. 8.7 we have seen that a selfadjoint linear transformation of a 
real inner product space of dimension n always possesses n eigenvectors 
which are mutually orthogonal. Now it will be shown that in a complex 
space the same assertion holds even for normal mapping. Consider the 
characteristic polynomial of cpo According to the fundamental theorem 
of algebra this polynomial must have a zero AI' Then Al is an eigenvalue 
of cpo Let e1 be a corresponding eigenvector and El the orthogonal 
complement of e1 • The space El is stable under cpo In fact, let y be an 
arbitrary vector of E 1 • Then 

and hence cpy is contained in £1' The induced mapping is obviously again 
normal and hence there exists an eigenvector ez in £1' Continuing this 
way we finally obtain n eigenvectors ev (v= l...n) which are mutually 
orthogonal, 

(v =1= Il)' 

If these vectors are normed to length one, they form an orthonormal 
basis of E. Relative to this basis the matrix of cp has diagonal form with 
the eigenvalues in the main-diagonal, 

(v=I ... n). (11.27) 

22 Greub. Linear Algebra 
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11.11. Selfadjoint and skew mappings. Let cp be a selfadjoint linear 
transformation of E; i.e., a mapping such that rp = cpo Then relation 
(11.20) yields 

(cpx,Y) = (x,CPY) x,YEE. 

Replacing y by x we obtain 

(cpx,x) = (x,cpx) = (cpx,x) 

showing that (cpx, x) is real for every vector xEE. This implies that all 
eigenvalues of a selfadjoint transformation are real. In fact, let e be an 
eigenvector and A be the corresponding eigenvalue. Then cpe = Ae, whence 

(cpe,e) = ),(e,e). 

Since (cpe, e) and (e, e)=!= 0 are real, A must be real. 
Every selfadjoint mapping is obviously normal and hence there exists 

a system of n orthonormal eigenvectors. Relative to this system the matrix 
of cp has the form (11.27) where all numbers Av are real. 

The matrix of a selfadjoint mapping relative to an orthonormal basis 
is Hermitian. 

A linear transformation cp of E is called skew if rp = - cpo In a unitary 
space there is no essential difference between selfadjoint and skew 
mappings. In fact, the relation 

icp=-irp 

shows that multiplication by i associates with every selfadjoint mapping a 
skew mapping and conversely. 

11.12. Unitary mappings. A unitary mapping is a linear transformation 
of E which preserves the inner product, 

(cp x, cp y) = (x, y) 

Relation (11.28) implies that 

x,YEE. 

icpxi=ixi XEE 

( 11.28) 

showing that every unitary mapping is regular and hence it is an auto­
morphism of E. If equation (11.28) is written in the form 

(cpx,y) = (X,cp-l y) 

it shows that the inverse mapping of cp is equal to the adjoint mapping, 

rp=cp-l. (11.29) 
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Passing over to the determinants we obtain 

det cp . det cp = 1 
whence 

IdetCPI = 1. 

Every eigenvalue of a unitary mapping has norm 1. In fact, the equation 
cpe = Ae yields 

Icp el = IAIlel 
whence IAI = 1. 

Equation (11.29) shows that a unitary map is normal. Hence, there 
exists an orthonormal basis ev(v= l...n) such that 

(v = 1. .. n) 

where the Av are complex numbers of absolute value one. 

Problems 

1. Given a linear transformation cp: E-+ E show that the bilinear 
function cf> defined by 

cf>(x,y) = (cpx,y) 

is sesquilinear. Conversely, prove that every sesquilinear function cf> can 
be obtained in this way. Prove that the adjoint transformation determines 
the Hermitian conjugate function. 

2. Show that the set of selfadjoint transformations is a real vector 
space of dimension n2 • 

3. Let cp be a linear transformation of a complex vector space E. 
a) Prove that a positive definite inner product can be introduced in E 

such that cp becomes a normal mapping if and only if cp has n linearly 
independent eigenvectors. 

b) Prove that a positive definite inner product can be introduced such 
that cp is 

i) selfadjoint 
ii) skew 

iii) unitary 
if and only if in addition the following conditions are fulfilled in corre­
sponding order: 

22" 

i) all eigenvalues of cp are real 
ii) all eigenvalues of cp are imaginary or zero 

iii) all eigenvalues have absolute value 1. 
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4. Denote by SeE) the space of all selfadjoint mappings and by A (E) 
the space of all skew mappings of the unitary space E. 

Prove that a multiplication is defined in SeE) and A (E) by 

cP E S (E), !/J E S (E) 
and 

cP E A (E), !/J E A (E) 

respectively and that these spaces become Lie algebras under the above 
multiplications. Show that S (E) and A (E) are real forms of the complex 
space L(E; E) (cf. problem 8, § 1, chap. I and sec. 11.7). 

§ 4.* Unitary mappings of the complex plane 

11.13. Definition. In this paragraph we will study the unitary mappings 
of a 2-dimensional unitary space C in further detail. Let, be a unitary 
mapping of C. Employing an orthonormal basis e1 , ez we can represent 
the mapping, in the form 

reI = o:el + [Jez (11.30) 

Tez = e( - [Je l + ael ) 

where 0:, [J and e are complex numbers subject to the conditions 

and 
lei = 1. 

These equations show that 
det, = e. 

We are particularly interested in the unitary mappings with the determi­
nant + I. For every such mapping equations (11.30) reduce to 

,el =o:e l +[Je2 
,el = - [Je l + ae2 

This implies that 
,-1 e l = ae l - [Je2 
,-1 ez = [Je 1 + (xe 2 . 

Adding the above relations in the corresponding order we find that 

(v=I,2) 
whence 

, + ,- 1 = I' tr , . (11.31) 
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Formula (11.31) implies that 

( z, r z) + (Z, r - 1 z) = I Z 12 tr r 

for every vector zEC. Observing that 

(z,r- 1 z) = (rz,z) = (z,rz) 

we thus obtain the relation 

2Re(z,rz)= Izl2trr ZEC (11.32) 

showing that if det r = 1. then the real part of the inner product (:::. r z) 

depends only on the norm of :::. (11.32) is the complex analogue of the 
relation (8.42) for a proper rotation of the real plane. 

We finally note that the set of all unitary mappings with the deter­
minant + 1 forms a subgroup of the group of all unitary mappings. 

11.14. The algebra Q. Let Q denote the set of complex linear trans­
formations of the complex plane C which satisfy 

<p + cp = 1 . tr <p . ( 11.33) 

It is easy to see that these transformations form a real 4-dimensional 
vector space, Q. Since (11.33) is equivalent to cp=ad<p (cf. sec. 4.6 and 
problem 8, § 2, chapter IV) it follows that Q is an algebra under com­
position. Moreover, we have the relation 

<p cp = <p ad <p = 1 • det <p <p E Q . (11.34) 

Define a positive definite inner product in Q by setting (cf. sec. 11.9) 

Then we have 

((p. <p) = t tr(<p0 cp) = t det <p' tfl = det <p; 

i.e .. 
(<p.<p) = det<p. <pEQ (11.35) 

and 
(<p. 1) = t tr<p <pEQ. (11.36) 

Now we shall establish an isomorphism between the algebra Q and 
the algebra IHl of quaternions defined in sec. 7.23. 

Consider the subspace QI of Q consisting of those elements which 
satisfy tr<p=O or equivalently (<p. 1)=0. Then QI is a 3-dimensional 
Euclidean subspace of Q. 
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For <pEQ[ we have. in view of (11.33). (/; = -<p and thus (11.34) yields 

(p2 = _ det <p . I = - (<p. <p) I 

This relation implies that 

( 11.37) 

Next, observe that for <pEQI and tf;EQI 

(<potf; - tf;o<p.l) = t(tr(<po tf;) - tr(tf;o(p)) = 0 

whence <p 0 tf; - tf; 0 (PEQI' Thus a bilinear map. x, is defined in QI by 

(11.38) 

It satisfies 

(<p x tf;, <p) = 0 and (<p x tf;,tf;)=0. ( 11.39) 

Moreover. equations (11.37) and (11.38) yield 

(11.40) 

It follows that 

(11.41) 

Finally, let L1 be the trilinear function in Ql given by 

In view of (11.40) we can write 

,:1(<p, tf;. X) = ((P x tf;, X)· (11.42) 

This relation together with (11.39) implies that .1 is skew symmetric and 
hence a determinant function in Ql' Moreover, setting X = <p x tf; yields, 
in view of (11.41), 

;J (<p, tf;, <p x tf;) = 1<p12 ·1tf;1 2 - (<p, tf;)2 (P, tf;EQl' 

Thus ;j is a normed determinant function in the Euclidean space QI' 
Hence it follows from (11.42) that the bilinear function x is the cross 
product in QI if Ql is given the orientation determined by.1 (cf. sec. 7.16). 
Now equation (11.40) shows that Q is isomorphic to the algebra IHl of 
quaternions (cf. sec. 7.23). 
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Remark: In view of equation (11.35), Q is an associative division 
algebra of dimension 4 over ~. Therefore it must be isomorphic to IHI 
(cf. sec. 7.26). The above argument makes this isomorphism explicit. 

11.15. The multiplication in C. Select a fixed unit-vector a in C. Then 
to every vector ZEC there exists a unique mapping C{JzEQ such that 
C{Jza=z. This mapping is determined by the equations 

C{Jz a = ex a + P b 
C{Jz b = - 13 a + a b 

where b is a unit-vector orthogonal to a and 

z=exa+pb. 

The correspondence Z-+C{Jz obviously satisfies the relation 

for any two real numbers A. and Jl. Hence, it defines a linear mapping of 
C onto the linear space Q, if C is considered as a 4-dimensional real 
linear space. This suggests defining a multiplication among the vectors 
ZE C in the following way: 

(11.43) 

(11.44) 

In fact, the two mappings C{JZI '2 and C{J'2 0 C{JZI are both contained in Q and 
send a into the same vector. Relation (11.44) shows that the corre­
spondence Z-+C{J. preserves products. Consequently, the space C be­
comes a (real) division-algebra under the multiplication (11.43) and this 
algebra is isomorphic to the algebra of quaternions. 

Equation (11.31) implies that 

Z + Z-1 = 2 (C{Jz, I)a (11.45) 

for every unit-vector z. 
In fact, if z is a unit-vector then C{J. is a unitary mapping with determi­

nant 1 and thus (11.31) and (11.36) yield 

Z + Z-1 = C{Jza + (C{Jza)-1 = C{Jza + C{J;1 a = atrC{Jz = 2a(C{J., I). 

Finally, it will be shown that the inner products in C and Q are connected 
by the relation 

(11.46) 
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To prove this we may again assume that::: 1 and:::2 are unit-vectors. Then 

({JOl and ({Jo, are unitary mappings and we can write 

(2 1,Z2) = (PZ 1 a, ({J02a) = (p;,1 ({JOla,a) = (Polz,-la,a). (11.47) 

Since ({JZIZ2 - 1 is also unitary formula (11.32) yields 

R ( ) - 1 t - 1 t ( - 1 ) - 1 t ('--. ) e ({JZIZ2-1a,a - £: r({JOIZ2-1 - 2: r ({JZ2 o({JZl - £: r ({JZ2 ° ({JZl 

= ttr(PZ1 o~) = (({JZl,({JZ2)' 
(11.48) 

Relations (11.47) and (11.48) imply (11.46). 

Problems 

I. Assume that an orthonormal basis is chosen in C. Prove that the 

transformations which correspond to the matrices 

( i ~) (0 - 1) ( ~ - i) o -I 1 0 -I 0 

form an orthonormal basis of Q. 
2. Show that a transformation ({J E Q is skew if and only if tr ({J = O. 
3. Prove that a transformation ({J E Q satisfies the equation 

({J2 = - 1 

if and only if 

det ({J = 1 and tr ({J = O. 

4. Verify the formula 

5. Let E be the underlying oriented 4-dimensional vector space of the 

complex plane C and define a positive definite inner product in E by 

(x, Y)E = Re(x, J'). 

Let u. b be an orthonormal basis of C such that u is the unit clement 
for the multiplication defined in sec. 11.15. Show that the vectors 

form an orthonormal basis of E and that, if ,;l is the normed positive 

determinant function in E, 
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6. Let E1 denote the orthogonal complement of e in E (cf. problem 5). 
Let l~ be a skew Hermitian transformation of C with tf!/J =0. 

a) Show that there is a unique vector pE E1 such that l~ x = p. x, XE E. 
b) If 

is the matrix of!/J with respect to the orthonormal basis a, b in problem 5, 
show that 

§ 5.* Application to Lorentz-transformations 

11.16. Selfadjoint linear transformations of the complex plane. Consider 
the set S of all selfadjoint mappings G of the complex plane C. S is a real 
4-dimensionallinear space. In this space introduce a real inner product by 

<G,r) = Htr(Gor) - trG·trr). (11.69) 

This inner product is indefinite and has index 3. To prove this we note 
first that 

(11.70) 
and 

< G, I) = - t tr G . (11.71) 

Now select an orthonormal basis Z1,Z2 of C and consider the transfor­
mations Gj(j= 1,2,3) which correspond to the Pauli-matrices 

Then it follows from (1\.69) that 

and 
<G;,I)=O, <,,1)=-1. 

These equations show that the mappings I, Gl, (J2, G 3 form an ortho­
normal basis of S with respect to the inner product (l\.69) and that this 
inner product has index 3. Thus S becomes a Minkowski space (cf. 
sec. 9.7). 

The orthogonal complement of the identity-map consists of all self­
adjoint transformations with the trace zero. 
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11.17. The relation between the spaces Q and S. Recall from sec. I I.I 4 
the definition of the 4-dimensional Euclidean space Q. Introduce a new 
inner product in Q by setting 

((I.t/JEQ. 

We shall define a linear isomorphism Q: Q~S such that 

((I.I/IEQ. 
In fact. set 

1-; 
Q ((I = o· 2- / tr «I + ; «I «IEQ. 

Then 
Q;p - Q((I = i· I' tr«l - i((I + cpl. 

Since «IEQ. we have «I+CP=/' tr«l and so it follows that 

Q«I-Q«I=O; 

i.e .. Q((I is selfadjoint. The map 1[1: Q<-S given by 

1+; . 
l[I(rJ)=--/·trrJ-/rJ (JES 

2 

is easily shown to be inverse to Q and thus Q is a linear isomorphism. 
Finally. since 

(I - i)2 I - ; 
Q«Io Qt/J = - 4- / tr«l' tfl/l + -2 -- ;(1/; tr«l + «I tr t/J) - ((10 1/1 

it follows that 

whence 
tr· (Q((I)oQ(t/J)) = tr«l' trt/J - tr((pO 1/1) 

<Q«I. Qt/J> = ~ {tr((Q((I)o (Qt/J)) - trQ«I' trQt/J} 

= i [tr «I . tr t/J - tr «I 0 ~; - tr «I . tr t/J] 

= - i tr((I 0 t/J) = <((I, t/J>. 

Note as well that. by definition. 

«I,t/JEQ. 

11.18. The transformations T". Now consider an arbitrary linear trans­
formation r:x of the complex plane C such that det r:x = I. Then a linear 
transformation T,,: S~S is defined by 

UES. (11. 79) 
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In fact, the equation 

f;a = aoaoii = ao(Joii = T~(J 

shows that the mapping T~(J is again selfadjoint. The transformation T~ 
preserves the inner product (11.69) and hence it is a Lorentz-transfor­
mation (cf. sec. 9.7): 

< T~ (J, T~ (J) = - det T~ (J = - det (a 0 (J 0 Ii) 
= - det(J Idetal 2 = - det(J = <(J, (J). 

Every Lorentz-transformation obtained in this way is proper. To prove 
this let a (t) (0 ~ t ~ 1) be a continuous family of linear transformations of 
C such that 

a (0) = I a(l) = a and deta(t) = 1 (O~t~l). 

It follows from the result of sec. 4.36 that such a family exists. The 
continuous function 

det To (t) (0 ~ t ~ J) 

is equal to ± 1 for every t. In particular 

det T~(o) = det T, = 1. 
This implies that 

det To(t) = 1 (O~t~l) 
whence 

det T~ = 1. 

The transformations T~ are orthochroneous. To prove this, observe 
that 

whence 

<I, T~I) = <I,aoii) = - ttr(1Y.0 ii) < O. 

This relation shows that the time-like vectors 1 and T~I are contained in 
the same cone (cf. sec. (9.22)). 

11.19. In this way every transformation a with determinant 1 defines a 
proper Lorentz-transformation T~. Obviously, 

(11.80) 

Now it will be shown that two transformations To and Tp coincide only 
if f3 = ± a. In view of (11.80) it is sufficient to prove that T~ is the identity 
operator only if IY. = ± I. If T~ is the identity, then 

a c (J 0 ii = (J for every (J E S . (11.81) 
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Inserting 0" = 1 we find that 'Y. 0 iJ. = 1 whence 'Y.= a- 1• Now equation (11.81) 
implies that 

'Y. 0 0" = 0" 0 'Y. for every 0" E S . (11.82) 

To show that 'Y. = ± 1 select an arbitrary unit-vector e E C and define 
a selfadjoint mapping 0" by 

O"z=(z,e)e ZEC. 

Then 
(0" 0 'Y.) e = ('Y.e,e)e and ('Y.oO")e = IXe. 

Employing (11.82) we find that 

u = (u, e) e. 

In other words, every vector IXZ is a multiple of z. Now it follows from 
the linearity that IX = 1.1 where A is a complex constant. Observing that 
det IX = 1 we finally see that ). = ± I. 

11.20. In this section it will be shown conversely that every proper 
orthochroneous Lorentz-transformation T can be represented in the 
form (1 Ll7). Consider first the case that 1 is invariant under T, 

Tl = I. 

Employing the isomorphism Q:Q-+S (cf. sec. lI.I7) we introduce the 
transformation 

T'=Q-1 o ToQ (11.83) 
of Q. Obviously, 

<T' cp, T' ljI) = <cp, ljI) cp, ljI E Q (11.84) 

and 
T'l = I. (11.85) 

Besides the inner product of sec. 11.17 we have in Q the positive inner 
product defined in sec. 11.14. Comparing these two inner products we 
see that 

(cp, ljI) = < cp, ljI) + t tr cp tr ljI = < cp, ljI) - 2 < cp, I) < ljI, I) . (11.86) 

Now formulae (11.84), (11.86) and (11.85) yield 

(T' cp, T' ljI) = (cp, ljI) 

showing that T' is also an isometry with respect to the positive definite 
inner product. Hence, by Proposition I, sec. 8.24, there exists a unit­
vector /3EQ such that 

(11.87) 
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Using formulae (11.83), (11.87) and (11.74) we thus obtain 

T (J = (Q 0 T' 0 Q-l) (J = Q (f3 0 Q-l (J 0 p- I) = [30 (J 0 p-l . 

Since f3 -I = /J (cf. sec. 11.34). This equation can be written in the form 

T(J = f3o(Jo/J = Tp(J. 

Finally, 
det f3 = (f3, f3) = l. 

Now consider the case T 1 =1= 1. Then, since T is a proper orthochroneous 
Lorentz-transformation, T 1 and 1 are linearly independent. Consider 
the plane F generated by the vectors 1 and Tl. Let CD be a vector of F 
such that 

(1.«)=0 and «(1).0)=1. (11.88) 

In view of (11.70) and (11.71) these conditions are equivalent to 

tr (I) = 0 and det w = - 1 . 
Therefore 

WoW = I. 

By hypothesis, T preserves fore-cone and past-cone. Hence TI can be 
written as (cf. sec. 9.26) 

T 1 = I cosh (} + W sinh () . (11.91) 

Let IX be the selfadjoint transformation defined by 

() (} 
IX = 1 cosh - + W sinh - . 

2 2 
(11.92) 

Then 
() () () 2(} 

Ta 1 = IX 0 a. = 1 cosh2 - + 2 w cosh - sinh - + Wow sinh -
2 2 2 2 (11.93) 

= 1 cosh () + W sinh () . 

Comparing (11.91) and (11.93) we see that 

TI=Tal. 

This equation shows that the transformation T; loT leaves vector 1 in­
variant. As it has been shown already there exists a linear transformation 
f3 E Q of determinant 1 such that 

Ta- I 0 T = Tp. 
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Hence, 

It remains to be proved that IX has determinant l. But this follows from 
(11.70), (11.92) and (11.88): 

2(} 2(} 
det IX = - <IX, IX) = - < I, I) cosh - - < w, w) sinh - = 1. 

2 2 

Problems 
1) Let IX be the linear transformation of a complex plane defined by 

the matrix 

( ~ 2i) 
-I 3 

Find the real 4 x 4 matrix which corresponds to the Lorentz-transfor­
mation T~ with respect to the basis I, (11' (12' (13 (cf. sec. 1l.16). 

2) A fractional linear tran4ormation of the complex plane <C is a trans­
formation of the form 

T(z) = az + ~ 
cz + d 

where a, h. c, d arc complex numbers. 

ad-hc=1 

(i) Show that the fractional linear transformations form a group. 
(ii) Show that this group is isomorphic to the group of proper 

orthochroneous Lorentz transformations. 



Chapter XII 

Polynomial Algebras 
In this chapter r denotes a field oj' characteristic zero. 

§ 1. Basic properties 
In this paragraph we shall define the polynomial algebra over rand 

establish its elementary properties. Some of the work done here is 
simply a specialization of the more general results of Chapter VII, 
Volume II, and is included here so that the results of the following 
chapter will be accessible to the reader who has not seen the volume 
on multilinear algebra. 

12.1. Polynomials over r. A polynomial over r is an infinite sequence 

f=(:x O ':X 1""':X""") :XvEI 

such that only finitely many :Xv are different from zero. The sum and 
the product of two polynomials 

are defined by 

where 

f=(:xO ,:x1 •••• ) and g=({30,[i1 ,.··) 

f+ g = (:xo + [io':X1 + [iI' ... ) 
fg=(~'o.i'l'···) 

~'k= I :x i {3j' 
i+j=k 

These operations make the set of all polynomials over r into a com­
mutative associative algebra. It is called the polynomial algebra over r 
and is denoted by ret]. The unit element, 1, of ret] is the sequence 
(L 0 ... ). It is easy to check that the map i:r -> r [t] given by 

i(:x) = (:x, 0 ... 0 ... ) 

is an injective homomorphism of algebras. 
Thus we may identify 1 with its image under I. The polynomial 

(0, 1, 0 ... ) will be denoted by t 

t=(O,I,O ... ). 
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It follows that 
tk = (0 ..... O. L 0 ... ) k =0.1 .... 

Thus every polynomial I can be written in the form 

I = I c<,. tV (12.1 ) 
V~O 

where only finitely many C<v are different from zero. Since the elements t" 
(k=O, I, ... ) are linearly independent. the representation (12.1) is unique. 
Thus these elements form a basis of the vector space T [tl 

Now let 

C<II =1= 0 

be a non-zero polynomial. Then C<II is called the leading coefficient of I 
The leading coefficient of fg U =1= 0, g =1= 0) is the product of the leading 
coefficients of f and g. This implies that J:g =1= 0 whenever f =1= 0 and g =1= O. 
A polynomial with leading coefficient I is called monic. 

On the other hand, for every polynomial f = I C<v tV the element c<o E T 
,. 

is called the scalar term. It is easily checked that the map Q: T[t]-.T 
given by If-->C<o is a surjective homomorphism. 

Consider a non-zero polynomial 

The number n is called the degree of I If g IS a second non zero 
polynomial, then clearly 

deg(j + g) ~ max(degJ,degg) 
and 

deg(j g) = degJ + degg. (12.2) 

A polynomial of the form (Xntn (C<n =1= 0) is called a monomial of degree n. 
Let Tn[t] be the space of the monomials of degree n together with the 

zero element. Then clearly 
00 

T [t] = I Tn [t] 
n~O 

and by assigning the degree 11 to the elements of r,; [t] we make T[t] 
into a graded algebra as follows from (12.2). The homogeneous elements 
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of degree Il with respect to this gradation are precisely the monomials 
of degree 11. 

However, the structure of T[t] as a graded algebra does not playa 
role in the subsequent theory. Consequently we shall consider simply 
its structure as an algebra. 

12.2. The homomorphism T[t]--+A. Let A be any associative algebra 
with unit element e and choose a fixed element a EA. Then the map 

1 --+ e, t --+ a 

can be extended in a unique way to an algebra homomorphism 

The uniqueness follows immediately from the fact that the elements 1 and 
t generate the algebra I"[t]. To prove existence, simply set 

«1> (2)k tk) = L Ctk ak • 
k k 

It follows easily that «1> is an algebra homomorphism. The image of 
T[t] under «1> will be denoted by T(a). It is clearly the subalgebra of A 
generated by e and a. Its elements are called polYllomials ill a, and are 
denoted by f(a). 

The homomorphism «1>:f--+f(a) induces a monomorphism 

(p :T[t]/ker«1> --+ A. 

In particular, if A is generated by e and a then «1> (and hence «1» are 
surjective and so (j) is an isomorphism 

(j): r[t]/ker«1>~A 
in this case. 

Example: Let AET[t] and let g=I[3l1tl1 be a polynomial. Then we 
have 

f(g) = I Ci,(I [311 til)'". 
I' 

In particular. the scalar term of f(g) is given by 

i'o = I Ci v m; = f(()o)· 

Thus we can write 

Q(f(g)) = f(Q(g)) fgEr[t] 

where Q: T[t]--+T is the homomorphism defined in sec. 12.1. 
23 G reub. Linear Algebra 
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12.3. Differentiation. Consider the linear mapping 

d:r[t] -+r[t] 
defined by 

d tP = p tP - 1 P ~ 1 

dl = O. 
Then we have for p,q~l 

d(tp·tq) = d(tp+q) 
= (p + q)tP + q - 1 

= p tP - 1 tq + tP q tq-1 

= d tP • tq + tP • d tq 

I.e. 
(12.3) 

It is easily checked that (12.3) continues to hold for p=O or q=O. Since 
the polynomials tP form a basis of ret] (cf. sec. 12.1) it follows from (12.3) 
that the mapping d is a derivation in the algebra ret]. 

d is called the differentiation map in ret], and is the unique derivation 
which maps t into 1. It follows from the definition of d that d lowers the 
degree of a polynomial by 1. In particular we have 

kerd = r 
and so the relations 

dj = dg 
and 

j-g=lX, IXEr 

are equivalent. The polynomial d/will be denoted by 1'. 
The chain rule states that for any two polynomials / and g, 

(f(g))' = F(g)· g'. 

For the proof we comment first that 

dl=kl- 1 dg 
dgO = 0 

k ~ 1 

which follows easily from an induction argument. Now let 

j = 2>ktk. k 
Then 

(12.4) 
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and hence formula (12.4) yields 

(f(g»)' = Iakkl-1·dg 
k 

= Ikctkgk-1'g' 
k 

= l' (g).g' . 

355 

The polynomial drj (r ~ 1) is called the r-th derivative of f and is 
usually denoted by pr). We extend the notation to the case r =0 by 
setting PO)=f It follows from the definition that pr)=o if and only 
if r exceeds the degree of f 

12.4. Taylor's formula. Let A be an associative commutative algebra 
over T with unit element e. Recall from sec. 12.2 that if fET[t] and 
aEA then an element f(a)EA is determined by 

f(a) = I :tva'. 
v~O 

Iilylor's formula states that for aEA, bEA 

. n j'(~(a) p 

j (a + b) = I --,-' b . 
p~O p. 

(12.5) 

Since the relation (12.5) is linear in f it is sufficient to consider the 
case f= tn. Then we have by the binomial formula 

On the other hand, 

Pp)(t)=IJ(Il-I) ... (n-p+ I)t"-P 

whence 
pP)(a)=n(n-I) ... (n-p+ I)an - p 

and so we obtain (12.5). 

Problems 

1. Consider the mapping T[t] x r[tJ--+r[t] defined by (f,g)--+f(g). 
a) Show that this mapping does not make the space T[t] into an algebra. 
b) Show that the mapping is associative and has a left and right 

identity. 
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c) Show that the mapping is not commutative. 
d) Prove that the mapping obeys the left cancellation law but not the 

right cancellation law; i.e., /t (g) =/2 (g) implies that/l =/2 but I(gl) = 
/(g2) does not imply that gl =g2' 

2. Construct a linear mapping 

such that 
S:T[t]-+T[t] 

doS=1. 

Prove that if S land S 2 are two such mappings, then there is a fixed scalar, 
r:J., such that 

In particular, prove that there is a unique homogeneous linear mapping S 
of the graded space T [t] into itself and calculate its degree. S is called the 
integration operator. 

3. Consider the homomorphism Q:r[t]-+T defined by 

(! I r:J.k tk = r:J.o . 
k 

Show that 
QI =/(0). 

Prove that if S is the integration operator in T[t], then 

Sod=I-Q. 

Use this relation to obtain the formula for integration by parts: 

S I g' = I g - Q(f g) - S gf'. 

4. What is the Poincare series for the graded space T[t]? 
5. Show that if 0 :T[t] -+ T[t] is a non-trivial homogeneous antideri­

vation in the graded algebra T[t] with respect to the canonical involution, 
and 02 = 0 then 

p ~ 1. 

6. Calculate Taylor's expansion 

f (g + h) = f (g) + h.f' (g) + ... 
for the following cases and so verify that it holds in each case: 

a)/=t2-t+l, g=t 3 +2t, 
b) / = t 2 + 1, g = t 3 + t - I, 
c) /=3t 2 +2t+5, g= I, 
d) /=t 3 -t2+t-l, g=t, 

h=t-5 
h= -t+ 1 

h= -I 
h=t2 -t+l 
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7. For the polynomials in problem 6 verify the chain rule 

[j (g)]' = f' (g) . g' 

explicitly. Express the polynomialf(g(h))' in terms of the derivatives off, 
g and h and calculate [j(g(h))]' explicitly for the polynomials of problem 
6. 

§ 2. Ideals and divisibility 

12.5. Ideals in r [t). In this section it will be shown that every ideal in 
the algebra rEt] is a principal ideal (cf. sec. 5.3). We first prove the 
following 

Lemma /: (Euclid algorithm); Let f +0 and g+O be two polynomials. 
Then there exist polynomials q and r such that 

1 = gq + r 
and deg r<deg g or r=O. 

Proof: Let degf = nand deg g = m. If m > n we write 

and the lemma is proved. Now consider the case n~m. Without loss of 
generality we may assume thatfand g are monic polynomials. Then we 
have 

1 = tn - m g + 11, deg11 < n or 11 = O. (12.6) 

Iffl +0 assume (by induction on n) that the lemma holds forfl' 

Then 
11 = gql + r 1 (12.7) 

where deg r 1 < deg g or r 1 = O. Combining (12.6) and (12.7) we obtain 

1 = (tn - m + ql)g + r 1 

and so the lemma follows by induction. 

Proposition 1: Every ideal in rEt] is principal. 
Proof: Let I be the given ideal. We may assume that 1+0. Let h be a 

monic polynomial of minimum degree in I. It will be shown that 1= Ih 
(cf. sec. 5.3). Clearly, Ih c I. Conversely, let fEI be an arbitrary poly­
nomial. Then by the lemma, 

l=hq+r 
where 

deg r < deg h or r = O. (12.8) 
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SincefEland hE lwe have 

r=f-hqEI 

and hence if r=l=O deg r~deg h. Now (12.8) implies that r=O; i.e.f=hq 

and sofEI". 
The monic polynomial h is uniquely determined by I. In fact. assume 

that k is a second polynomial such that 1= Ik • Then there are monic 
polynomials gl and g2 such that k=glh and h=g2k. It follows that 
k = glg2k whence glg2 = 1. Since gl and g2 are monic we obtain gl = g2 = 1 
whence k=h. 

12.6. Ideals and divisors in r[t]. Let f and g be non-zero polynomials. 
We say that g dirides f or f is a multiple of g if there is a polynomial h 
such that 

f=g·h. 

In this case we write glf Clearly. f is a multiple of g if and only if it is 
contained in the ideaL Ig • generated by g. If hlg and gil then hlf 
Two monic polynomials which divide each other are equal. 

N ext. let f and g be monic polynomials and consider the ideal If + I g • 

In view of Proposition L sec. 12.5. there is a unique monic polynomiaL 
f v g. such that 

It is called the greatest common divisor off and g. Since Irclrvg and 
Ig c Ijv g' f v g is indeed a common divisor of f and g. On the other 
hand. if hI/and hlg. then Ir c I" and Ig c Iii whence Irv g c Iii and so hlf v g. 
This shows that every common divisor of f and g is a divisor of f v g. 
A polynomial f whose only divisors are scalars and scalar multiples 
of f is called irreducible ar prime. 

In a similar way the greatest common divisor of a finite number of 
monic polynomials /; (i = 1 ... r) is defined. It is denoted by /; v ... v j~ 
and is characterized by the relation 

(12.9) 
If 

/; v .. · vf~ = 1 

the polynomials j; are called relatice/y prime. 
12.7. Again let f and g be monic polynomials and consider the ideal 

Ir n Ig. By Proposition L sec. 12.5. there is a unique monic polynomiaL 
fAg. such that 
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It is caJled the least commoll multiple of I and g. It follows from the 
definition that I/\ g is indeed a common multiple of I and g and every 
common multiple of I and g is a multiple of I/\ g. 

If ./; (i = I ... r) are monic polynomials their least common multiple . 
./; /\ ... /\./~. is defined by the equation 

(12.10) 

Proposition I I: If I is the greatest common divisor of the f; (i = 1 ... r) 
then there are polynomials gi such that 

I= If;gi' (12.11) 
i=1 

Prool: It follows from (12.9) that every element hEll can be written as 

h = I'/;gi' 
i~ 1 

Since IE II' I must be of the form (12.11). 

Corollary: If the polynomials ./; are relatively prime there exist poly­
nomials gi (i = I ... r) such that 

(12.12) 

Conversely if there exists a relation of the form (12.12) then the /; are 
relatively prime. 

Proo!' The first part follows immediately from the proposition. Now 
assume that there is a relation of the form (12.12). Then every common 
divisor of the /; divides 1 and hence is a scalar. 

Proposition I I I. Let I be the greatest common divisor of the monic 
polynomials I1'./~ and write 

f; =Ihi (i= 1.2). 

Then the polynomials h1' h2 are relatively prime and the least common 
multiple of the polynomials '/;. f~ is given by I· 171 . 17 2 , 

Proof: In view of Proposition II we can write 

( 12.13) 
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It follows that 

whence 

This shows that hI and h2 are relatively prime. 
Clearly. the polynomial Ihl h2 is a common multiple of 11 and 12 . 

Now let g be any common multiple of/; and I~ and write 

g = I; PI . g = I~ P2 . 
Then (12.13) yields 

Ipl =gll;Pl+g2f2Pl=glg+g21~Pl =1~(gIP2 +g2Pl) 

=Ih2(gIP2 +g2PI)' 

This implies that 

whence 

g = I; PI = I hI 112 (gl P2 + g2 PI); 

i.e .. g is a multiple of I hI h2 . 

Corollary: If the monic polynomials I; U= I ... r) are relatively prime. 
then I; 1\ ... 1\ I~ = I; ... I~ . 

Proof: If r = 2 this follows immediately from the proposition. If r> 2 
a simple induction argument is required. 

12.8. The lattice of ideals in r[t]. Let f denote the set of all ideals 
in let]. Recall from sec. 5.9 that f is a lattice with respect to the partial 
order given by inclusion. 

On the other hand. let ,up denote the set of all monic polynomials 
in ret] together with the zero polynomial. Define a partial order in ,Y 
by setting 

I:;::; g if glf U =t= O. g =t= 0); 

g:;::; 0 for every gEr[t], 

Then. in view of sec. 12.6 and 12.7, g> becomes a lattice as well. Now let 
<P: ,Yl'-+f be the map given by <P: I1---+1j . Then I:;::;g implies that 1j :;::;lg 

and so <P is a lattice homomorphism. Moreover, since <P is bijective, it 
is a lattice isomorphism (cf. Proposition I, sec. 12.5). 
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12.9. The decomposition of a polynomial into prime factors. 

77worem 1,' Every monic polynomial can be written 

f = .//' ... ./> (12.14) 

where the ./; are distinct irreducible monic polynomials and deg'/; ~ 1. 
The decomposition is unique up to the ordering of the prime factors. 

Proof' The existence of the decomposition (12.14) is proved by in­
duction on the degree off If degf=O thenf= I and the decomposition is 
trivial. Suppose that the decomposition (12.14) exists for polynomials of 
degree < n and let f be of degree n. Then either f is irreducible in which 
case we have nothing to prove; orfis a product 

f = gh degg ~ 1,degh ~ 1. 

Since deg g < degf and deg h < degf it follows by induction that 

and 
h = h{' ... hf' 

whence 

Collecting the powers of the same prime polynomials we obtain the 
decomposition (12.14). 

The uniqueness part follows (with the aid of a similar induction 
argument) from 

Lemma I I,' Let f, g, h be monic polynomials and assume that h is 
irreducible. Let m be a positive integer. Then hm divides fg if and only 
if there is an integer p (1 ~ p ~ m) such that 

hPIf and hm-Plg. 

Proof The" if" part of the statement is trivial. Now suppose that 
hml fg. Let p ~ 0 be the largest integer such that hP If. If p = m there is 
nothing to prove. If p < m, write 

f=hPft, 
Then 

fg = hP ./; g. 

On the other hand. by hypothesis, 

fg = hm k 
for some polynomial k. 
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These relations yield 
./; g = h"'-P k. ( 12.15) 

By the definition of p. r; is not divisible by h. Since h is irreducible. 
it follows that hand f; are relatively prime. Thus there are polynomials 11 

and r such that (cf. the corollary to Proposition II, sec. 12.7) 

u h + r'/; = 1. 
Set 

g I = U g + v 17m - P - I k. 

Then we have 

17 gl = hug + 1'17"'- P k = 17 u g +./1 r g = (h u + ./; r) g = g; 

i.e .. h gl = g. 
Now equation (12.15) implies that 

Continuing this process we see that hm - P divides g. This establishes the 
lemma and so the proof of Theorem I is complete. 

Corollary. The monic polynomials which divide the polynomial 

f = f~1 ... frk, 

are precisely the polynomials 

g = f(1 ... f:' j v ::; kv (v = 1, .. , r) . 

Now let (12.14) be the decomposition of the monic polynomial f and 
set 

It will be shown that the Cfj are relatively prime and that for every i. I is 
the least common multiple of qi and the polynomial V Cfj' 

V qi = 1 
i= 1 

qJ\ (V qJ = f· 
j*i 

j*i 

( 12.16) 

(12.17) 

Let g be a monic polynomial which divides qi' Then Theorem I implies 
that g has the form 

g = f (1 ... R' ... f :' 
Hence, if g divides all polynomials qj, it follows that g = I, whence (12.16). 
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A similar argument shows that V qj=f/' and now IOrmula (12.17) 
follows from the relation j*i 

and the fact that qi and it' are relatively prime. 

Propositioll IV: Suppose g is a product of relatively prime irreducible 
polynomials and suppose f is a polynomial such that g/Im for some 
m~ 1. Then gl f. 

Proof: Let 

be the decomposition of f into its prime factors. Then the corollary of 
Theorem I implies that g is of the form 

g = J./' ... i/' . 

Since, by hypothesis, g is a product of relatively prime irreducible poly­
nomials it follows that jl ='" = j, = 1 whence 

and so gil glf; ... i~ 

Propositioll v: A polynomial f is the product of relatively prime 
irreducible polynomials if and only if f and l' are relatively prime. 

Proof: Let 

be the decomposition of f into prime factors. Suppose that k i > 1 for 
some i (1 ~ i~ r). 

Then writing 
f= hi? hE T[t] 

we obtain 
l' = h' i? + 2 hf; 1/ =i;(lO; + 2 h i;'l 

and so i; divides f and 1'. Consequently, f and l' are not relatively 
pnme. 

Conversely, assume that k i = 1 (i = 1 ... rl. Then, if f and f' have a 
common factor, the corollary to Theorem I, implies that, for some i, J; 
di vi des .f'. 

Since 
r 

j ., '\ j' j" j' '\ j' j" f' f' j" j' . =L.,.l···.j··· r=L.,.l .. ·.j .. ·.r+.l .. ·.i .. ·.r 
i~ i 
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we obtain 

fif; ... .1/ ... .I~. 

Since .I; is irreducible and the polynomials .I; ..... .I~ are relatively prime. 
it follows that .Ii./;'. But this is impossible since deg I;' < deg Ii' This 
contradiction shows that f and r are relatively prime. 

12.10. Polynomial functions. Let (r; r) be the space at all set maps 
r -+r furnished with the linear structure defined in sec. 1.2, Example 3. 

r 

Then every polynomialJ = I:x/ determines an element] of (r; n defined 
by i=O 

n 

] (~) = I :Xi ~i = j (~), 
i= 1 

The functions] are called polynomial jUllctions. 

IfJ(A)=O for some AEr, then J. is called a root of I). isarootofJifand 
only if t - A divides I In fact, if 

j=(t-J.)g 

it follows thatj(J.) = O. Conversely, if t - A does not divide!, then t - A and 
j are relatively prime and hence there exist polynomials q and s such that 

jq+(t-),)s=1. 

This implies that 
j (A)q (),) = 1 

whence J(),) =1= O. It follows from the above remark that a polynomial of 
degree n has at most n roots. 

Proposition VI: The mappingj-+] is injective. 
Proof' Suppose] = O. Then](~) = 0 for every ~ E r. Since r has charac­

teristic zero it contains infinitely many elements and hence it follows that 
J=O. 

In view of the above proposition we may denote the polynomial 
function] simply by I 

Problems 

1. Let f be a polynomial such that r (0) =1= O. Consider two polynomials 
gj and g2 such that gj =l=g2 and f(gj)=f(g2)' Prove that gj and g2 are 
relatively prime. 
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2. Consider the set of all pairs (f,g) where g=l= O. Define an equivalence 
relation in this set by 

(f,g)-U,g) if and only if jg=jg. 

Show that this is indeed an equivalence relation. Denote the equivalence 
classes by (f,g). Prove that the operations 

(fl,gl) + (f2,g2) = (fl g2 + j2g1,gl g2) 
and 

are well defined. 
Show that with these operations the set of equivalence classes becomes 

a field, denoted by Qr[t]. 
Prove that the mapping 

is a monomorphism of the algebra ret] into the algebra Qr[tJ. 
3. Extend the derivation d to a derivation in Qr[t] and show that this 

extension is unique. Show that the integration operator J (cf. problem 2, 
§ 1) cannot be extended to Qr[t]. 

4. Show that any ideal in ret] is contained in only finitely many ideals. 
5. Consider the mapping lR[t] x lR[t]-+IR[t] defined by 

(~>XV tV, L /1v tV) -+ L!Xv /1v' 
V v v 

Show that this mapping makes lR[t] into an inner product space. Prove 
that the induced topology makes lR[t] into a topological algebra (ad­
dition, scalar multiplication, multiplication and division are continuous). 

6. Let lR[t] have the inner product of problem 5. Let I be any ideal. 
Calculate I explicitly. Under what conditions do either of the equations 

IR [t] = It£) [1-

([1-)1- = [ 
hold? Show that 

7. Let f and g be any two non-zero polynomials and assume that 
degf~ deg g. Write 

j=Plg+gl 

where g 1 = 0 or deg g 1 < deg g. Prove that the greatest common divisor 
off and g coincides with the greatest common divisor of g and g 1, unless 
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g divides f. If g 1'* 0 write 

Show that the repeated application of this process yields an explicit 
calculation of the greatest common divisor off and g. (This method is 
called the Euclidean algorithm). 

8. Calculate the greatest common divisors and the least common 
multiples of the following polynomials over lR[tJ: 

a) t 5 + t4 + t 3 + t 2 + t + 1, t6 - I 
b) t 3 + 3t 2 + 1, t4 - t + 7, 7t 2 + 16 
c) 5t4 -J,t3 + t 2 - 3t + 7, 4t4 - 17t 3 + 16, -tot 5 - tt 2 + 2t + 1 
d) 8t 8 + )6t4 - )"2t2 - 72 + 2)6. 2t 8 + /5 + 5t4 - 6t 2 - 3t - 15 
e) 3t4 + 50t 3 - 9t 2 + 84t + 5, t4 + 15t 3 - 29t 2 - 64t + 4. 

9. Iff, g are two polynomials and d is their greatest common divisor 
use the Euclidean algorithm to construct polynomials r, s such that 

jr+gs=d. 

10. Construct the polynomials r, s explicitly for the polynomials of 
problem 8, (in parts b) and c) it will be necessary to construct three 
polynomials). 

II. Decide whether the following polynomials are products of 
relatively prime irreducible polynomials: 

a) t 7 _t 5 +t3 _t; 

b) t 4 + 2 t 3 + 2 t 2 + 1; 
c) the polynomials of problem 6, § 1; 
d) the polynomials of problem 8. 

12. Let./; g 10 g2 be non-zero polynomials such that g 1'* g 2' Show that 
gl-g2 divides I(gtl-I(g2)' 

§ 3. Factor algebras 

12.11. Minimum polynomial. Let A be a finite dimensional associative 
commutative algebra with unit element e. Fix an element (lEA and 
consider the homomorphism <P: ITt] --> A given by 

<P(f) = 1(0) lEnt] 
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(cf. sec. 12.2). Its image is the subalgebra of A generated by e and a. 
It will be denoted by 1(0). 

The kernel, K of cJ> is an ideal in T[t]. Since A has finite dimension, 
K =1=0. By Proposition I. (Sec. 12.5) there is a unique monic polynomiaL 
fl, such that K = 1)1' fl is called the minimum polynomial of a. 

If A =1=0, fl must have positive degree. To see this assume that Jl= I. 
Then 1)1=T[tJ and so cJ>=0. It follows that e=cJ>(I)=O whence A=O. 

The homomorphism q) factors over the canonical projection to induce 
an isomorphism 

'P: T[tJ/lu ~ 1(0) 

such that the diagram 
T[tJ <1'-.l(a) 

rrl 'PI ~ 
T[tJ/I)1 

commutes. 
Example I: If a =0. then K consists of all polynomials whose scalar 

term is zero and so fl = t. 
Example II: If 0 = e. then K consists of all polynomials I = I 'Y,,/' 

satisfying I 'Y, = O. In this case we have p = t ~ I. 

Example I I I: Set A = T [/J/lh (where h is a fixed monic polynomial) and 
a = t where t = n(l). Then, for every polynomial I= I rxJ', 

'''I t') '\ I ') ~ '\ I )' ~ '\ "~ It') 'l'" =L..J,n,t ~L..'Y,nJ ~L..J,t ~n\, 

and so cJ> coincides with the canonical projection. It follows that the 
minimum polynomial of t is the polynomial h. 

Proposition I: The dimension of T (a) is equal to the degree of the 
minimum polynomial of a. 

Proof: Let r denote the degree of Ji. Then it is easily checked that the 
elements I. t . .... t"-' form a basis of T[tJ/111' Thus we have. in view of 
the isomorphism 'P. dimT(a)=dimT[tJ/I,,=r. 

Proposition II: Every ideal in T(a) is principal. 
Proof: Let IA be an ideal in I(a) and set 1=cJ>-'(I,). Then I is an 

ideal in T[t]. Thus. by Proposition V. sec. 12.5. there is an element 
IE T[tJ such that I = II" It follows that 
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12.12. ~ilpotent elements in r(a). Suppose that f(u) is a nilpotent 
clement of nul. Then. for some J/l~ 1. f(u)"'=O. It follows that 

and so the minimum polynomial. fl. of a divides f"'. 
Now decompose II into its prime factors 

fl = .I;''! ... t!" 
and set 

g = f; ... f~· 

Then we have gllllf"'. Now Proposition IV. sec. 12.9. implies that g 
divides f 

Conversely. assume that glf Set k = max (k , •.... /',.). Then pig" and so 
we have 

1l1g"1 fk. 

It follows that f((1)" = 0 and so f(a) is nilpotent. 
77JUs f(a) is nilpotent if and only if g divides I In particular. if all the 

exponents in the decomposition of p are I. then II = g and so f(a) is 
nilpotent if and only if plf; i.e .. if and only if f(a) = O. Hence. in this case 
there are no non-zero nilpotent elements in na). 

12.13. Factor algebras of an irreducible polynomial. 
7hcorcm I: Let f be a polynomial. Then the factor algebra T(t) is a 

field if and only if f is irreducible. 

Proof: Suppose! = gh, where deg g ~ 1 and deg h ~ 1. Then g¢ If' h ¢ If 
and so g=l=O, h=l=o. On the other hand, g·h=gh=!=O and so rCi) has 
zero divisors. Consequently, it is not a field. 

Conversely, suppose! is irreducible. r(i) is an associative commuta­
tive algebra with identity T. To prove that r(i) is a field we need only 
show that every non-zero element g has a multiplicative inverse. Let gEg 
be any representing polynomial. Then since g =1= 0, it follows that g is not 
divisible by f Since! is irreducible,! and g are relatively prime and so 
there exist polynomials hand k such that 

gh+Jk=l 
whence 

But!=O and so 

Hence h is an inverse of g. 
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Corollary: If f is irreducible, then no is an extension field of T. 
Proof: Consider the homomorphism qJ: T -+ T(i) defined by 

qJ:a -+ fi.. 

It is clear that cp is a monomorphism and so the corollary follows. 

Problems 

369 

1. Consider the irreducible polynomial f = t 2 + 5t + I as an element of 
O[tJ (where 0 is the field of rational numbers). Let 

n: Q [t J -+ Q [t J/ I f 
be the canonical projection. 

a) Decide whether the polynomials of problem 6, § I, problem X, § 2 
(except for part d) and problems 11 a) and b), § 2 are in the kernel of n. 

b) For each polynomial p of part a) such that np=l=O construct a poly­
nomial gEm [tJ such that 

nq=(np)-l. 

2. Let fET[tJ be any polynomial. Consider an arbitrary element 
xEr[tJ/If . Prove that the minimum polynomial of x has degree ~ degf 

3. Suppose fE T[tJ is an irreducible polynomial, and consider the 
polynomial algebra T[tJ/lf[tJ denoted by r f[t]. 

a) Show that r[tJ may be identified in a natural way with a subalgebra 
ofrf[t]. 

b) Prove, that if two polynomials in T[tJ are relatively prime, then 
they are relatively prime when considered as polynomials in r f[t]. 

c) Construct an example to prove that an irreducible polynomial in 
r[tJ is not necessarily irreducible in Tf[t]. 

d) Suppose thatfhas degree 2, and that g is an irreducible polynomial 
of degree 3 in ret]. Prove that g is irreducible in r f[t]. 

§ 4.* The structure of factor algebras 

In this paragraph f will dellote a fixed mOllie polynomial. and nn \\'ill 
denote the fCletor algebra T [tJIII . 

12.14. The lattice of ideals in r(t). Consider the set of all monic poly­

nomials which divide f These polynomials form a sublattice 'Y?I of :J}J 

(cf sec. 12.8). In fact, if f; ... f~ is any finite set in ?PI then the greatest 
2..J. (;reuh. Linc,H Algcbr:1 
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common divisor and the least common mUltiple of the .I; is again con­
tained in Yr' f is a lower bound and 1 is an upper bound of .0/>/. 

On the other hand, consider the lattice ~ of ideals in the algebra 
rei) = r[t]/ If. The remarks of sec. 12.11 establish a bijection 

cJ>:gJf --+ ~ 

defined by 
cJ> g = Ig 

where Ig denotes the ideal in rei) generated by g. The reader can easily 
check that cJ> and cJ> -1 are order preserving and so cJ> is a lattice isomor­
phism; i.e., 

cJ>(V Ii) = IJl; 
i i 

and 
cJ>(,f\ Ii) = n IJ." 

i i 

In particular, 
cJ>(1) = rei) 

and 
cJ>U) = o. 

12.15. Decomposition of r(t) into irreducible ideals. Let f = f1 .. .fm 

and let I j denote the ideal in rei) generated by~. Consider the ideal 

(12.18) 

Proposition I.' 1= r(t) if and only if the polynomials .lj are relatively 
prime. The sum (12.18) is direct if and only if, for each j, the polynomials 
jj and V/; havefas least common multiple. 

i*j 

Proof: To prove the first part of the proposition we notice that 

rei) = '[,Ii 
i 

is equivalent to 
cJ>(1) = cp(v Ii) 

i 

which in turn is equivalent to 

1 = V Ii' 
i 

But according to sec. 12.6, this holds if and only if the /; are relatively 
prime. 



§ 4. The structure of factor algebras 371 

For the second part we observe that the sum is direct if and only if 

Since 

this is equivalent to 

Theorem I,' Let 

I j n I Ii = 0 
i*j 

(j=l ... m). 

I j n I Ii = rp(Jj /\ (V IJ) 
i*j i*j 

I j /\ (v Ii) = I (j=l ... m). 
i*j 

be the decomposition of/into prime polynomials and let the polynomials 
qj be defined by 

Then 
r 

T(i)= IIi (12.19) 
i~ 1 

where Ii denotes the ideal generated by qi' Moreover let 

(12.20) 

and 
(12.21) 

be the decompositions determined by (12.19). Then ei is an identity in Ii 
and for every qET(i) 

r 

q= I q(ii)' (12.22) 
i= 1 

Finally, if I is any ideal in rei), then 

(12.23) 

Proof: The relation (12.19) is an immediate consequence of Proposi­
tion I, and formulae (12.16) and (12.17). To show that ei is an identity in 
T(t) let qEli be arbitrary. Then 

q=Iq=Iejq. 
j 

Since for j'* i 

24' 
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it follows that 

eiij = ij. 

Now let Zj bc an arbitrary element of i(t) and let qr.=.q be any represent-
,Hive. Writing 

we obtain 
m 

ij=Ci.O(el +···+er)+ L Ci.k(i1 + ... +irt· 
k= 1 

But 

and so 
( - -)k -k -k t 1 + ... + tr = t 1 + ... + t r . 

It follows that 
r r 

ij = L Ci.k (i~ + ... + i;) = L q (iJ 
k=O i= 1 

Finally, let 1 be any ideal in r(i). Then clearly 

1 n Ii = eil 

and so (12.23) is an immediate consequence of (12.20). 

Theorem ll. With the notation of Theorem I let 

<Pi: r [t] --> Ii 

be the homomorphism defined by 

Then <Pi is an epimorphism and ker <Pi = Ifk i • 

Thus <Pi induces an isomorphism ' 

r [t]IIf~i '::'Ii • 

In particular, the minimum polynomial of ii is j/i. 

(12.24) 

Proof: (12.22) shows that <Pi is an epimorphism. Next we prove that 
If7i = ker <Pi. We have 

Lf(ii) = fei) = O. 
i 

Sincef(i;)EIi and the sum (12.19) is direct it follows that 

f (i;) = 0 (i=l···r); 
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i.e., <(Ji(f)=O. Now consider the induced map 

Then 
q E r [t] 

and, in view of (12.22), 

But L I j is the ideal generated by i/' and thus 
j*i 

ker<{Ji = 117" 

This completes the proof. 

Corollary I: An element ijE r(i) is contained in Ii if and only if 

q(iJ = ij and q(i]) = 0 j=t=i. 
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Theorem III: The ideals Ii are irreducible and (12.19) is the unique 
decomposition of rei) into a direct sum of irreducible ideals. 

Proof: Let /;k' = gi' In view of the isomorphism (12.24) it is sufficient to 
prove that the algebra r[t]/ Ig, is irreducible. According to Proposition I, 
r[tJ/Ig, is the direct sum of two ideals /1 and 12 only if 

where q1 and q2 are relatively prime divisors of gi' But this can only 
happen if either q1 = 1 or q2 = 1. If q1 = 1, say, then /1 is the full algebra 
and so 12 =0. It follows that r(t)/Ig, is irreducible. 

Now suppose that I is an irreducible ideal in rei). Then Theorem I, 
sec. 12.16 gives 

r 

1= LIn Ii' 
i= 1 

Since I is irreducible, it follows that I c Ii for some i. Thus if 

r(i) = UBJ 

for some ideal J, then intersection with Ii gives 

Ii = UB (J n IJ. 

Since Ii is irreducible, it follows that In Ii=O, whence Ii=I. This com­
pletes the proof. 
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Corollary I: The irreducible factor algebras l(i) are precisely those for 
which f is a power of an irreducible polynomial. 

Corollary II: Suppose the ideal I is a direct summand in lei). Then I 

is a direct sum of the Ii' 
Proof: Let J be an ideal such that I EB J = lei). It is obvious that in a 

finite dimensional algebra any ideal is a direct sum of irreducible ideals. 
Since I and J are ideals, I· J = 0, and so any ideal in I( J) is an ideal in lei). 
Now the result follows from Theorem III. 

12.16. Semisimple elements. Let A =FO be a finite dimensional asso­
ciative commutative algebra with unit element e and let a EO A. Recall 
from sec. 12.11 that the minimum polynomial, f; of a has positive degree. 
The element a is called semisimpie. if f is the product of relatively prime 
irreducible polynomials. 

Lemma I: a is semisimple if and only if the clement r(a) is invertible 
in the algebra 1(a). 

Proof" If a is semisimple. then the polynomials / and r are relatively 
prime (ef. Proposition V. sec. 12.9). Thus. by Corollary I to Proposi­
tion II. sec. 12.8. there are polynomials p and q sueh that 

pf+ qr = I. 

Since /(a)=O it follows that q(a)r(a)=e and so f'(a) is invertible. 
Conversely. assume that rIa) is invertible in I"(a). Then there is a poly­
nomial g such that 1'((/) g(a)=e. Set 

h=rg-l. 
Then 

h(a) = r(a) g(a) - e = O. 

Since / IS the minimum polynomial of (/ it follows that flil. Thus we 
can write 

f'g-I=f·q 

where q is some polynomial. It follows that / and f' are relatively prime. 

Lemma II: Assume that a is semisimple and let h be a polynomial 
such that h(a)"'=O for some 11J~ 1. Then 17(0)=0. 

Proof: Let f be the minimum polynomial of (/. Then the hypothesis 
implies that fill"'. Since a is semisimple. f is a product of relatively prime 
irreducible polynomials and it follows that flh (ef. Proposition IV, 
sec. 12.9). Thus h(a)=O. 
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171eorem IV: Let A be a finite dimensional associative commutative 
algebra. Let x E A and let 

be the decomposition of the minimum polynomial of x into prime fac­
tors. Set 

g=j; ... j~ 
and 

k = max k; (i = I ... r). 

Then there are unique elements xsEA and XNEA such that Xs is semi­
simple, XN is nilpotent and 

The minimum polynomials of Xs and XN are given by 

Ils = g and IlN = tk. 

Proof": 1. Existence: IdentifY the subalgebra r(x) with the factor algebra 
r(t)=T[t]/IJ via x=t. Lemma IV below (ef. sec. 12.17) yields elements 
uET[t] and wET[t] with the following properties: 

(i) gk/g(U), 

(ii) u+w=t, 
(iii) g divides w. 

Projection onto the quotient algebra yields the relations 

and 

Now set 

Theng(xs)=O. 

g(U) = 0 

iii = 0, 

Xs = u and XN = W. 

(12.25) 

(12.26) 

(12.27) 

Thus the minimum polynomial of Xs divides g and hence it is a pro­
duct of relatively prime irreducible polynomials. Thus, by definition, 
Xs is semisimple. Relation (12.26) shows that XN is nilpotent and from 
(12.27) we obtain the relation 

XN + Xs = x. 

Finally, Xs and XN are polynomials in x. 
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2. MillilllulIl poll'lloll1i(/ls.' Next we show that g is the minimum poly­
nomial of Xs. Let h be the minimum polynomial of Xs. Then h divides g. 

On the other hand, Taylor's expansion gives 

h(x) = h(xs + xx) = h(xs) + if' Xx = q. XN 

where LjEA is some element. This shows that h(x) is nilpotent. Now 
Sec. 12.12 implies that g/h. Thus g=h. 

Now consider tne mmimum polynomial, flN, of XN' Since g/w we have 
g\('/. Thus r:g" ('J'. It follows that 

x~ = c;:l = o. 
Thus fl.\ = II with I;;;; k. 

To show that k;;;; 1 we may assume that k ~ 2. Then OJ = g. t· and l' is 
relatively prime to g (cf. Lemma III and IV, sec. 12.17). Hence l' is relatively 
prime to f It follows that l'(x) is invertible. Now 

Xx = w = g . f = g(x) dx) 

and so 
g(X)I. 1'(X)1 = x~ = fLN(X) = O. 

Since 1'(x) is invertible we obtain g(X)I=O whence gl(X)=O. This implies 
that f/gl whence k;;;; I. Thus k = I; i.e., fLN = t". 

3. Uiliquelless.' Assume a decomposition 

X = Ys +.I'x 

where .l's is semisimple and .1'" is nilpotent. Set Ys - Xs =.::. Then 

.:: = Xx - Y:v 

and so z is nilpotent. We must show that z=O. Taylor expansion yields 

x g(j)(xs) _ g(j)(xs)-
a(l' )=a(x +z)=a(x.)+ ,----z,= ,- _._- z' 
M ~ S b S b S L·, L·, 

j~l}' j~()}' 

showing that g Cl's) is nilpotent. 
Hence, for some Ill, 

(g(ys))'" = O. 

Since .l's is semisimple it follows that gCl's)=O (ef. Lemma II) sec. 12.16 
and so 

( 12.28) 
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Let I~ 1 denote the degree of nilpotency of z. We show that 1= 1. In 
fact. assume that I ~ 2. Then. multiplying the equation above by z[- 2 we 
obtain 

g'(xs) Z[-I = O. 

In view of Lemma I (applied with A =T(xs)). g'(xs) is invertible in 
1(xs) and hence invertible in A. It follows that z[ -I = O. in contradiction 
to the choice of t. Thus 1= 1; i.e .• .::=0. Thus Ys=Xs and .\'N=XN and the 
proof is complete. 

Definition: The elements XlV and Xs are called the semisimple and 
nilpotent parts of x. 

12.17. Lemma II I: Let g be a polynomial such that g and g' are rel­
atively prime. Then for each integer k ~ 1 there are polynomials u and L' 

with the following properties: 
(i) gkjg(U). 

(ii) U+gL·=t. 

(iii) If k ~ 2. then L' is relatively prime to g. 
Proof: For k = 1 set u = t and v = O. Next consider the case k = 2. Since 

g anJ g' are relatively prime there are polynomials p and q such that 

1 + pg' = q g. 

The Taylor expansion (cf. sec. 12.4) gives. in view of the relation above, 

<X) aU) g(II) 

g(t + pg) = L".,(pg)i = g + g'pg + ... + -, (pg)n + ... 
i= 0 I. 11. 

= g(l + g' p) + g2 . I (12.29) 

= g2 q + g21 = g2(q + I). 
Now set 

u = t + g p and L' = - p. 
Then we have 

u + g t' = t ( 12.30) 

and. in view of (12.29). 

which achieves the result for k = 2. 
Finally. suppose the proposition holds for k -1 (k ~ 3) and define Uk by 
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Replacing t by Uk -1 in (12.30) we obtain 

(12.31 ) 

By induction hypothesis 

whence g/g(u,,_d. Thus we can write 

where q is some polynomial. Now (12.31) can be written as 

( 12 .. 32) 

Finally, (ii) yields in view of the induction hypothesis 

(12.33 ) 

Relations (12.32) and (12.33) imply that 

U" + g . (q . I"Z(U"_I) + t",,-d = I. 

Setting ['" = q V 2 (u" _ d + V" -1 we obtain 

It remains to be shown that g" divides g(u,.). But 

g (u,.) = g (li2 (u" _ d) = (g (u 2))(U" _ d· 

Now the lemma. applied for k=2. shows that g(lI"_1)2/g (U,J Since 
g',-1 /g(Uk _ 1) it follows that g"/g(li,J and so the induction is closed. 

Thus property (i) and (ii) are established. 
(iii): Let k ~ 2. Suppose that h is a common divisor of g and v, 

g = p' h. l' = q . h. 
Then. by (ii) 

g(u) = g(t - I" g) = g(t - p q 17 2 ) 

and so Taylor's expansion yields 

g(u)=g-h 2 ./ 

where / is some polynomial. 
Since k~2. (i) implies that g2/g (li) and so h2/g(u). 

N ow the equation above shows that 17 2 divides g 
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It follows that 
g' = 2 h h' m + h2 m' 

and so II is a common divisor of g and g'. Since g and g' are relatively 
prime, h must be a scalar. Hence g and l· are relatively prime. This 
completes the proof. 

Lemma IV: Let g be a polynomial such that g and g' are relatively 
prime. Then for each k ~ 1 there are polynomials u and OJ with the 
following properties: 

(i) l dicides g(u), 
(ii) u+w=t, 

(iii) g dit·ides C'J. 

Proof: Define OJ by OJ = g . c where c is the polynomial obtained in 
Lemma III. 

12,18. Decomposition of T(t) into the radical and a direct sum of fields. 
Let 

be the decomposition of I into its prime factors and set 

g = I1 ... .f~. 

Consider the factor algebra T(t) = l[t]/Ir· 
By Theorem IV there is a unique decomposition 

t = is + iN 

where ts is semis imp Ie and iN is nilpotent. Moreover, g is the minimum 
polynomialofts · 

Now let A be the subalgebra of nl) generated by T and is. Let Ii be 
the ideal in l[l] generated by f; (i = 1.. ./"). 

711eorem V: 1. A is the (unique) direct sum of irreducible ideals Ii 
(i=l ... r), 

and 
(i=l ... r). 

In particular. each Ii is a field and so A contains no non-zero nilpotent 
elements. 

2. The radical of /(t) consists precisely of the nilpotent elements in 
nn and is generated as an ideal by t,. 



380 Chapter XII. Polynomial algebra 

3. The vector space no is the direct sum of the subalgebra A and the 
ideal rad nt). no = A EEl rad nt). 

4. The subalgebra A consists precisely of the semisimple elements 
in n/)o 

5. A is the only subalgebra of nn which complements the radical. 
Proof: 1) Consider the surjective homomorphism no--+ A given by 

tHIs. Since g is the minimum polynomial of Is. it induces an isomor­
phism 

r[t]/Ig":' A. 

According to Theorem III (applied to g) I[t]/I~ is the unique direct 
sum of irreducible ideals Ii where Ii ~ I [t J/ IIi (i = 1 ... r). Let Ii also denote 
the corresponding ideal in A. Then 

and the Ii are irreducible ideals. 
Finally. since each ./; is irreducible. Theorem L sec. 12.13, implies 

that r[1]/ Ifi is a field. 
2) and 3): Let IN denote the ideal generated by IN and let I be the ideal 

of nilpotent elements in IU). Since IN is nilpotent we have 

IN C I c rad nt). 
Next. since I = Is + IN. it follows that 

nn = A + ('I' 

Moreover. since A is the direct sum of the fields Ii. 

rad n7) n A c rad A = I rad Ii = O. 
j~l 

(12.34) 

(12.35) 

(12.36 ) 

Relations (12.34) and (12.36) imply that the decomposition (12.35) is 
direct. 

This yields 

rad nt) = rad nn n A + IN = IN 
whence 

Iy = I = rad 1(7). 

I t follows that 
nn = A EEl rad nt). (12.37) 
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4) We show first that every element in A is semisimple. In fact let 
.X E A. Then, by Theorem IV, sec. 12.16, there are elements Xs E nx), 
,XNEr(.X) such that .xs is semisimple,xN is nilpotent and 

In particular. .xs is nilpotent in A. Thus, by 1), Xs =0 and so x is semi­
simple. 

Conversely, let .xET(t) be semisimple. In view of 3) we can write 

(12.38) 

Then ~XA is semisimple and ,XR is nilpotent. Thus (12.38) must be the 
unique decomposition of x into its semisimple and nilpotent parts. 
Since x is semisimple it follows that ,XR=O whence .xEA. 

5) Let B be any subalgebra of Tm which complements the radical. 
Then dividing out by the radical we obtain an algebra isomorphism 

A::'" B. Thus, by 4), the elements of Bare semisimple. Hence, again by 4), 
Be A. It follows that B = A. 

Corollary: Let XEn!). Then the decomposition 

X=X.v+XR 

obtained from the decomposition 3) is the decomposition of x into its 
semisimple and nilpotent parts. 

The results of this paragraph yield at once 

7heorem V I: Let 
( 12.39) 

be the decomposition of the algebra T(t) into irreducible ideals. Then 
every ideal Ii is a direct sum 

(12.40) 

where Ai is a ficld isomorphic to T [tJj IIi (i = 1. .. r). Moreover, the 
decompositions (12.39) and (12.40) are connected by 

rad Tm = I rad Ii 
i=l 

and 
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Problems 

I. Consider the Polynomials 
a) /=t 3 -6t1 + Ilt-16. 

b) f = t 2 + t + 7. 
c) f= t 2 - 5. 

Prove that in each case f is the product of relatively prime irreducible 
polynomials. For k=2. 3. construct polynomials 11 and [' which satisfy 
the conditions of Lemma III. sec. 12.17. 

2. Show that if li and [ are any two polynomials satisfying the condi­
tions of Lemma III (for some fixed k). then l divides ii-1I and gk-I 

divides [-l'. 



Chapter XIII 

Theory of a linear transformation 

III this chapter E lI'ill dellote a fillite-dimensioncd l1ol1-tririal rector space 
de/illed ocer all arhitrurr field [' of c/wructeristic 0, alld ip: E--->E Ifill 

denote a linear truns/i)flllation. 

§ 1. Polynomials in a linear transformation 

13.1. Minimum polynomial of a linear transformation. Consider the 
algebra A (E: E) of linear transformations and fix an element ip E A (E; E). 

Then a homomorphism cJ>: [' [tJ ---> A (E; E) is defined by 

cJ>: ff-->f(ip) 

(ef. sec. 12.11). Let II be the minimum polynomial of cp. Since A(E; E) 

is non-trivial and has finite dimension, it follows that deg II;:;: 1 (cf. sec. 
12.11). The minimum polynomial of the zero transformation is t whereas 
the minimum polynomial of the identity map is t-l. 

Proposition L sec. 12.1 L shows that 

where 
dim ['(ip) = deg II 

['(ip)=ImcJ>. 

13.2. The spaceK(f). Fix a polynomial f and denote by K(f) the 
kernel of the linear transformation f(ep). Then the subspace KU)cE 
is stable under ip. In fact. if xEKUl then f(ip)x=O and so 

I.e .. 

In particular we have 

f(ip) ep x = ip f(ep) x = 0; 

ipxEKU)· 

K(1)=O. K(t)=kerip and K(II)=E. 

where II denotes the minimum polynomial of ip. 
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Let FeE he al1.1' suhspace stahle under (p and let (P F: F -4 F he the 
induced !inear transFmnation. 771el1 Jl( tp rl = 0 and so JlFi Jl where PI' 
denotes the minimum polYl1omial of tp F' 

Now let g be a second polynomial and assume that gil Then 

K(g) c K(f). 

In fact, writingf =gg I we obtain that for every vector xEK(g) 

I (tp)x = gl (cp)g(cp) x = 0 

whence xEK(f). This proves (13.1). 

(13.1) 

Proposition I: Let f and g be any two non-zero polynomials, and let d 
be their greatest common divisor. Then 

K(d) = K(f) n K(g). 

Proof: Since dlf and dig it follows that 

K(d) c K(f) and K(d) c K(g) 
whence 

K(d) c K(f) n K(g). (13.2) 

On the other hand, since d is the greatest common divisor of f and g, 
there exist polynomials fl and g 1 such that 

d=lll+glg· 

Thus if XE K(f) n K (g) we have 

d(tp)x = II (cp)f(cp) x + gl (cp)g(cp)x = 0 

and hence xEK(d). It follows that 

K(d) => K(f) n K(g) 

which, together with (13.2) establishes the proposition. 

(13.3) 

Corollary I: Letfbe any polynomial and let d be the greatest common 
divisor off and II. Then 

K(f) = K (d). 

Proof: Since K(p)=E, it follows from the proposition that 

K(d) = K(f) n E = K(f). 
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Proposition II: Let I and g be any two non-zero polynomials, and let v 
be their least common multiple. Then 

K(v) = K(f) + K(g). (13.4) 

Proof" Since/lv and glv it follows that K(f)c.K(v) and K(g)c.K(v); 
whence 

K(v) ~ K(f) + K(g). (13.5) 

On the other hand, since v is the least common multiple of I and g, 

there are polynomials II and g I such that 

and/! and gl are relatively prime. Choose polynomials 12 and g2 so that 
Idl + g2g1 = I; then 

12 (cp)1! (cp) + g2 (cp)gl (cp) = I. 

Consequently each XEE can be written as 

where 

Xl = 12 (CP)/l (cp)x and X2 = g2 (cp)gl (cp)x. (13.6) 

Now suppose that xEK(v). Then 

11 (cp)1 (cp)x = gl (cp)g(cp)x = v(cp)x = 0 

and so (13.6) implies that 

I (cp)X 1 = 0 = g(CP)X2· 

Hence XIEK(j), and X2EK(g), so that 

xEK(f) + K(g) 
that is, 

K(v) c. K(f) + K(g). 

(13.4) follows from (13.5) and (13.7). 

Corollary I: If/and g are relatively prime, then 

K (f g) = K (f) EB K (g) . 

(13.7) 

(13.8) 

Proof" Since/and g are relatively prime, their least common multiple is 
fg and it follows from Proposition II that 

K(fg) = K(f) + K(g). (13.9) 
25 Greub. Linear Algebra 
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On the other hand the greatest common divisor off and g is 1, and so 
Proposition I yields that 

K(f) n K(g) = K(I) = o. (13.10) 

Now (13.9) and (13.10) imply (13.8). 

Corollary l/: Suppose 

1=11···1, 

is a decomposition of the polynomialf into relatively prime factors. Then 

K(f) = K(fl) 8j ... 8j K(f,). 

Proof This is an immediate consequence of Corollary I with the aid of 
an induction argument on r. 

Let I and g be any two non-zero polynomials such that g is a proper 
divisor of f Then K(g)cKU) but the inclusion need not be proper. In 
fact let g = /1 and l= hp where h is any polynomial with deg h::O; 1. Then 
gil (properly) but K(g)=E=KU). 

Proposition I l/: Let f and g be non-zero polynomials such that 

(i) 

and 

(ii) 

Then 

gil (properly) 

K(g) c K(f) (properly) . 

Proof: (i) and (ii) imply that there are polynomials fl and g 1 such that 

/1 = I 11 and I = g g 1 degg l > o. (13.11) 

Setting g2=g/; we have degg 2 <deg/1 and so /1 is not a divisor of 
g2. It follows that g2 cannot annihilate all the vectors of E; i.e., there is a 
vector XEE such that 

(13.12) 

Lety=fl(<P)X. Then we obtain from (13.11) and (13.12) that 

I (<p)y = I (<p)11 (<p)x = /1(<p) x = 0 
while 
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Thus YEK(f), but y¢K(g) and so K(g) is a proper subspace of K(f). 

Corollary I: Let f be a non-zero polynomial. Then 

K(f) = 0 (13.13) 

if and only iff and 11 are relatively prime. 
Proof Iff and 11 are relatively prime, then Corollary I to Proposition II 

gives 
KU) = KU) n E = KU) n K(Il) = o. 

Conversely suppose (13.13) holds, and let d be the greatest common 
divisor off and 11. Then 

lId and dIll 
but 

K(d) = KU) n K(Il) = 0 = K(l). 

It follows from Proposition III that 1 cannot be a proper divisor of d; 
hence d = 1 and f and 11 are relatively prime. 

Corollary II: Let f be any non-zero monic polynomial that divides 11, 

and let <Pf denote the restriction of <P to K(f). Let Ilf denote the minimum 
polynomial of <P f' Then 

Ilf = f . (13.14) 

Proof: We have from the definitions thatf(<Pf)=O, and hence Ilflf. It 
follows that K(1l f) c K(f) and since K(1l f):;:) K(f) we obtain 

On the other hand,flll and Jifl! Now Proposition III implies that Ilf 
cannot be a proper divisor of f, which yields (13.14). 

Proposition IV: Let 
11 = f1 ···fr 

be a decomposition of 11 into relatively prime factors. Then 

Moreover, if <Pi denotes the restriction of <P to K(/;) and Ili is the minimum 
polynomial of <Pi' then 

25' 
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Proof The proposition is an immediate consequence of Corollary II to 
Proposition II and Corollary II to Proposition Ill. 

13.3. Eigenvalues. Recall that an eigenvalue of (P is a scalar i.er such 
that 

( 13.15) 

for some non-zero vector xeE, and that x is called an eigenvector corre­
sponding to the eigenvalue ; .. (13.15) is clearly equivalent to 

K(j)=\=O ( 13.16) 

where f is the polynomial f=t-I.. 
In view of Corollary I to Proposition [I L (13.16) is equivalent to 

requiring that f and p have a non-scalar common divisor. Since degf= 1, 
this is the same as requiring that llfl. Thus the eigenvalues of (P are 
precisely the distinct roots of fl. 

Now consider the characteristic polynomial of cp, 

x = LIX. tn-v 

where the IX. are the characteristic coefficients of cp defined in sec. 4.19. 
The corresponding polynomial function is then given by 

X(A) = det(cp - AI); 

it follows from the definition that 

dimE=degx· 

Recall that the distinct roots of X are precisely the eigenvalues of (Po 

(cf. sec. 4.20). Hence the distinct roots of the characteristic polynomial 
coincide with those of the minimum polynominaL In sec. 13.20 it will 
be shown that the minimum polynomial is even a divisor of the char­
acterisic polynomial. 

Problems 

1. Calculate the minimum polynomials for the following linear trans-
formations: 

a) Cp=AI 

b) cp is a projection operator 
c) cp is an involution 
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d) <P is a differential operator 
e) <P is a (proper or improper) rotation of a Euclidean plane or of 

Euclidean 3-space 
2. Given an example of linear transformations <p, t/J: E-+ E such that 

t/J 0 <p and <p a t/J do not have the same minimum polynomial. 
3. Suppose E=E1(f)Ez and <P=<Pl(f)<PZ where <Pi:Ei-+Ei (i=1,2) are 

linear transformations. Let Ji, Ill' liz be the minimum polynomials of cp, 

<P 1 and <PZ· Prove that Ji is the least common multiple of Jil and Jiz. 
4. More generally, suppose E1, Ez c E are stable under <P and E= 

El +Ez· Let <Pl:EI-+EI' <pz:Ez-+Ez and <P12:El n E z-+E1 n E2 be the 
restrictions of <P and suppose that they have minimum polynomials Jil, Ji2, 

1112' Show that 
a) Ji is the least common multiple of Jil and Ji2' 

b) Ji12iV where v is the greatest common divisor of Jil and Ji2' 
c) Give an example showing that in general Ji12 =l= V. 

5. Suppose E 1 C E is a subspace stable under <po Let Ji, Jil and fi be the 
minimum polynomials of <p:E-+E, <PI:EI-+EI and ip:E/EI-+E/EI and 
let v be the least common multiple of Jil and fi. Prove that ViJiifiJiI' 

Construct an example where v = Ji =l= fiji I and an example where v =l= Ji = 

fiji l' Finally construct an example where v =l= Ji =l= fiji l' 
6. Show that the minimal polynomial Ji of a linear transformation <P 

can be constructed in the following way: Select an arbitrary vector XI EE 
and determine the smallest integer k l , such that the vectors <pvXI (v= 

o ... k 1) are linearly dependent, 

k, 

I Av <P v XI = o. 
v=o 

Define a polynomial 11 by 
k, 

11 = I AJ. 
v=o 

I f the vectors <pYx 1 (v = O ... k I) do not generate the space E select a vector 
x 2 which is not a linear combination of these vectors and apply the same 
construction to xz. Let 12 be the corresponding polynomial. Continue 
this procedure until the whole space E is exhausted. Then Ji is the least 
common multiple of the polynomials/u' 

7. Construct the minimum and characteristic polynomials for the 
following linear transformations of 1R4. Verify in each case that II divides 

x· 
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a) cp(C;I,e,C;3,C;4)=(C;I-e+C;\C;I,e+C;4,0) 

b) cp(C;I,C;2,C;3,C;4) = (e + 3C;2 + 2C;4,2e,C;1 - 3C;2 - 4C;4,2C;4) 

c) cp(C;I,C;2,e,C;4) = (C;1 + C;3,e + C;4,e + C,C;4) 

d) cp(C;I,C;2,e,C;4) = (C;1 - C;2 + C;3 - C;4,C;1 - C;2 + C;3 - c;4, 
C;I - C;2,C;1). 

8. Let cp be a rotation of an inner product space. Prove that the 
coefficients IXv of the minimum polynomial satisfy the relations 

k = deg fl, v = ° ... k 

where 8= ± 1 depending on whether the rotation is proper or improper. 
9. Show that the minimum polynomial of a selfadjoint transformation 

of a unitary space has real coefficients. 
10. Assume that a conjugation z~z is defined in the complex vector 

space E (cf. sec. 11.7). Let cp: E~ E be a linear transformation such that 
cpz = cpz. Prove that the minimum polynomial of cp has real coefficients. 

11. Show that the set of stable subspaces of E under a linear transfor­
mation cp is a lattice with respect to inclusion. Establish a lattice homo­
morphism of this lattice onto the lattice of ideals in r( cp). 

12. Given a regular linear transformation cp show that cp-I is a poly­
nomial in cpo 

13. Suppose cp E L(E, E) is regular. Assume that for every IfE L(E; E) 
cpt/J=)4cp (some ;.EI'). Prove that ik= 1 for some k. Ifk is the least integer 
such that J.k = 1, prove that the minimum polynomial, fl, of cp can be 
written 

§ 2. Generalized eigenspaces 

13.4. Generalized eigenspaces. Let 

fl = it' ... irkr ii irreducible (13.17) 

be the decomposition of J.l into its prime factors (cf. sec. 12.9). Then the 
spaces 

Ei = Kuti) i = 1, ... , r 

are called the generalized eigenspaces of cpo It follows from sec. 13.2 that 
the Ei are stable under cpo Moreover, Proposition IV, sec. 13.2 implies 
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that 
(13.18) 

and 

where Pi denotes the minimum polynomial of the restriction <Pi of <P to Ei• 
In particular, dim Ei > O. 

Now suppose ), is an eigenvalue for <po Then t - Alfl, and so for some i 
(1 ~i~r) 

Hence the eigenspaces of <p are precisely the spaces 

where the f; are the those polynomials in the decomposition (13.17) which 
are linear. 

13.5. The projection operators. Let the projection operators in E 
associated with the decomposition (13.18) be denoted by 7Lj. It will be 
shown that the mappings 7Li are polynomials in <p, 

i=l, ... ,r. 

If r = 1, 7L 1 = I and the assertion is trivial. Suppose now that r> 1 and 
define polynomials gj by 

gi = if' ... j;k' ... irkr . 

Then, according to sec. 12.9, the gi are relatively prime, and hence there 
exist polynomials hi such that 

(13.19) 

On the other hand, it follows from Corollary II, Proposition II, sec. 
13.2 that 

K(gJ = L Ej 
j*i 

and so, in particular, 

(13.20) 

Now let XEE be an arbitrary vector, and let 
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be the decomposition of x determined by (13.18). Then (13. I 9) and 
(13.20) yield the relation 

IX j = x = Ihj(qy)gj(qy)x = I hj(qy)gj(qy)x j 
iii, j 

= Ihj(qy)gj(qy)Xj 

whence 
i = 1, ... , r. (13.21) 

It follows at once from (13.20) and (13.2 I) that 

i = 1, ... , r 

which completes the proof. 
13.6. Arbitrary stable subspaces. Let Fe E be any stable subspace. 

Then 
F = IF n E j (13.22) 

where the E j are the generalized eigenspaces of qy. In fact, since the 
projection operators 7r j are polynomials in qJ, it follows that F is stable 
under each 7rj. 

Now we have for each XEF that 

and 

X=IX=I7rjX 
j 

It follows that XE IF n E j , whence 

Fe IF n Ej • 

j 

Since inclusion in the other direction is obvious, (13.22) is established. 
13.7. The Fitting decomposition. Suppose Fo is the generalized eigen­

space of qy corresponding to the irreducible polynomial t (if t does not 
divide II, then of course Fo = 0). Let F j be the direct sum of the remaining 
generalized eigenspaces. The decomposition 

is called the Fitting decomposition of E with respect to qy. Fo and Fj are 
called respectively the Fitting-null component and the Fitting-one com­
ponent of E. 
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Clearly Fo and F1 are stable subs paces. Moreover it follows from the 
definitions that if <Po and <PI denote the restrictions of <P to Fo and F1, then 
<Po is nilpotent; i.e., 

for some I> 0 

while <PI is a linear isomorphism. Finally, we remark that the corre­
sponding projection operators are polynomials in <P, since they are 
sums of the projection operators 7r; defined in sec. 13.5. 

13.8. Dual mappings. Let E* be a space dual to E and let 

<p*:E* ~ E* 

be the linear transformation dual to <po Then if I is any polynomial, it 
follows from sec. 2.25 that 

f(<p*) = [J(<p)]*. 

This implies that I( <p*) = 0 if and only if I( <p) = O. In particular, the 
minimum polynomials of <p and <p* coincide. 

Now suppose that F is any stable subspace of E. Then F1. is stable 
under <p*. In fact, if yE F and y* E F1. are arbitrarily chosen, we have 

<<p* y*, y) = <y*, <p y) = 0 

whence <p* Y*EF1.. This proves that F1. is stable. Thus <p* induces a 
linear transformation 

(<p*)1.: E*IF1.~E*IF1.. 

On the other hand, let 
<PF: F-->F 

be the restriction of <p to F. It will now be shown that <PF and (<p*)1. are 
dual with respect to the induced scalar product between F and E* 1 F1. 
(ef. sec. 2.24). In fact if YEF is any vector and y* is a representative of 
an arbitrary vektor y* E E* IF1., then 

«<p*)1. .f'*, y) = <<p* y*, r) = <y*, <p y) 

= <r*, <PF Y) = G*. <PF Y) 

which proves the duality of <PF and (<p*)1.. Thus we may write (<p*)1. = (<PF)*' 
Suppose next that 

is a decomposition of E into two stable subs paces. Then it follows that 

E* = Fi EEl F/ 
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is a decomposition of E* into stable subspaces (under cp*). Moreover, the 
pairs Fl,F~ and F2,F~ are dual, 

F7 = Fi and F; = F~ 

(cf. sec. 2.30), and it is easily checked that cp and cp* induce dual mappings 
in each pair. 

Conversely, assume that Fl c:.E and F7c:.E* are two dual subspaces 
stable under cp and cp* respectively. Then we have the direct decom-
positions 

and 
E* = F7 tfJ Ft 

(cf. sec. 2.30). Clearly the subspaces (Ftl1- and F}1- are again stable. 
More generally. a direct decomposition 

E=F1tfJ .. ·tfJFr 

of E into several stable subspaces determines a direct decomposition of E* 
into stable subspaces, 

F,* = (2: Fj )1-
j*i 

as follows by an argument similar to that used above in the case r= 2. 

Each pair F,. f;*. is dual and the restrictions (Pi' (Pi' of (P and cp* to F, 
and F;* are dual mappings. 

Proposition I: Let 
II = Ii" ... f,i, , 

be the decomposition of the common minimum polynomial, II. of <p and 
ip*. Consider the direct decompositions 

E = E} tfJ .. · tfJ Er 
and 

E* = Et tfJ ... tfJ E; (1:1.23) 

of E and E* into the generalized eigenspaces of cp and cp*. Then 

E; = (2: EJ1- i=l, ... ,r. ( 13.24) 
j*i 

Proof' Consider the subspaces F,* c:. E* defined by 

F,* = (2: EJ1- i=l, ... ,r. 
j*i 



§ 2. Generalized eigenspaces 

Then. as shown above. the F;* are stable under cp* and 

E* = F; ffi·.,ffi Fr*' 

It will now be shown that 

Let y* E Fi* be arbitrarily chosen. Then for each XE Ei we have 

<fik'(cp*)y*,X) = <y*,Jik'(cp) x) = <y*,O) = O. 
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(13.25) 

(13.26) 

In view of the duality between Ei and Ft, this implies that f/'( cp*)y* = 0; 
i.e., 

This establishes (13.26). Now a comparison of the decompositions (13.23) 
and (13.25) yields (13.24). 

Problems 

1. Show that the minimum polynomial of cp is completely reducible 
(i.e. all prime factors are of degree 1) if and only if every stable subspace 
contains an eigenvector. 

2. Suppose that the minimum polynomial J1 of cp is completely re­
ducible. Construct a basis of E with respect to which the matrix of cp is 
lower triangular; i.e., the matrix has the form 

Hint: Use problem 1. 
3. Let E be an n-dimensional real vector space and cp: E--+ E be a 

regular linear transformation. Show that cp can be written cp = CPI CP2 
where every eigenvalue of CPI is positive and every eigenvalue of CP2 is 
negative. 

4. Use problem 3 to derive a simple proof of the basis deformation 
theorem of sec. 4.32. 

5. Let cp :E--+ E be a linear transformation and consider the subs paces 
Fo and FI defined by 

Fo = L kercpj and FI = n Imcpj 
ji;l 
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a) Show that Fa = U ker rpj. 
j?,l 

b) Show that E=Fa~Fl. 
c) Prove that Fa and Fl are stable under rp and that the restrictions 

<Pa: Fo-> Fa and rp 1: Fl -> Fl are respectively nilpotent and regular. 
d) Prove that c) characterizes the decomposition E=Fa~Fl and con­

clude that Fa and Fl are respectively the Fitting null and the Fitting 
I -component of E. 

6. Consider the linear transformations of problem 7, § 1. For each 
transformation 

a) Construct the decomposition of [R4 into the generalized eigenspaces. 
b) Determine the eigenspaces. 
c) Calculate explicitly polynomials gi such that the gi(rp) are the pro­

jection operators in E corresponding to the generalized eigenspaces. 
Verify by explicit consideration of the vectors gi (rp)x that the gi (<p) are in 
fact the projection operators. 

d) Determine the Fitting decomposition of E. 
7. Let E= LEi be the decomposition of E into generalized eigenspaces 

i 

of <P, and let 7[i be the corresponding projection operators. Show that 
there exist unique polynomials gi such that 

gi(rp) = 7[i and deggi ~ degfl· 

Conclude that the polynomials gi depend only on fl. 
8. Let E* be dual to E and <p*: E*~ E* be dual to rp. If E* = LEt is the 

decomposition of E* into generalized eigenspaces of <p* prove that 

7[7 = gi(rp*) 

where the 7[7 are the corresponding projection operators and the g; are 
defined in problem 7. 

Use this result to show that 7[; and 7[7 are dual and to obtain formula 
(13.24). 

9. Let Fe:. E be stable under rp and consider the induced mappings 

<PF:F->Fand ij):EjF->EjF. Let E=LEi be the decomposition of E into 
; 

generalized eigenspaces of rp. Let j: F -> E be the canonical injection and 
Q:E->EjFbe the canonical projection. 

a) Show that the decomposition of F into generalized eigenspaces is 
given by 

where Fi = F n Ei · 
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b) Show that the decomposition of ElF into generalized eigenspaces of 
iii is given by 

E/F = I (E/F)i where (E/F)i = (l(E;). 
i 

Conclude that (l determines a linear isomorphism 

EJF; -+ (E/F)i' 

c) If nh n[, ifi denote the projection operators in E, F and ElF associ­
ated with the decompositions, prove that the diagrams 

E~E 

~ I 
L _ L 

E/F:::' E/F 

~ : and t i 
j : j I 
IF' 
F~F 

are commutative, and that if;, n[ are the unique linear mappings for 
which this is the case. Conclude that if gi are the polynomials of problem 
7, then 

10. Suppose that the minimum polynomial 11 of cp is completely re­
ducible. 

a) By considering first the case 11 = (t - ),)k prove that 

degll ~ dimE. 

b) With the aid of a) prove that IlIX, X the characteristic polynomial 
of cpo 

§ 3. Cyclic spaces 
13.9. The map (1a' Fix a vector (I E E and consider the linear map 

(Ja: T[t]-+E given by 

lEnt] . 

Let Ka denote the kernel of (J". It follows from the definition that IE Ka 
if and only if QEKU). Ka is an ideal in T[t]. Clearly Il'cKa, where 11 is 
the minimum polynomial of cpo 

Proposition I: 771 C 1"<' cxists (/ rector LIE E such thot K" = 1/1 , 

Proof': Consider first the case that Jl is of the form 

Jl = fl,. f irreducible. 
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Then there is a vector UE E such that 

( I:l . .27) 

Suppose now that hE Ka and let g be the greatest common divisor of 

hand 11. Since uEK(D, Corollary I to Proposition I, sec. 13.2 yields 

itEK(g). (U.28) 

Since g,f/ it follows that g=P where l~k. Hence P((p)u=O and rela­
tion (13 . .27) implies that l=k. Thus K(g)=Kw Now it follows from 
(13.28) that (lEKw 

In the general case decompose p in the form 

II = .Ii" ... f,!". .I; irreducible 

and let 

be the corresponding decomposition of E. Let CPi: E;-+E; (i= I .. .r) be 
the induced transformation. Then the minimum polynomial of (p; is 

given by (cf. sec. 13.4) 
(i= 1 ... r). 

Thus. by the first part of the proof. there are vectors it;E E; such that 

(i = 1 ... r). 
Now set 

Assume that IE K". Then I(p) a = 0 whence 

,. 
I f(cp;l (I; = O. 
i= 1 

Since f(P;) u;EE;. it follows that 

J(P;) (Ii = 0 

whence fE Kai (i = 1 ... r). Thus 

(i = 1. ... .1") 

fE/", n···n 1",=1" 

and so IE II'" This shows that K" c /" whence K" = /", 
13.10. Cyclic spaces. The vector space E is called cyclic (with respect 

to the linear transformation cp) if there exists a vector it E E such that 
the map (I" is surjective. Every such vector is called a gl'l1l'f"(Itor of E. 

lf (I is a generator of E. then Ka = I", In fact. let IE K" and let x E E. Then. 
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for some gET[t], x=g((p)(/. It follows that 

I(<p) x = I(<p) g (<p) ({ = g (<p) I((p) ({ = g ((p) 0 = 0 

whence f(<p)=0 and so IEIw 

Proposition II: If E is cyclic, then 

degp = dimE. 
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Proof Let a be a generator of E. Then, since Ka = Ill' (Ja induces an 
isomorphism 

T[t]/IIl~E. 

It follows that (cf. Proposition I, sec. 12.11) 

dimE=dimT[t]/IIl = degfl. 

Proposition II I: Let a be a generator of E and let deg P = m. Then the 
vectors 

a, <p(a), ... , <pm -I (a) 
form a basis of E. 

Pro()j': Let 1 be the largest integer such that the vectors 

a, <p (0), ... , <pI-I (a) ( 13.29) 

are linearly independent. Then these vectors generate E. In fact. every 
k 

vector xEE can be written in the form x=f((p) (I where I= L ~,t\ is a 
polynomial. It follows that \~O 

k /-1 

X= L::x,(p'(a)= LPj<pj(a). 

Thus the vectors (\3.29) form a basis of E. Now Proposition II implies 
that 1=111. 

Proposition IV: The space E is cyclic if and only if there exists a basis 
(I, (v =0 ... 11-1) of E such that 

(p(((,) = ((,+ 1 (I' = 0 ... II - 2). 

Proof: If E is cyclic with generator ({ set (/0 =({ and apply Proposi­
tionII!. Conversely, assume that ((, (1'=0 ... 11-\) is a basis satisfying 

11-1 

the conditions above. Let X= I ~\a, be an arbitrary vector and define 
EEr[t] by \~() 

n -1 

f,(t)= L ~\.t\. 
\'=0 
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Then 

as is easily checked and so E is cyclic. 

Corollary: Let av (\' = O ..... /1- 1) be a basis as in the Proposition 
above. Then the minimum polynomial of <p is given by 

n-l 

n " v fJ. = t - L. :Xv t • 
\'=0 

n -1 

where the :Xv are determined by (p(Cln_d= L :XvClv' 
'1.'=0 

Proof It is easily checked that fJ.(<p)=O and so fJ. is a multiple of the 
minimum polynomial of (p. On the other hand. by Proposition I I. the 
minimum polynomial of (P has degree II and thus it must coincide with p. 

13.11. Cyclic subspaces. A stable subspace FeE is called a cyclic 
suhspocc if it is cyclic with respect to the induced transformation. Every 
vector ClEE determines a cyclic subspace. namely the subspace 

Proposition V: There exists a cyclic subspace whose dimension is equal 
to degfJ.. 

Proof: In view of Proposition I there is a vector (lEE such that 

ker (J" = III' Then (J" induces an isomorphism 

1[tJ/II' -.:. E". 
It follows that 

dimE" = dim 1[11//11 = degp. 

T71corclll I: The degree of the minimum polynomial satisfies 

degp~dimE. 

Equality holds if and only if E is cyclic. Moreover. if F is any cyclic 
subspace of E. then 

dim F ~ deg II. 

Proof: Proposition V implies that degp~dimE. If E is cyclic. equality 
holds (cf. Proposition III). Conversely. assume that deg Jl = dim E. By 
Proposition V there exists a cyclic subspace FeE with dim F = deg II. 
I t follows that F = E and so E is cyclic. 



§ 3. Cyclic spaces and irreducible spaces 401 

Finally, let FeE be any cyclic subspace and let v denote the minimum 
polynomial of the induced transformation. Then, as we have seen above, 
dimF=degv. But v/Jl (cf. sec. 13.2) and so we obtain dimF~degJl. 

Corollary: Let FeE be any cyclic subspace, and let v denote the 
minimum polynomial of the linear transformation induced in F by <po 
Then 

v=Jl 
if and only if 

dimF = degJl. 

Proof' From the theorem we have 

dimF = degv 

while according to sec. 13.2 \' divides Jl. 
Hence v = Jl if and only if deg v = deg Jl; i.e., if and only if 

dimF = degJl. 

13.12. Decomposition of E into cyclic subspaces. Theorem II: There 
exists a decomposition of E into a direct sum of cyclic subspaces. 

Proof' The theorem is an immediate consequence (with the aid of an 
induction argument on the dimension of E) of the following lemma. 

Lemma I: Let Eu be a cyclic subspace of E such that 

dimEu = degll. 

Then there is a complementary stable subspace, FeE, 

Proof' Let 

denote the restriction of <p to Ea, and let 

<p*:E*+-E* 

be the linear transformation in E* dual to <po Then (cf. sec. 13.8) Eal. is 
stable under <p*, and the induced linear transformation 

<p:: E*/E;; +- E*/E;; 
26 Greub, Linear Algebra 
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is dual to <fJa with respect to the induced scalar product between Ea and 

E*/EaL • 

The corollary to Theorem I, sec. 13.11 implies that the minimum 
polynomial of <fJa is again fl. Hence (cf. sec. 13.8) the minimum polynomial 
of <fJ: is Ii. But Ea and E*/EaL are dual, so that 

dimE*jE;;- = dimEa = degfl. 

Thus Theorem I, sec. 13.11 implies that E* / E; is cyclic with respect to <fJ:. 
Now let 

7[: E* ---> £'" E,7 

be the projection and choose a* E E* so that the element a* = 7[ (u*) 

generates E*/E(~. Then. by Proposition III, the vectors a: = ((p:Y' 21* 
(II = 0 ... /11- 1) form a basis of E* / E/;. Hence the vectors uZ' = (lp*)I' (/* 

(fl = 1 ... III - 1) are linearly independent. 
N ow consider the cyclic subspace E:*. Since a: E E~* (II = 0 ... /11- 1) it 

follows that dim E~*;::; 111. On the other hand. Theorem I. sec. 13.1 L 
implies that dim E~*:;;: m. Hence 

dimE;;'=m. 

Finally. since 7[* a: = a: (fl = 0 ... m - 1) it follows that the restriction of 
7[ to E~~ is injective. Thus E~~ n E,~ = O. But 

dim E~* + dim E; = 111 + (II - 111) = II (/1 = dim E) 

and thus we have the direct decomposition 

of E* into stable subspaces. Taking orthogonal complements we obtain 
the direct decomposition 

of E into stable subspaces which completes the proof. 

§ 4. Irreducible spaces 

13.13. Definition. A vector space E is called ilJdecol11posahle or 
irreducihle with respect to a linear transformation (p. if it can not be 
expressed as a direct sum of two proper stable subspaces. A stable 
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subspace FeE is called irreducihle if it is irreducible with respect to the 
linear transformation induced by cpo 

Proposition I: E is the direct sum of irreducihle subspaces. 
Proof: Let 

dimFj > 0 

be a decomposition of E into stable subspaces such that s is maximized 
(this is clearly possible. since for all decompositions we have s:s;dim E). 
Then the spaces Fj are irreducible. I n fact, assume that for some i, 

dimF; > O,dimF(' > 0 

is a decomposition of F j into stable subspaces. Then 

E = I Fj EB F; EB F(' 

is a decomposition of E into (s+ 1) stable subspaces, which contradicts 
the maximality of s. 

An irreducible space E is always cyclic. In fact, by Theorem II, sec. 
13.12, E is the direct sum of cyclic subspaces. 

If E is indecomposable. it follows that j = 1 and so E is cyclic. 
On the other hand. a cyclic space is not necessarily indecomposable. 

In fact. let E be a 2-dimensional vector space with basis a. h and define 
cp: E-+E by setting cpa=h and cph=a. Then cp is cyclic (ef. Proposi­
tion IV, sec. 13. 10). On the other hand, E is the direct sum of the stable 
subspaces generated by a + b and a-b. 

Theorem I: E is irreducible if and only if 
i) P=I". I irreducible; 
ii) E is cyclic. 
Proof: Suppose E is irreducible. Then. by the remark above. E is 

cyclic. Moreover. if E=EtEB···EBE,. is the decomposition of E into the 
generalized eigenspaces (ef. sec. 13.4), it follows that r= 1 and so 11=.f 
([ irreducible). 

Conversely, suppose that (i) and (ii) hold. Let 

26' 
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be any decomposition of E into stable subspaces. Denote by (P I and <P2 

the linear transformations induced in EI and E2 by <p, and let PI and 112 

be the minimum polynomials of <PI and <P2' Then sec. 13.2 implies that 
IIIlp and Ji211/. Hence, we obtain from (i) that 

(13.33) 

Without loss of generality we may assume that k I?:. k 2' Then 

and so 

It follows that Jilfk i whence k I?:. k. In view of (13.33) we obtain k 1 =k 
i.e., 

Now Theorem I, sec. 13.10 yields that 

(13.34) 

On the other hand, since E is cyclic, the same Theorem implies that 

dim E = deg II . ( 13.35) 

Relations (13.34) and (13.35) give that 

dimE = dimE 1 . 

Thus E=E 1 and E2 =0. It follows that E is irreducible. 

Corollary J: Any decomposition of E into a direct sum of irreducible 
subspaces is simultaneously a decomposition into cyclic subspaces. 

Corollary II: Suppose that Ji =f"firreducible. Then a stable subspace 
of E is cyclic if and only if it is irreducible. 

13.14. The Jordan canonical matrix. Suppose that E i, irreducible with 
respect to <po Then it follows from Theorem I sec. 13.13 that E is cyclic 
and that the minimum polynomial of <P has the form 

k ?:. 1 (13.36) 

where f is an irreducible polynomial. Let e be a generator of E and 
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consider the vectors 

aij =! (<pY- 1 <pi- 1 e 
i = 1, ... ,k 
j = 1, ... ,p 

(13.37) p = deg!. 

It will be shown that these form a basis of E. 
Since 

dimE = degjl = pk 

it is sufficient to show that the vectors (13.37) generate E. Let FeE be 
the subspace generated by the vectors (13.37). 

Writing 
P 

!=LIY..t" 
v=o 

we obtain that 

i=1, ... ,k j=1, ... ,p-1 
p-l 

<paiP=<p!(<pY-l<pP-le=!(<pY-l<pPe=!(<pYe- L IY.Ji-1(<p)<pve 

p-l 

= ai+ll - L IY.vaiv+l 
v=o 

p-l 

<pakp = - L IY.vakv + 1 · 
v=o 

v=o 

i = 1, ... ,k - 1 

These equations show that the subspace F is stable under <po Moreover, 
e=all EF. On the other hand, since E is cyclic, E is the smallest stable 
subspace containing e. It follows that F=E. 

Now consider the basis 

of E. The matrix of <P relative to this basis has the form 

o 
1 

1 
L-_---'. (13.38) 

·· .. 1 

o o 
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where the submatrices A j are all equal, and given by 

o 1 

o 

o 1 
o 

o 

j=l, ... ,k. 

1 

The matrix (13.38) is called a Jordan canonical matrix of the irreducible 
transformation <po 

Next let <p be an arbitrary linear transformation. In view of sec. 13.12 
there exists a decomposition of E into irreducible subspaces. Choose a 
basis in every subspace relative to which the induced transformation has 
the Jordan canonical form. Combining these bases we obtain a basis of E. 
In this basis the matrix of <p consists of sub matrices of the form (13.38) 
following each other along the main diagonal. This matrix is called 
a Jordan canonical matrix of <po 

13.15. Completely reducible minimum polynomials. Suppose now that 
E is an irreducible space and that the minimum polynomial is completely 
reducible (p= 1); i.e. that 

J1 = (t - J..)k. 

It follows that the Aj are (1 x I)-matrices given by Aj=(J..). Hence the 
Jordan canonical matrix of <p is given by 

J.. 1 0 
J.. 1 

(13.39) 
.. .1 

0 ). 

In particular, if E is a complex vector space (or more generally a vector 
space over an algebraically closed field) which is irreducible with respect 
to <p, then the Jordan canonical matrix of <p has the form (13.39). 

13.16. Real vector spaces. Next, let E be a real vector space which is 
irreducible with respect to <po Then the polynomial fin (13.36) has one of 
the two forms f = t - J.. 
or 

f = t2 + at + f3 a, f3 E IR, a2 - 4 f3 < O. 
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In the first case the Jordan canonical matrix of cp has the form (13.39). In 
the second case the A j are 2 x 2-matrices given by 

Hence the Jordan canonical matrix of cp has the form 

0 
-{3 -(1 1 

0 1 
-{3 -(1 1 

13.17. The number of irreducible subspaces. It is clear from the con­
struction in sec. 13.12 that a vector space can be decomposed in several 
ways into irreducible subspaces. However, the number of irreducible 
subspaces of any given dimension is uniquely determined by cp, as will be 
shown in this section. 

Consider first the case that the minimum polynomial of cp has the form 

degf = p 

where f is irreducible. Assume that a decomposition of E into irreducible 
subspaces is given. The dimension of every such subspace is of the form 
pK(1 :5:, K:5:, k), as follows from sec. 13.12. Denote by F" the direct sum of 
the irreducible subspaces E~ of dimension P K and denote by N" the 
number of the subs paces E~. 

Then we have 

(13.40) 

Comparing the dimensions in (13.40) we obtain the equation 

k k 

n = L dim F" = P L K N" 
,,~1 ,,~1 

where dim £=11. 
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Now consider the transformation 

Iji=f(cp)· 

Since the subspaces F" are stable under Iji it follows from (13.40) that 

k 

IjiE= I IjiF". (13.41) 
1\=1 

By the definition of f: we have 

NK 

FK = I E~ 
i.= 1 

whence 
NK 

IjiFK = I IjiE~. 

Since the dimension of each E~ decreases by p under Iji (cf. sec. 13.14) it 
follows that 

dim Iji F" = p(1{ - I)N". (13.42) 

Equations (13.41) and (13.42) yield (r( Iji) = rank Iji) 

r ( Iji) = P I (I{ - 1) NK . 
K=2 

Repeating the above argument we obtain the equations 

k 

r(ljij)=p I (K-j)NK j = I, ... , k. 
K =j+ 1 

Replacing j by j + I and j -1 respectively we find that 

k k k 

r(ljij+l)=p I (K-j-I)NK=p I (l{-j)NK-p I NK 
K=j+2 K=j+2 K=j+2 

(13.43) 
and 

k k k 

r (ljij - 1) = p I (K - j + 1) NK = P I (K - j) NK + pINK. (13.44) 

Adding (13.43) and (13.44) we obtain 
k 

r(ljij+l) + r(ljij-l) = 2p I (K - j)NK + pNj+1 + p(Nj + Nj+1) 
K=j+2 

k 

= 2p I (K - j)NK + pNj = 2r(ljij) + pNj 
K=j+l 
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whence 

j = 1, ... ,k. 

This equation shows that the numbers Nj are uniquely determined by the 
ranks of the transformations I/Ij(j=l, ... ,k). 
In particular. 

and ~ =0 if j > k. Thus the degree of Jl is p k where k is the largest integer k 
such that Nk > O. 

In the general case consider the decomposition of E into the generalized 
eigenspaces Ei (i = L .... r) and suppose that 

E="F L /. 

is a decomposition of E as a direct sum of irreducible subspaces. Then 
every irreducible subspace F;. is contained in some Ei (cf. Theorem I, 
sec. 13.13). Hence the decomposition determines a decomposition of 
each Ei into irreducible subspaces. Moreover, it is clear that these 
subspaces are irreducible with respect to the induced transformation 
CPi: Ei -> Ei· Hence the number of irreducible subspaces in Ei of a given 
dimension is determined by CPi and thus by cpo It follows that the number 
of spaces F; of a given dimension depends only on cpo 

13.18. Conjugate linear transformations. Let E and F be Il-dimensional 
vector spaces. Two linear transformations cP: E -> E ,3lnd I/J: F -> Fare 
called cOJJjugate if there is a linear isomorphism S(: E~ F such that 

Propositiollii.' Two linear transformations cP and 1/1 are conjugate if 
and only if they satisfy the following conditions: 

(i) The minimum polynomials of cp and 1/1 have the same prime 
factors f;, .... fr' 

(ii) r(f;(cp)j)=rUi('W) i= 1 ... r,j~ 1. 
Proof: If cp and t/J are conjugate the conditions above arc clearly 

satisfied. 
To prove the converse we distinguish two cases. 
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Case 1: The minimum polynomials of qJ and 1/; are of the form 

JI", = I" and JlIjJ = P, firreducible. 

Decompose E and F into the irreducible subspaces 

f.: Si(pl I -"1(1/1) 

E = I I Ei, F = I I F( 

The numbers ~(qJ) and N;(Ij;) are given by 

and p = degf 

(cf. sec. 13.17). Thus (ii) implies that 

Since 

and 

it follows that k = I. 
In view of Theorem I, sec. 13.13, the spaces Ef and F{ are cyclic. Thus 

Lemma I below yields an isomorphism a{: E{ -=. F! such that 

These isomorphisms determine an isomorphism a: E~F such that 

1/; = 'XoqJoa- 1 . 

Case II: qJ and If; are arbitrary. Decompose E and F into the general­
ized eigenspaces 

and set 
(i = I ... r). 

Then f;(qJ) restricts to a linear isomorphism in the subspace 

El EEl ... EEl E; EEl ... EEl E,.. 
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Moreover, for P"?;Pi, i;(<p)P is zero in Ei . Thus 

Similarly. 
dimF - dimE; = rU;(t{;)P,+q,) 

Now (ii) implies that 

i = 1 ... r. 

i = 1 ... r. 

dimEi = dimE;. i = 1 ... r. 
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Let <Pi: Ei-+Ei and t{;j: E;-+E; denote the restrictions of <P and t{; 
respectively. The minimum polynomials of <Pi and t{;i are of the form 

Ili = i/' i = 1 ... r 
and 

i = 1 ... r. 
Since 

and i= 1 ... r 
j"?;l 

it follows from (ii) that 

i = 1 ... r 
j "?; 1. 

Thus the pair <Pi. t{;i satisfies the hypotheses of the theorem and so we 
are reduced to case I. 

Lemma i: Let <P: E-+E and t{;:F-+F (dimE=dimF=n) be linear 
transformations having the same minimum polynomial. Then, if E and 
F are cyclic. <P and t{; are conjugate. 

Proof: Choose generators U and b of E and F. Then the vectors 
uj=<pj(a) and bj = t{;j(b) (j=O ... 1l-1) form a basis of E and F respectively. 
Now set u,,=<p"(a) and b,,=t{;"(b). Then, for some Ct.j' [3jEr, 

/1-1 n-l 

a,,=ICt.juj and b,,=I/ijbj . 
j=() j= () 

Moreover. the minimum polynomials of <p and t{; are given by 

II-I 

/lcp = t" - I ':I.j tj and 
j=() 

II-I 

IlljJ = t" - I lijtj 
j=O 
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(cf. the corollary of Proposition IV, sec. 13.10). Since fl<{> = flljJ, it follows that 

Jj = /lj (j=0 ... 11-1). 

)\0\\ define an isomorphism ;': E~F by setting 

j=O ... I1-I. 

Then we have 
/I-I 11 1 

','(a) =;' I (Xjaj = I (X/h, = hll • 

j~() j~() 

These equations imply that 

j=O ... Il-I. 

This shows that 
If; = ;' 0 cp 0 ;' -1 . 

Anticipating the result of sec. 13.20 we also have 

Corollary I: Two linear transformations are conjugate if and only if 
they have the same minimum polynomial and satisfy condition (ii) of 
Proposition II. 

Corollary I I: Two linear transformations are conjugate if and only 
if they have the same characteristic polynomial (ef. sec. 4.19) and satisfy (ii). 

Proof',' Let f be the common characteristic polynomial of (p and 1jJ. 
Write 

II<{> = Ii" ... .1/(' U; irreducible). 
and 

Set Ej = ker(f;(cp)'Il'). F; = kerU;(tf;)'/,). i = I .. .I'; let E j • F; (i = 1 .. .I') denote 
the generalized eigenspaces for cp and If; respectively. Then we have the 
direct decompositions 

r r 

E= IE j • E= IE; 
i=l j=l 

and 
r r 

F=IF';, F=IF;· 
i=l i=l 
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Since k j ~ mj , it follows that E j C Ej whence E; = Ej U = I ... r). Similarly, 
£;=t; U=I ... r). Thus we may assume that I is of the form I=g'" 
(g irreducible). Then flqJ=g" (k~m), fltj;=gl (/~I1J) and the corollary 
follows immediately from the proposition. 

Corollary I I I: Every linear transformation is conjugate to its dual. 

Problems 

1. Let q): A (E; E)--+A (E; E) be a non-zero algebra endomorphism. 
(i) Show that for any projection operator n, 

r(<P(n)) = r(n), cpEA (E; E). 

(ii) Use (i) to prove that r(<P(cp))=r(cp). 

2. Show that every non-zero endomorphism of the algebra A (E; E) 

is an inner automorphism. 
Hint: Use Problem 1 and Proposition II. sec. 13.18. 
3. Construct a decomposition of [R4 into irreducible subspaces with 

respect to the linear transformations of problem 7, § 1. Hence obtain the 
Jordan canonical matrices. 

4. Which of the linear transformations of problem 7, § 1 make [R4 into 
a cyclic space? For each such transformation find a generator. For which 
of these transformations is [R4 irreducible? 

5. Let E, cE be a stable subspace under cp and consider the induced 

mappings cp, :E,--+E, and 0:E/E,--+E/E" Let fl, fl" ji be the corre­
sponding minimum polynomials. 

a) Prove that E is cyclic if and only if 
i) E, is cyclic 

ii) E/ E, is cyclic 

iii) fl = fll Ji. 
In particular conclude that every subspace of a cyclic space is again 

cyclic. 
b) Construct examples in which conditions i), ii), iii) respectively fail, 

while the remaining two continue to hold. 
Hint: Use problem 5, § 1. 

6. Let E= "iIj be a decomposition of E into subspaces and suppose 
j=l 

cpj:Fj--+Fj are linear transformations with minimum polynomials flj. 
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Define a linear transformation <P of E by 

<P = <PI EB···EB <Ps 

a) Prove that E is cyclic if and only if each <P j is cyclic and the fl j are 
relatively prime. 

b) Conclude that if E is cyclic, then each Fj is a sum of generalized 
eigenspaces for <po 

c) Prove that if E is cyclic and 

a=al+···+a s 

is any vector in E, thena generates E if and only if aj generates Fj (j = 1 .. . s). 
7. Suppose Fe E is stable under <P and let <PF:F-+F (minimum poly­

nomial flF) and ip: Ej F -+ Ej F (minimum polynomial ji) be the induced 
transformations. Show that E is irreducible if and only if 

i) ElF is irreducible. 
ii) F is irreducible. 

iii) IlF=j\fJ.=jl,fl=jk+1 wherejis an irreducible polynomial. 
8. Suppose that Eis irreducible with respect to <po Letjk (firreducible) 

be the minimum polynomial of (p. 

a) Prove that the k subspaces K(n, ... , KU'k - 1) are the only non-trivial 
stable subspaces of E 

b) Conclude that 

Im!(pY=K(jk-K) O~K~k. 

9. Find necessary and sufficient conditions that E have no non­
trivial stable subspaces. 

10. Let a be a differential operator in E. 
a) Show that in any decomposition of E into irreducible subs paces, 

each subspace has dimension 1 or 2. 
b) Let N j be the number ofj-dimensional irreducible subspaces in the 

above decomposition (j = 1, 2). Show that 

Nt + 2N2 = dimE and Nt = dimH(E). 

c) Using part b) prove that two differential operators in E are con­
jugate if and only if the corresponding homology spaces coincide. 

Hint: Use Proposition II, sec. 13.18. 
11. Show that two linear transformations of a 3-dimensional vector 

space are conjugate if and only if they have the same minimum poly­
nomial. 
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12. Let <p: E --+ E be a linear transformation. Show that there exists a 
(not necessarily unique) multiplication in E such that 

i) E is an associative commutative algebra 
ii) E contains a subalgebra A isomorphic to r( <p) 

iii) If qJ: T( <p)~ A is the isomorphism, then 

qJ(t/J)·x = t/Jx 

13. Let E be irreducible (and hence cyclic) with respect to <po Show that 
the set S of generators of the cyclic space E is not a subspace. Construct 
a subspace F such that S is in I - 1 correspondence with the non-zero 
elements of Ej F. 

14. Let <p be a linear transformation of a real vector space having 
distinct eigenvalues, all negative. Show that <p can not be written in the 
form <p=t/J 2 • 

§ 5. Applications of cyclic spaces 

In this paragraph we shall apply the theory developed in the preceding 
paragraph to obtain three important, independent theorems. 

13.19. Generalized eigenspaces. Direct sums of the generalized eigen­
spaces of <p are characterized by the following 

Theorem I: Let 
(13.45) 

be any decomposition of E into a direct sum of stable subs paces. Then 
the following three conditions are equivalent: 

(i) Each Fj is a direct sum of some of the generalized eigenspaces E; 
of <po 

(ii) The projection operators {}j in E associated with the decomposition 
(13.45) are polynomials in <po 

(iii) Every stable subspace U c E satisfies 

Proof Suppose that (i) holds. Then the projection operators {}j are 
sums of the projection operators associated with the decomposition of E 
into generalized eigenspaces, and so it follows from sec. 13.5 that they 
are polynomials in <po Thus (i) implies (ii). 
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Now suppose that (ii) holds, and let U c E be any stable subspace. Then 
since IQj= I, we have 

j 

j 

Since U is stable under Qj it follows that {!jU c Un Fj ; whence 

Uc I Un Fj • 

j 

The inclusion in the other direction is obvious. Thus (ii) implies (iii). 
Finally, suppose that (iii) holds. To show that (i) must also hold we 

first prove 

Lemma 1: Suppose that (iii) holds, and let 

be the decomposition of E into generalized eigenspaces. Then to every i, 
(i= 1, ... ,r) there corresponds precisely one integer}, (1 ~}~s) such that 

E; n Fj * 0. 

ProQ/ of lemma 1: Suppose first that E j n Fj=O for a fixed i and for 
every j (1 ~j ~ 05). Then from (iii) we obtain 

E; = I E; n Fj = ° 
j=l 

which is clearly false (cf. sec. 13.4). Hence there is at least one} such that 

E;n Fj*O. 
To prove that there is at most one} (for any fixed i) such that E; n Fj * 0, 

we shall assume that for some i'}l'}Z' 

and derive a contradiction. Without loss of generality we may assume 
that 

Choose two non-zero vectors 

Then since Yl, y z EE1 we have that 

flkl(cp)Y1 = ° =ftl(cp)yz 



§ 5. Applications of cyclic spaces 417 

where /1 = flkt .. irk" /; irreducible, is the decomposition of /1. Let 11 and 12 
be the least integers such that fft(cp)Yl =0 and ff2(cp)Yz =0. We may 
assume that 11 = 12, In fact, if 11 > 12 we simply replace Yl by the vector 
ff l - 12(rp)Yl' Then 

fi'(cp)fi,-I,(CP)Yl=O and f;(cp)fi t- 12 (cp)Yl=1=O for k<Z2' 

Now set 
Y=Yl+Yz 

and let Y be the cyclic subspace generated by y. Clearly Y c: Fl EBF2 , and so 
in view of (iii) we obtain 

Y = Y n Fl EB Y n F2 • 

It will now be shown that Yn Fl =0. 
Let UE Yn Fl be any vector. Since UE Ywe have that 

U = f (cp)y = f (CP)Yl + f (cp)Yz 

for some polynomial! Since uEF1 , it follows that 

and hence d( cp) Yz = 0 where d is the greatest common divisor of f and 
1/', Thus we obtain d= If where 

kj'?,p'?,lj. 

But dlf; whenceff'l/' and so u=f(cp)Y=f(cp)Yl +f(CP)Y2=0. 
This proves that Y n F j = O. A similar argument shows that Y n F2 = 0 
so that 

Y = Y n F j EB Y n F2 = O. 

This is the desired contradiction, and it completes the proof of the lemma. 

We now revert to the proof of the theorem. Recall that we assume that 
(iii) holds, and are required to prove (i). In view of the above lemma we 
can define a set mapping 

,:(1, ... , r) -+ (1, ... ,s) 
such that 

Ei n F< (i) =1= 0 i = 1, ... , rand Ei n Fj = 0 

Then (iii) yields that 

27 Greub, linear Algebra 

Ei = I Ei n Fj = Ei n F< (i) • 
j~j 

j =1= ,( i) 
i=1, ... ,r. 
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Finally, the relation 

E = L Ei = LEi n FT(i) C LFT(i) c'ifj = E 
i~ 1 i i j 

implies that 

LFT(i) = LFj and Fj = L Ei · 
j iET-'(j) 

Hence r is a surjection, and for every integer j (1 ~j ~ s). Fj is a direct sum 
of some of the Ei and so (i) is proved. Thus (iii) implies (i), and the 
proof of the theorem is complete. 

13.20. Cayley-Hamilton theorem. It is the purpose of this section to 
prove the 

Theorem II: (Cayley-Hamilton) Let X denote the characteristic poly­
nomial of cpo Then 

or, equivalently, cp satisfies its own characteristic equation. 

Before proceeding to the proof of this theorem we establish some 
elementary results. 

Suppose AEF is any scalar, and let v denote the minimum polynomial 
of cp -1,1. Assume further that v has degree 111, and let v be given ex­
plicitly by 

Then 

m-l 

V = tm + L f3 j t j . 
j~O 

m-l 

o = (cp - A It + L f3 A cp - }.t)j 

where 

j~O 

m-l 

= cpm + L r/.jcpj 
j~O 

=J(CP) 

m-l 

J = t m + L r/. j t j • 
j~O 

It follows that pi/' and so in particular 

degp ~ degJ = degv. 

On the other hand, 

Cp=(Cp-Al)+Al 

(13.46) 

(13.47) 

(13.48) 
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and thus a similar argument shows that 

deg v ::; deg J1 . 

This, together with (13.48) implies that 

deg v = deg f = deg J1. (13.49) 

Since/lJ1 and/has leading coefficient 1, we obtain that 

f = J1. 

In particular, since / = v (g), where g = t - I"~ we have 

J1(A) = V(g(A)) = v(O) = {30. (13.50) 

Lemma II: Suppose E is cyclic and dim E=m, and let X be the charac­
teristic polynomial for <.p. Then 

X = (- l)m p. 

Proof" Let AEr be any scalar, and let v be the minimum polynomial 
for <.p-Al. Since E is cyclic (with respect to <.p), Theorem I, sec. 13.11 
implies that 

deg p = dim E = m . 

Now we obtain from (13.49) that deg v=m, and so a second application 
of Theorem I, sec. 13.11 shows that E is cyclic with respect to <.p - AI. 

Let a be any generator of E (with respect to <.p - AI). Then 

a,(<.p - Al)a, ... ,(<.p - AI)m- 1 a 

is a basis for E (cf. Proposition III, sec. 13.10). 
Now suppose that L1 is a non-trivial determinant function for E. Then 

X(A)·L1(a,(<.p - Al)a, ... ,(<.p - AI)m-l a) 
= det (<.p - AI)· L1 (a, ... , (<.p - Al)m - 1 a) 
=L1((<.p-AI)a, ... ,(<.p-Al)m a) (13.51) 
= ( - 1 )m-l L1 (( <.p - Al)m a, (<.p - AI) a, ... , (<.p - A I)m-l a). 

On the other hand, if (13.46) gives the minimum polynomial of <.p -AI, 
we obtain that 

27" 

m-l 
(<.p - Alta = - L {3j(<.p - AI)ja 

j=O 
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and substitution in (13.51) yields the relation 

X {}.).L1 (a, ... ,(cp - A It- 1 a) 
m-1 

= ( - 1 t L f3 j L1 ( cP - ). I )j a, (cp - A I) a, ... , (cp - A It - 1 a) 
j=O 

= ( - It f30 L1 (a, (cp - ). I) a, ... , (cp - A It -1 a). 
It follows that 

and in view of (13.50) we obtain that 

(13.52) 

Finally, since (13.52) holds for every AEr, we can conclude (cf. sec. 
12.10) that 

Proof of Theorem I I: According to Proposition V, sec. 13.11 there 
exists a cyclic subspace Ea c E such that 

dimEa = degJ.l. 

By Lemma I, sec. 13.12, Ea has a complementary stable subspace Fo, 

E = Ea (JJ F. 

Let Xa and XF be the characteristic polynomials of the linear transfor­
mations induced in Ea and in F by cpo Then 

x = XaXF 
(cf. sec. 4.21). 

On the other hand, the minimum polynomial of the linear transfor­
mation induced in Ea by cp is J.l as follows from the corollary to Theorem I, 
sec. 13.11. Now the lemma implies that 

Xa= ±J.l. 
Hence, J.llx. 

13.21.* The commutant of qJ. The commutant of cp, C(cp), is the sub­
algebra of A(E; E) consisting of all the linear transformations that 
commute with cpo 

Let f be any polynomial. Then K(f) is stable under every I/l E C( cp). In 
fact if YEK(f) is any vector, then 

!(cp)I/ly=I/l!(Cp)Y =0 

and so I/lYEK(f). 
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Next suppose that t{I E C( ip) is any linear transformation. Consider the 
decompositions of E into generalized eigenspaces of ip and of t{I, 

E=E1EB···EBEr (forip) 
and 

and the corresponding projection operators in E, tri and {}j. Since the 
mappings tri and {}j are respectively polynomials in ip and t{I (cf. sec. 13.5) 
it follows that 

i = 1, ... , r 
j = 1, ... , s. 

Now define linear transformations Tij in E by 

Then we obtain that 

and hence the Tij are again projection operators in E. 
Since 

and 

it follows that 

whence 

and 

E = I 1m Tij c IE; n Fj c E 
i, j i, j 

E = I Ei n Fj . 
i, j 

Proposition I: Let E = Fl EB··· EB F, be any decomposition of E as a direct 
sum of subspaces. Then the subs paces Fj are stable under ip if and only if 
the projection operators (Jj are contained in C( ip). 

Proof" Since 

it follows that the Fj are stable under ip if the (J jE C( cp). Conversely, if the 
Fj are stable under cP we have for each YEFj that CPYEFj, and hence 
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while 

Thus the (Jl commute with cpo 
13.22.* The bicommutant of cpo The bicol11l11l1tallt, C 2 (cp), of (p is the 

subalgebra of (cf. example I, see 5.2) consisting of all the linear trans­
formations which commute with every linear transformation in C(cp). 

Theorem 111: C 2 (cp) coincides with the linear transformations which 
are polynomials in cpo 

Proof Clearly 

Conversely, suppose I/J E C2 ( cp) is any linear transformation and let 

(13.53) 

be a decomposition of E into cyclic subs paces with respect to cpo A 
decomposition (13.53) exists by Theorem II, sec. 13.12. Let {aJ be any 
fixed generators of the spaces Fi . 

Denote by CPi the linear transformation in Fi induced by cp, and let Pi be 
the minimum polynomial of CPi' Then (cf. sec. 13.2) Pilp so we can write 

i = 1, ... ,5. 

In view of Proposition V and the corollary to Theorem T, sec. 13.11 we 
may (and do) assume that PI = p. 

Now the Fiare stable subspaces of E (under cp), and so by Proposition I, 
sec. 13.21 the projection operators in E associated with (13.53) commute 

with cpo Hence they commute with I/J as well, and so a second application 
of Proposition I shows that the Fi are stable under I/J. In particular, 

l/JaiEFi' Since Fi is cyclic with respect to cp we can write 

i = 1, ... ,5. 

Thus if h( cp )ai E Fi is an arbitrary vector in Fi we obtain 

since cp and I/J commute. It follows that 

i = 1, ... , s 

where I/Ji denotes the restriction of I/J to Fi. In the following it will be 
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shown that 

thus proving the theorem. 
Consider now linear transformations Ij (2:£ i:£ s) in E defined by 

Xj x = x X E E j j =t= i 

xJ (tp)a j = j (tp) vj(tp)a l · 

To show that Xj is weII-defined it is clearly sufficient to prove that 

j(tp)vj(tp)a l =0 whenever j(tp)aj=O. 

But if!(tp)aj=O, then {ijl!and so p=pjVj divides vJ: whence 

j(tp)Vj(tp) = O. 
The relation 

Xjtpj(tp)a j = tpj(tp)vj(tp)a l = tpxJ(tp)aj 

shows that Xj commutes with tp, and hence with tf;. On the other hand we 
have that 

and 

whence 

This relation implies that Pllvj(gj-gl). But III =11 and so 

Since 11 = Vjl1j, we obtain that 

This last relation yields that for any vector XE Fj , 

i = 2, ... ,S. 

It follows that 

which completes the proof. 

Problems 
1. Let 
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be the decomposition of the minimum polynomial of !.p, and let Ei be the 
generalized eigenspaces. If Ii has degree Pi denote by N ij the number of 
irreducible subspaces of Ei of dimension pj (1 ~j~ k;). Set 

k, 

li = I j Nij. 
j= 1 

Show that the characteristic polynomial of !.p is given by 

X = Ii' ... J:r. 
2. Prove that E is cyclic if and only if 

X=±J1. 

3. Let!.p be a linear transformation of E and assume that E= IFj is a 
j 

decomposition of E as a direct sum of stable subspaces. If each Fj is a 
sum of generalized eigenspaces, prove that each Fj is stable under every 
t/JEC(!.p). Conversely, assume that each Fj is stable under every t/JEC(!.p) 
and prove that each Fj is a sum of generalized eigenspaces of !.p. 

4. a) Show that the only projection operators in C(!.p) are I and 0 if and 
only if E is irreducible with respect to !.p. 

b) Show that the set of projection operators in C( (p) is a subset of 
C2 (!.p) if and only if E is cyclic with respect to !.p. 

5. a) Define C3 (!.p) to be the set of all linear transformations in E 
commuting with every transformation in C2 (!.p). Prove that 

C3 (!.p) = C(!.p). 

b) Prove that C2 (!.p) = C(!.p) if and only if E is cyclic. 
6. Let E be cyclic with respect to (p and S be the set of generators of E. 

Let G be the set of linear automorphisms in C(!.p). 
a) Prove that G is a group. 
b) Prove that for each t/J E G, S is stable under t/J and the restriction t/J s 

of t/J to S is a bijection. Show that t/J s has no fixed points if t/J =l= 1. 

c) Let aES be a fixed generator and let (J, ,EG be arbitrary. Prove that 
(J =, if and only if 

(Ja=,a 

and hence in particular, (J =, if and only if (Js = 's. 
d) Prove that G acts transitively on S; i.e. for each a, bES there is a 

t/JEG such that t/Ja=b. 
e) Conclude that if a E S is a generator, then the mapping c[J: G -+ S 

given by t/J-+ t/J(a) is a bijection. 
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7. Let iJ be a differential operator in E. Consider the set I of transfor­
mations I/IEe(?) such that I/IZ(E)cB(E) (cf. sec. 6.7). 

Show that I is an ideal in qr) and establish an algebra isomorphism 

q?)jI -=. A(H(E); H(E)). 

§ 6. Nilpotent and semisimple transformations 

13.23. Nilpotent transformations. A linear transformation, cp, is called 
nilpotent if cpk = 0 for some integer k or equivalently, if its minimal 
polynomial has the form 

The exponent f11 is called the degree of cp. I t follows from sec. 13.7 that cp 
is nilpotent if and only if the Fitting null component is the entire space. 
It is clear that the restriction of a nilpotent transformation to a stable 
subspace is again nilpotent. 

Suppose now that cp and 1/1 are two commuting nilpotent transfor­
mations. Then the transformations cp + 1/1 and 1/1 c cp are again nilpotent. In 
fact, if k and I denote the degrees of cp and 1/1, then 

k k+1 

(cp + I/I)k+ 1 = L C ; I) cpj I/Ik+ 1- j + L (k ; I) cpj I/Ik+ 1- j = 0 

j~O j~k+l 

and 

which proves that cp + 1/1 and 1/1 0 cp are nilpotent. 
Assume that E is irreducible with respect to the nilpotent transfor­

mation cp. Then it follows from sec. 13.14 that the Jordan canonical 
matrix of cp has the form 

0 0 
0 

(13.54) 
.. .1 

0 0 

Renee, the Jordan canonical matrix of any nilpotent transformation 
consists of matrices of the form (13.54) following each other along the 
main diagonal. 
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Suppose now that cP is any linear transformation, and that J1 has the 
decomposition 

Let I be the polynomial 
f = fl .. ·fr· 

Then if h is any polynomial, h( cp) is nilpotent if and only ifflh, as follows 
at once from sec. 12.12. 

13.24. Semisimple transformations. A linear transformation (p is 
called semisimple if every stable subspace El c E has a complementary 
stable subspace. 

Example I: Let E be a Euclidean space and cP be a rotation of E. Since 
the orthogonal complement of every stable subspace is stable (cf. sec. 
8.19) it follows that cP is semisimple. 

Example II: In a Euclidean space every selfadjoint and every skew 
transformation is semisimple, as follows from a similar argument. 

Example III: Let E be a unitary space. Then every unitary and every 
selfadjoint transformation is semisimple. 

Let cP be a semisimple transformation and suppose that El is a stable 
subspace. Then the restriction CP1 of cP to El is semisimple. In fact, 
suppose F l eE1 is stable under CPl' Then Fl is stable under (P, and hence 
there exists a complementary stable subspace, F2 , in E, 

Intersection with E1 yields 

E 1 = Fl EB (F2 n Ed· 

Since F2 n El is (clearly) stable under CPt it follows that CPl is semisimple. 

Proposition I: Suppose cP is semisimple, and let I be any polynomial. 
Then/( cp) is nilpotent if and only ifj( cp) = O. 

Proof The if part is trivial. Suppose now that/( cp) is nilpotent of degree 
k. Then K(fk -1) is stable under cP and so we can write 

where F is stable under cP, and hence under I( cp). On the other hand, it is 
clear that I( cp)F c K (fk - 1) whence 

f(cp)F c K(fk-1) n F = 0 
i.e., 

Fe K(f). 
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It follows that E=K(P) where l=max (k-l, 1). Since k is the degree 
of nil potency of I( cp) we have 

1 ?:. k 
whence k=l= I. Hence/(cp) =0. 

Corollary I: If cp is simultaneously nilpotent and semisimple, then 
cp=o. 

The major result on semisimple transformations obtained in this 
section is the following criterion: 

Theorem I: A linear transformation is semisimple if and only if its 
minimum polynomial is the product of relatively prime irreducible 
polynomials (or equivalently, if the polynomials f.1 and f.1' are relatively 
prime). 

Remark: Theorem I shows that a linear transformation cp is semi­
simple if and only if it is a semisimple element of the algebra r(cp) (cf. 
sec. 12.17). 

Proof" Suppose cp is semisimple. Consider the decompositions 

Ii irreducible and relatively prime 

of the minimum polynomial, and set 

I = II ···Ir· 

Then I( cp) is nilpotent, and hence by Proposition I of this section, 
l(cp)=O. It follows that flli Since/lf.1 by definition, we have 

fI = II ... Ir· 

This proves the only if part of the theorem. 
To prove the second part of the theorem we consider first the special 

case that the minimum polynomial, f.1, of cp is irreducible. To show that 
cp is semisimple consider the subalgebra, r (cp), of A (E; E) generated by cp 
and I. Since fI is irreducible, r(cp) is a field (cf. sec. 12.14). r(cp) contains r 
and hence it is an extension field of r, and E may be considered as a 
vector space over r(cp) (cf. § 3, Chapt. V). Since a subspace of the r -vector 
space E is stable under cp if and only if it is stable under every transforma­
tion of r(cp), it follows that the stable subspaces of E are precisely the 
r(cp)-subspaces of the r(cp)-vector space E. Since every subspace of a 
vector space has a complementary subspace it follows that cp is semisimple. 
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Now consider the general case 

fj irreducible and relatively prime. 

Then we have the decomposition 

of E into generalized eigenspaces. Since the minimum polynomial of the 
induced transformation ({lj: E j-+ E j is precisely /; (cf. sec. 13.4) it follows 
from the above result that ({lj is semisimple. Now let FeE be a stable 
subspace. Then we have. in view of sec. 13.6, 

Clearly F n E j is a stable subspace of Ei and hence there exists a stable 
complementary subspace Hj , 

These equations yield 

E = L (F n E;) EB L Hj = FEB H, 
j 

Since H is a stable subspace of E it follows that ({l is semisimple. 
Corollary I: Let ({l be any linear transformation and assume that 

is a decomposition of E into stable subspaces such that the induced 
transformations ({li: F j-+ Fi are semisimple. Then ({l is semisimple. 

Proof' Let l1i be the minimum polynomial of the induced transfor­
mation ({li: Fi-+ F i. Since ({li is semisimple each l1i is a product of relatively 
prime irreducible polynomials. Hence, the least common multiple, f, of 
the l1i is again a product of such polynomials. Butf( ({l) annihilates E and 
hence the minimum polynomial, 11, of ({l divides f It follows that 11 is a 
product of relatively prime irreducible polynomials. Now Theorem I 
implies that ({l is semisimple. 

Proposition II: Let A e T be a subfield, and assume that E, considered 
as a A-vector space has finite dimension. Then every (T-linear) transfor­
mation, ({l, of E which is semisimple as a A-linear transformation IS 

semisimple considered as T-linear transformation. 



§ 6. Nilpotent and semisimple transformations 429 

Proof" Let /ld be the minimum polynomial of cP considered as a J-linear 
transformation. It foIIows from Theorem I that lid and Il~ are relatively 
prime. Hence there are polynomials g, rE J [t] such that 

q 11,1 + r Il~ = 1 . (13.55) 

On the other hand, every polynomial over J[t] may be considered as a 
polynomial in 1[t]. Since lid (cp) = 0 we have 

liT IliA 

where liT denotes the minimum polynomial of the (["-linear) transfor­
mation cpo Hence we may write 

lid = liT h some II E [" [t] 
and so 

(13.56) 

Combining (J 3.55) and (13.56) we obtain 

q h liT + h' r liT + h r Il~ = 1 
whence 

This relation shows that the polynomials liT and Il~ are relatively prime. 
Now Theorem I implies that the [-linear transformation cp is semisimple. 

7heOl'em I I: Every linear transformation cp can be written in the form 

CP=CPS+CPN 

where CPs is semisimple and CPN is nilpotent. CPs and CPs are polynomials 
in cP and their minimum polynomials are given by 

and 

Moreover, if 

is any decomposition of cP into a semisimple and nilpotent transformation 

such that !/f SO tVv = !/f" o!/f s' then 

!/fs=CPs and !/fN=!/fN' 

Proof: For the existence apply Theorem I and Theorem IV, sec. 12.16 
with A=l(cp). 
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To prove the uniqueness let (p = t/ls + 1/;'1 be any decomposition of cp 
into a semisimple and a nilpotent transformation such that t/ls commutes 
with t/lN' Then the subalgebra of A(E; E) generated by I, t/ls and t/lN is 
commutative and contains cp. Now apply the uniqueness part of Theo­
rem IV, sec. 12.16. 

13.25. The Jordan normal form of a semisimple transformation. Sup­
pose that E is irreducible with respect to a semisimple transformation (p. 

Then it follows from sec. 13.13 and Theorem I sec. 13.24 that the mini­
mum polynomial of cp has the form 

/i =f 
where f is irreducible. Hence the Jordan canonical matrix of cp has the 
form (cf. see. 13.15) 

o 

(13.57) 

o 

where 
p 

p= I !Y.vt V !Y. p =1 p=degp. 
\'=0 

It follows that the Jordan canonical matrix of an arbitrary semisimple 
transformation consists of submatrices of the form (13.57) following 
each other along the main diagonal. 

N ow consider the special case that E is irreducible with respect to a 
semisimple transformation whose minimum polynomial is completely 
reducible. Then we have that p = 1 and hence E has dimension 1. It 
follows that if cp is a semisimple transformation with completely reducible 
minimum polynomial, then E is the direct sum of stable subs paces of 
dimension 1; i.e., E has a basis of eigenvectors. The matrix of (P with 
respect to this basis is of the form 

o 

(13.58) 

o 



§ 6. Nilpotent and semisimple transformations 431 

where the Ai are the (not necessarily distinct) eigenvalues of cp. A linear 
transformation with a matrix of the form (13.58) is called diagonalizable. 
Thus semisimple linear transformations with completely reducible mini­
mum polynomial are diagonalizable. 

Finally let cp be a semisimple transformation of a real vector space E. 
Then a similar argument shows that E is the direct sum of irreducible 
subspaces of dimension 1 or 2. 

13.26. * The commutant of a semisimple transformation. 
Theorem I I I: The commutant C(cp) of a semisimple transformation cp 

is a direct sum of ideals (in the algebra C (cp)) each of which is isomorphic 
to the full algebra of transformations of a vector space over an extension 
field of r. 

Proof· Let 
(13.59) 

be the decomposition of E into the generalized eigenspaces. It follows 
from sec. 13.21 that the eigenspaces E j are stable under every transfor­
mation tf;EC(Cp). Now let IjcC(cp) be the subspace consisting of all 
transformations tf; such that 

Since E; is stable under each element of C(cp) it follows that I j is an ideal 
in the algebra C(cp). As an immediate consequence of the definition, we 
have 

j = 1, ... , r. (13.60) 

Now let tf; E C (cp) be arbitrary and consider the projection operators 
nj:E-+E associated with the decomposition (13.59). 
Then 

tf; = Lnjtf; = l>~tf; = 'Lnjtf;nj = 'Ltf;j (13.61) 
i i 

where 
(13.62) 

It follows from (13.62) that tf;jEJj. Hence formulae (13.60) and (13.61) 
imply that 

It is clear that 

cpj is the restriction of cp to Ei 
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where the isomorphism is obtained by restricting a transformation t/J E Ii 
to E i • 

Now consider the transformations <Pi: E---+ E induced by <po Since the 
minimum polynomial of <Pi is irreducible it follows that r «pJ is a field. 
Considering E as a vector space over r (<Pi) we obtain from chap. V, § 3 
that 

13.27. Semisimple sets of linear transformations. A set { <P ,} of linear 
transformations of E will be called semisimple if to every subspace FI c E 
which is stable under each <P, there exists a complementary subspace Fz 
which is stable under each <p,. 

Suppose now that {<p,} is any set of linear transformations and let 
AcA(E;E) be the subalgebra generated by the <Pa' Then clearly, a 
subspace F c E is stable under each <Pa if and only if it is stable under 
each t/J EA. In particular, the set {<Pa} is semisimple if and only if the 
algebra A is semisimple. 

Thcorcm I V: Let {<pJ be a set of commuting semisimple transfor­
mations. Then {<Pa} is a semisimple set. 

Proof' We first consider the case of a finite set of transformations 
<PI""'<PS and proceed by induction on S. If s= I the theorem is trivial. 
Suppose now it holds for s -I and assume for the moment that the 
minimum polynomial of <P 1 is irreducible. Then E may be considered as a 
r«PI)-vector space. Since the <pJi=2, ... ,s) commute with <PI they may 
be considered as r (<p I )-linear transformations (cf. Chap. V, § 3). More­
over, Proposition II, sec. 13.24 implies that the <Pi' considered as r (<p 1)­
linear transformations, are again semisimple. 

Now let FI c E be any subspace stable under the <Pi(i= I, ... ,s). Then 
since FI is stable under <PI, it is a 1«pd-subspace of E. Hence. by the in­
duction hypothesis, there exists a 1(pd-subspace of E, Fz , which is stable 
under ipz, ... , (Ps and such that 

Since F2 is a r(<PI)-subspace, it is also stable under <PI and so it is a 
stable subspace complementary to Fl' 

Let the minimum polynomial Jil of <PI be arbitrary. Since <PI is semi­
simple, we have 

I j irreducible and relatively prime. 
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Let 

be the corresponding decomposition of E into the generalized eigenspaces 

of <PI' 
Now assume that F1 cE is a subspace stable under each <Pi (i= I, ... ,s). 
According to sec. 13.21 each Ej is stable under each <Pi' It follows that 

the subspaces F1 n Ej are also stable under every <Pi' Moreover the re­
strictions of the <Pi to each Ej are again semisimple (cf. sec. 13.24) and in 
particular, the restriction of <P I to Ej has as minimum polynomial the 
irreducible polynomial fj. Thus it follows that the restrictions of the 
<Pi to Ej form a semisimple set, and hence there exist subspaces Fj c Ej 
which are stable under each <Pi and which satisfy 

j=l, ... ,r. 
Setting 

we have that F2 is stable under each <Pi' and that 

This closes the induction, and completes the proof for the case that the 
{<Pa} are a finite set. 

If the set {<Pa} is infinite consider the subalgebra A c A (E; E) generated 
by the <Pa' Then A is a commutative algebra and hence every subset of A 
consists of commuting transformations. In view of the discussion in the 
beginning of this section it is sufficient to construct a semisimple system 
of generators for A. But A is finite dimensional and so has a finite system 
of generators. Hence the theorem is reduced to the case of a finite set. 

Theorem IV has the following converse: 

Theorem V: Suppose A c A (E; E) is a commutative semisimple set. 
Then for each <pEA, <P is a semisimple transformation. 

Proof' Let <P E A be arbitrary and consider the decomposition 

p = f: 1 ... frkr 

of its minimum polynomial p. Define a polynomial, g, by 

g = fl .. ·fr· 

Since the set A is commutative, K(g) is stable under every tf;EA. Hence 
28 Gr~ub, Linear Algebra 
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there exists a subspace £1 c £ which is stable under every l/JE A such that 

E = K (g) EB El . 
Now let 

Then we have 
h(cp)E c K(g). 

On the other hand, since £1 is stable under h( cp), 

h(cp)El eEl 
whence 

/z(CP)El C K(g) n El = O. 

It follows that £1 cK(h). 
Now consider the polynomial 

p=f{l ... f;r where li=max(ki -l,I). 

Since Ii;:::: ki -1 it follows that 

p(cp)X = 0 

and from l;;:::: 1 we obtain 

p(cp)X=O XEK(g). 

(13.63) 

(13.64) 

(13.65) 

In view of (13.63), (13.64) and (13.65) imply that p( cp) = 0 and so flip. 
Now it follows that 

max(k i - 1,1);:::: ki i = 1, ... ,r 
whence 

k i = 1 i = 1, ... , /'. 
Hence cp is semisimple. 

Corollary: If cp and l/J are two commuting semisimple transformations, 
then cp + l/J and l/Jcp are again semisimple. 

Proof' Consider the subalgebra A cA(£;£) generated by cp and l/J 
Then Theorem IV implies that A is a semisimple set. Hence it follows 
from Theorem V that cp + l/J and l/Jcp are semisimple. 

Problems 

I. Let cp be nilpotent, and let N" be the number of subs paces of di­
mension ), in a decomposition of £ into irreducible subspaces. Prove that 

dim ker cp = L: N" . 

" 
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2. Let <p be nilpotent of degree k in a 6-dimensional vector space E. 
F or each k (I ::::; k ::::; 6) determine the possible ranks of <p and show that k 
and r(<p) determine the numbers N). (cf. problem I) explicitly. Conclude 
that two nilpotent transformations <p and t/J are conjugate if and only if 

r (<p) = r (t/J) and deg <p = deg t/J . 

3. Suppose <p is nilpotent and let <p*:E*<-E* be the dual mapping. 
Assume that E is cyclic with respect to <p and that <p is of degree k. Let 
a be a generator of E. Prove that E* is cyclic with respect to <p* and that 
<p* is of degree k. Let a* E E* be any vector. Show that 

<a*, <pk-l a) =!= 0 

if and only if a* is a generator of E*. 
4. Prove that a linear transformation <p with minimum polynomial J1 

is diagonalizable if and only if 
i) II is completely reducible 

ii) (p is semisimple 
Show that i) and ii) are equivalent to 

where the )'i are distinct scalars. 
5. a) Prove that two commuting diagonalizable transformations are 

simultaneously diagonalizable; i.e., there exists a basis of E with respect 
to which both matrices are diagonal. 

b) Use a) to prove that if <p and t/J are commuting semisimple transfor­
mations of a complex space, then <p + t/J and <pt/J are again semisimple. 

6. Suppose <p is a linear transformation of a complex space E. Let 
E= lfi be the decomposition of E into generalized eigenspaces, and let 

ni be the corresponding projection operators. Assume that the minimum 
polynomial of the induced transformation <Pi:Ei-+Ei is (t-AJk" Prove 
that the semisimple part of <p is given by 

7. Let E be a complex vector space and <p be a linear transformation 
with eigenvalues }v(v=l, ... ,n), not necessarily distinct. Given an arbi­
trary polynomial! prove directly that the linear transformation! (<p) has 
the eigenval ues ! (A.) (v = 1...11) (n = dim E). 
28' 
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8. Give an example of a semisimple set of linear transformations which 
contains transformations that are not semisimple. 

9. Let A be an algebra of commuting linear transformations in a 
complex space E. 

a) Construct a decomposition E=EJjJ···!J)Er such that for any cpEA, 
Ei is stable under cP and the minimum polynomial of the induced trans­
formation CPi: Ei---> Ei is of the form 

(t - Ai (cp)t;(q» . 

b) Show that the mapping A ---> C given by 

cP ---> Ai ( cP ) cP E A 

is a linear function in A. Prove that Ai preserves products and so it is a 
homomorphism. 

c) Show that the nilpotent transformations in A form an ideal which is 
precisely rad A (cf. chap. V, § 2). Consider the subspace T of L(A) 
generated by the Ai' Prove that 

radA = T.l. 

d) Prove that the semisimple transformations in A form a subalgebra, 
As. Consider the linear functions A~ in As obtained by restricting Ai to As. 

Show that they generate (linearly) the dual space L (AJ Prove that the 
mapping Ai--->A~ is a linear isomorphism. T ~ L(A,). 

10. Assume that E is a complex vector space. Prove that every com­
mutative algebra of semisimple transformations is contained in an n­
dimensional commutative algebra of semisimple transformations. 

11. Calculate the semisimple and nilpotent parts of the linear transfor­
mations of problem 7, § 1. 

§ 7. Applications to inner product spaces 

In this concluding paragraph we shall apply our general decomposition 
theorems to inner product spaces. Decompositions of an inner product 
space into irreducible subspaces with respect to selfadjoint mappings, 
skew mappings and isometries have already been constructed in 
chap. VIII. 

Generalizing these results we shall now construct a decomposition 
for a 11 0 I"/1w/ transformation. Since a complex linear space is fully 
reducible with respect to a normal endomorphism (ef. sec. I I. I 0) we can 
restrict ourselves to real inner product spaces. 
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13.28. Normal transformations. Let E be an inner product space and 
C{J: E---+ E be a normal transformation (cf. sec. 8.5). It is clear that every 
polynomial in C{J is again normal. Moreover since the rank of C{Jk (k = 2, 3 ... ) 
is equal to the rank of C{J, it follows that C{J is nilpotent only if C{J = O. 

Now consider the decomposition of the minimum polynomial into its 
prime factors, 

(13.66) 

and the corresponding decomposition of E into the generalized eigen-
spaces, 

(13.67) 

Since the projection operators ni associated with the decomposition 
(13.67) are polynomials in (f! they are normal. On the other hand n; = ni 

and so it follows from sec. 8.11 that the ni arc selfadjoint. Now let -'iE Ei 

and -'jE Ej be arbitrary. Then 

(xi,x j ) = (xi,njXj) = (njXi,Xj) = 0 i otj; 

i.e., the decomposition (13.67) is orthogonal. 
Now consider the induced transformations C{Ji: Ei---+ E i• It follows from 

sec. 8.5 that the C{Ji are again normal and hence so are the transformations 
;; (C{JJ On the other hand, /;( C{Ji) is nilpotent. It follows that /;( C{J) = 0 and 
hence all the exponents in (13.66) are equal to 1. Now Theorem I of 
sec. 13.24 implies that a normal transformation is semisimple. 

Theorem I: Let E be an inner product space. Then a linear transfor-
mation C{J is normal if and only if 

i) the generalized eigenspaces are mutually orthogonal. 
ii) The restrictions C{Ji :Ei---+ Ei are homothetic (cf. sec. 8.19). 
Proof' Let C{J be a normal transformation. It has been shown already 

that the spaces Ei are mutually orthogonal. Now consider the minimum 
polynomial, f;, of the induced transformation C{Ji' Since .Ii is irreducible 
over IR it follows that either 

(13.68) 

or 

(13.69) 

In the first case we have that C{Ji = AJ and so C{Ji is homothetic. Now 
consider the case (13.69). Then C{Ji satisfies the relation 



438 Chapter XIII. Theory of a linear transformation 

and hence the proof is reduced to showing that a normal transforma­
tion (j): E-- E which satisfies 

(13.70) 

is homothetic. 
We prove first that 0 - (j) is regular. In fact let K be the kernel of <j) - (j). 
If zEK is an arbitrary vector. we have <j)z=(PZ whence 

It follows that K is stable under (j) and hence stable under ip. Clearly the 
restriction of (j) to K is selfadjoint. Hence, if K =1= 0, (j) has an eigenvector in 
K which contradicts the hypothesis :x2 -4f3 < O. Consequently, K =0. 

Equation (13.70) implies that 

ip2+:xip+f3Z=0. (13.71) 

Multiplying (13.70) and (13.71) respectively by ip and (j) and subtracting 
we find that 

whence, in view of the regularity of ip - (j), 

ip(j)=f3I. (13.72) 

Define a transformation. T. by 

1 
T=Jp(j) 

(notice that :x2 - 4f3 < 0 implies that I]> 0). Then (13.72) yields iT = 1 and 
so 1: is a rotation. This proves that every normal mapping satisfies i) and 
ii). The converse follows immediately from sec. 8.5. 

Corollary 1: If (j) is a normal transformation then the orthogonal 
complement of a stable subspace is stable. 

Proof: Let F be a stable subspace. In view of sec. 13.6 we have 

Clearly the subspace E; n F is stable under the restriction. (j);. of (j) to E;. 
Since (j); is homothetic it follows that the orthogonal complement. H;. of 
E; n Fin Ei is again stable under (j)i' Hence, the space H = IHi is stable 
under (j). On the other hand the equations i 

Ei = (Ei n F) EEl Hi 
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yield 
E=F(£)H 

Hence FL is a stable subspace. 

H=FL. 

As an immediate consequence of Theorem I we obtain 
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Theorem II: Let E be an inner product space. Then a linear transfor­
mation cp is normal if and only if E can be written as the sum of mutually 
orthogonal irreducible subspaces such that the restriction of cp to 
every subspace is homothetic. 

13.29. Semisimple transformations of a real vector space. In sec. 13.28 
it has been shown that every normal transformation of an inner product 
space is semisimple. Conversely, let cp :E-+ E be a semisimple transfor­
mation of a real vector space. Then a positive definite inner product can 
be introduced in E such that cp becomes a normal mapping. To prove this 
let 

j 

be a decomposition of E into irreducible subspaces. In view of Theorem 
II it is sufficient to define a positive inner product in each Fj such that the 
restrictions. Cpj. of cp to fj are homothetic. In fact. we simply extend these 
inner products to an inner product in E such that the Fj are mutually 
orthogonal. 

Now let F be one of the irreducible subspaces. Since cp is semisimple, 
F has dimension I or 2. If dim F= 1 we choose the inner product in F 
arbitrarily. If dim F = 2 there exists a basis a, b in F such that 

cp a = b, cp b = - fJ a - rx b, rx 2 - 4 fJ < 0 

(cf. sec. 13.16). Define the inner product by 

rx 
(a,a)=l, (a,b)=-2' (b,b)=fJ. 

Then we have for every vector 
x=~a+1Jb 

of F 
(x,x) = e -1J.~1J + fJ1J 2 • 

Since rx2-4fJ<O it follows that (x, x)~O and equality holds only for 
x=O. Moreover, since 

(cp a, cp a) = fJ = fJ (a, a), 
rxfJ 

(cpa,cpb) = - 2: = fJ(a,b), 

and (cpb,cpb)=fJ2=fJ(b,b) 
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it follows that 
XEF. 

This equation shows that qJ is homothetic and so the proof is complete. 
13.30. Lorentz-transformations. As a second example we shall con­

struct a decomposition of the Minkowski-space into irreducible sub­
spaces with respect to a Lorentz-transformation qJ (cf. sec. 9.27). For 
the sake of simplicity we assume that the Lorentz-transformation is 
proper orthochroneous. The condition rji = (p -1 implies that the inverse 
of every eigenvalue is again an eigenvalue. Since there exists at least one 
eigenvalue (cf. sec. 9.27) the minimum polynomial. {i, of qJ has at least 
one real root. N ow we distinguish three cases: 

1. The minimum polynomial Jl contains a prime factor 

a2 - 4f3 < ° 
of second degree. Then consider the mapping 

r = qJ2 + a qJ + f3 I . 

The kernel of r is a stable subspace F of even dimension and containing 
no eigenvectors. Since qJ has an eigenvector in E, E,* F. Thus F has 
necessarily dimension 2 and hence it is a plane. The intersection of the 
plane F and the light-cone consists of two straight lines, one straight line, 
or the point ° only. The two first cases are impossible because the plane F 
does not contain eigenvectors (cf. sec. 9.26). Thus the inner product must 
be positive definite in F and the induced transformation qJ, is a proper 
Euclidean rotation. (An improper rotation of F would have eigenvectors.) 
Now consider the orthogonal complement F~. The restriction of the 
inner product to F~ has index 1. Hence F~ is a pseudo-Euclidean plane. 
Denote by qJz the induced transformation of F~. The equation 

det qJ = det qJ, det qJz 

implies that det qJ2 = + 1, showing that qJ2 is a proper pseudo-Euclidean 
rotation. Choosing orthonormal bases in F and in F~ we obtain an 
orthonormal basis of E in which the matrix of qJ has the form 

[ 

cosw 

: smw 
sinw OJ 
cosw 

cosh 0 sinh 0 
sinh e cosh e . 
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II. The minimum polynomial is completely reducible, and not all its 
1 

roots are equal to 1. Then <p has eigenvalues ..1,* 1 and - * 1. Let e and e' 
b d·· A e correspon mg eIgenvectors 

, 1, 
<pe=).e <pe=-e. 

A 

The condition ..1,*1 implies that e and e' are light-vectors. These vectors 
are linearly independent, whence (e,e')*O (cf. sec. 9.21). Let F be the 
plane generated by e and e' and let 

z = ~ e + I] e' 
be any vector of F. Then 

(z,z) = 2(e,e'gl]. 

This equation shows that the induced inner product has index 1. The 
orthogonal complement Fl- is therefore a Euclidean plane and the in­
duced mapping is a Euclidean rotation. The angle of this rotation must be 
o or n, because otherwise the minimum polynomial of <p would contain an 
irreducible factor of second degree. Select orthonormal bases in F and Fl-. 
These two bases form an orthonormal basis of E in which the matrix of <p 

has the form 

[

cosh 0 sinh 0 
sinh 0 cosh 0 

o 

0*0 
I; = ± 1 

III. The minimum polynomial of <p has the form 

(1:Sk:S4). 

If k = 1, <p reduces to the identity map. Next, it will be shown that the 
case k = 2 is impossible. If k = 2, applying <p - 1 to the equation (<p - 1)2 = 0 
yields 

<p + rp = 21 
whence 

(X,<pX) = (x,X) XEE. 

Inserting for x a light-vector, I, we see that (I, «1)=0. But two light-vectors 
can be orthogonal only if they are linearly dependent. We thus obtain 
<p!=)J. Since <p does not have eigenvalues),* I, it follows that <p!=! for 
all light-vectors !. But this implies that <p is the identity. Hence the 
minimal polynomial is t -1 in contradiction to our assumption k = 2. 
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N ow consider t he case k?>. 3. As has been shown in sec. 9.27 there 
exists an eigenvector e on the light-cone. The orthogonal complement E1 
of e is a 3-dimensional subspace of E which contains the light-vector e. 
The induced inner product has rank and index 2 (cf. sec. 9.21). Let F 
be a 2-dimensional subspace of E in which the inner product is positive 
definite. Selecting an orthonormal basis CI _ C2 in F we can write 

cpe l = e l cosw + e2 sinw +:X 1 e 
cp e2 = - e1 sin w + e2 cos w + (X2 e 
cpe=e. 

(13.73) 

The coefficients (Xl and :X 2 are not both zero. In fact, if (XI = 0 and (X2 = 0 
the plane F is invariant under cp and we have the direct decomposition 
E=FffiFl. of E into two 2-dimensional invariant subspaces. This would 
imply that k.:S: 2. 

Now consider the characteristic polynomiaL II- of the induced mapping 
CP1 :EI-+EI · Computing the characteristic polynomial from the matrix 
(13.73) we find that 

Xl = (t 2 - 2tcosw + 1)(1 - t). (13.74) 

At the same time we know that 
X1=(1-t)3. (13.75) 

Comparing the polynomials (13.74) and (13.75) we find that w=O. Hence, 
equations (13.73) reduce to 

cp e1 = e1 + (Xl e 
cp e2 = e2 + (Xl e 
cpe=e. 

Now consider the vector 

Then 
(y,y) = cxi + CX~ > 0 

and 

cpy = (XI CPel - :X2CPe1 = (X1(e2 + CXle) - (XZ(e1 + (Xl e) = y. 

In other words, y is a space-like eigenvector of cpo Denote by Y the 
I-dimensional subspace generated by y. Then we have the orthogonal 
decomposition 

E = Y ffi yl. 

into two invariant subspaces. The orthogonal complement yl. is a 3-
dimensional pseudo-Euclidean space with index 2. 
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The subspace y-L is irreducible with respect to cp. This follows from our 
hypothesis that the degree of the minimal polynomial/I is ~ 3. On the 
other hand, 11 can not have degree 4 because then the space E would be 
irreducible. 

Combining our results we see that the decomposition of a Minkowski­
space with respect to a proper orthochroneous Lorentz-transformation cp 
has one of the following forms: 

I. E is completely reducible. Then cp is the identity. 
II. E is the direct sum of an invariant Euclidean plane and an in­

variant pseudo-Euclidean plane. These planes are irreducible except for 
the case where the induced mappings are ± I (Euclidean plane) or I 

(pseudo-Eudidean plane) 
III. E is the direct sum of a space-like I-dimensional stable subspace 

(eigenvalue I) and an irreducible subspace of dimension 3 and index 2. 

Problems 

1. Suppose E is an n-dimensional vector space over r. Assume that a 
symmetric bilinear function ExE~r is defined such that <x, x) =1=0 
whenever x=l=O. 

a) Prove that <, ) is a scalar product and thus E is self dual. 
b) If FeE is a subspace show that 

E = F ffi F-L. 

c) Suppose rp:E~E is a linear transformation such that rprp*=rp*rp. 
Prove that rp is semisimple. 

2. Let rp be a linear transformation of a unitary space. Prove that rp is 
normal if and only if, for some polynomial ./: 

ip=f(rp)· 

3. Suppose cp is a linear transformation of a complex vector space such 
that rpk = 1 for some integer k. Show that E can be made into a unitary 
space such that rp becomes a unitary mapping. 

4. Let E be a real linear space and let rp be a linear transformation of E. 
Prove that a positive definite inner product can be introduced in E such 
that rp becomes a normal mapping if and only if the following conditions 
are satisfied: 

a) The space E can be decomposed into invariant subs paces of dimension 
I and 2. 
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b) If T is the induced mapping in an irreducible subspace of dimension 

2, then 

H tr T)2 - det T < o. 

5. Consider a 3-dimensional pseudo-Euclidean space E with the index 

2. Let Ii (i = I, 2, 3) be three light-vectors such that 

i oF j . 

Define a linear transformation, cp, by the equations 

cplj=lj 
CPl2 = 0:((.( - 1)lj + ex 12 + (1 - ex) 13 (.( oF 1 
cp 13 = (ex - 2) (C( - 1) 11 + (ex - 1) 12 + (2 - ex) 13. 

Prove that cp is a rotation and that E is irreducible with respect cpo 
6. Show that a real 3-dimensional vector space cannot be irreducible 

with respect to a semisimple linear transformation. Conclude that the 

pseudo-Euclidean rotation of problem 5 is not semisimple. Use this to 

show that a linear transformation in a self dual space which satisfies 

cpcp* = cp*cp is not necessarily semisimple (cf. problem 1). 

7. Let a Lorentz-transformation cp be defined by the matrix 

2 5 
-1 -

2 3 6 

2 1 4 10 
-

3 9 3 9 

4 5 
1 

3 3 

5 10 5 43 

6 9 3 18 

Construct a decomposition of E into irreducible subs paces. 

8. Consider the group G of Lorentz transformations. 

Let e be a time-like unit vector and F be the orthogonal complement of 

e. Consider the subgroup He G consisting of all Lorentz transformations 

cp such that cp H = H. 
a) Prove that H is a compact subgroup. 

b) Prove that H is not properly contained in a compact subgroup of G. 

Hint: Show first that if K is a compact subgroup of G and cpEK, then 

every real eigenvalue of cp is ± I. 
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