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Preface 

1. This book is above all addressed to mathematicians. It is intended to be 
a textbook of mathematical logic on a sophisticated level, presenting the 
reader with several of the most significant discoveries of the last ten or 
fifteen years. These include: the independence of the continuum hypothe­
sis, the Diophantine nature of enumerable sets, the impossibility of finding 
an algorithmic solution for one or two old problems. 

All the necessary preliminary material, including predicate logic and the 
fundamentals of recursive function theory, is presented systematically and 
with complete proofs. We only assume that the reader is familiar with 
"naive" set theoretic arguments. 

In this book mathematical logic is presented both as a part of mathe­
matics and as the result of its self-perception. Thus, the substance of the 
book consists of difficult proofs of subtle theorems, and the spirit of the 
book consists of attempts to explain what these theorems say about the 
mathematical way of thought. 

Foundational problems are for the most part passed over in silence. 
Most likely, logic is capable of justifying mathematics to no greater extent 
than biology is capable of justifying life. 

2. The first two chapters are devoted to predicate logic. The presenta­
tion here is fairly standard, except that semantics occupies a very domi­
nant position, truth is introduced before deducibility, and models of 
speech in formal languages precede the systematic study of syntax. 

The material in the last four sections of Chapter II is not completely 
traditional. In the first place, we use Smullyan's method to prove Tarski's 
theorem on the undefinability of truth in arithmetic, long before the 
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Preface 

introduction of recursive functions. Later, in the seventh chapter, one of 
the proofs of the incompleteness theorem is based on Tarski's theorem. In 
the second place, a large section is devoted to the logic of quantum 
mechanics and to a proof of von Neumann's theorem on the absence of 
"hidden variables" in the quantum mechanical picture of the world. 

The first two chapters together may be considered as a short course in 
logic apart from the rest of the book. Since the predicate logic has received 
the widest dissemination outside the realm of professional mathematics, 
the author has not resisted the temptation to pursue certain aspects of its 
relation to linguistics, psychology, and common sense. This is all discussed 
in a series of digressions, which, unfortunately, too often end up trying to 
explain "the exact meaning of a proverb" (E. Baratynskii 1). This series of 
digressions ends with the second chapter. 

The third and fourth chapters are optional. They are devoted to com­
plete proofs of the theorems of Godel and Cohen on the independence of 
the continuum hypothesis. Cohen forcing is presented in terms of 
Boolean-valued models; Godel's constructible sets are introduced as a 
subclass of von Neumann's universe. The number of omitted formal 
deductions does not exceed the accepted norm; due respects are paid to 
syntactic difficulties. This ends the first part of the book: "Provability." 

The reader may skip the third and fourth chapters, and proceed im­
mediately to the fifth. Here we present elements of the theory of recursive 
functions and enumerable sets, formulate Church's thesis, and discuss the 
notion of algorithmic undecidability. 

The basic content of the sixth chapter is a recent result on the Di­
ophantine nature of enumerable sets. We then use this result to prove the 
existence of versal families, the existence of undecidable enumerable sets, 
and, in the seventh chapter, Godel's incompleteness theorem (as based on 
the definability of provability via an arithmetic formula). Although it is 
possible to disagree with this method of development, it has several 
advantages over earlier treatments. In this version the main technical effort 
is concentrated on proving the basic fact that all enumerable sets are 
Diophantine, and not on the more specialized and weaker results concern­
ing the set of recursive descriptions or the Godel numbers of proofs. 

1 Nineteenth century Russian poet (translator's note). The full poem is: 

Vlll 

We diligently observe tlte world, 
We diligently observe people, 
And we hope to understand tlteir deepest meaning. 
But what is tlte fruit of long years of study? 
What do tlte sharp eyes finally detect? 
What does the haughty mind finally learn 
At the height of all experience and thought, 
What?-tlte exact meaning of an old proverb. 

1828 



Preface 

The last section of the sixth chapter stands somewhat apart from the 
rest. It contains an introduction to the Kolmogorov theory of complexity, 
which is of considerable general mathematical interest. 

The fifth and sixth chapters are independent of the earlier chapters, and 
together make up a short course in recursive function theory. They form 
the second part of the book: "Computability." 

The third part of the book, "Provability and Computability," relies 
heavily on the first and second parts. It also consists of two chapters. All of 
the seventh chapter is devoted to Godel's incompleteness theorem. The 
theorem appears later in the text than is customary because of the belief 
that this central result can only be understood in its true light after a solid 
grounding both in formal mathematics and in the theory of computability. 
Hurried expositions, where the proof that provability is definable is en­
tirely omitted and the mathematical content of the theorem is reduced to 
some version of the ''liar paradox," can only create a distorted impression 
of this remarkable discovery. The proof is considered from several points 
of view. We pay special attention to properties which do not depend on the 
choice of Godel numbering. Separate sections are devoted to Feferman's 
recent theorem on Godel formulas as axioms, and to the old but very 
beautiful result of Godel on the length of proofs. 

The eighth and final chapter is, in a way, removed from the theme of 
the book. In it we prove Higman's theorem on groups defined by enumer­
able sets of generators and relations. The study of recursive structures, 
especially in group theory, has attracted continual attention in recent 
years, and it seems worthwhile to give an example of a result which is 
remarkable for its beauty and completeness. 

3. This book was written for very personal reasons. After several years 
or decades of working in mathematics, there almost inevitably arises the 
need to stand back and look at this research from the side. The study of 
logic is, to a certain extent, capable of fulfilling this need. 

Formal mathematics has more than a slight touch of self-caricature. Its 
structure parodies the most characteristic, if not the most important, 
features of our science. The professional topologist or analyst experiences a 
strange feeling when he recognizes the familiar pattern glaring out at him 
in stark relief. 

This book uses material arrived at through the efforts of many mathe­
maticians. Several of the results and methods have not appeared in 
monograph form; their sources are given in the text. The author's point of 
view has formed under the influence of the ideas of Hilbert, Godel, Cohen, 
and especially John von Neumann, with his deep interest in the external 
world, his open-mindedness and spontaneity of thought. 

Various parts of the manuscript have been discussed with Yu. V. 
Matijasevic, G. V. Cudnovskii, and S. G. Gindikin. I am deeply grateful to 
all of these colleagues for their criticism. 
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W. D. Goldfarb of Harvard University very kindly agreed to proofread 
the entire manuscript. For his detailed corrections and laborious rewriting 
of part of Chapter IV, I owe a special debt of gratitude. 

I wish to thank Neal Koblitz for his meticulous translation. 

Yu. I. Manin 

Moscow, September 1974 
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CHAPTER I 

Introduction to formal languages 

Gelegentlich ergreifen wir die Feder 
Und schreiben Zeichen auf ein weisses Blatt, 
Die sagen dies und das, es kennt sie jeder, 
Es ist ein Spiel, das seine Regeln hat. 

H. Hesse, "Buchstaben" 

We now and then take pen in hand 
And make some marks on empty paper. 
Just what they say, all understand. 
It is a game with rules that matter. 

H. Hesse, "Alphabet" 
(translated by Prof. Richard S. Ellis) 

1 General information 

1.1. Let A be any abstract set. We call A an alphabet. Finite sequences of 
elements of A are called expressions in A. Finite sequences of expressions 
are called texts. 

We shall speak of a language with alphabet A if certain expressions and 
texts are distinguished (as being "correctly composed," "meaningful," etc.). 
Thus, in the Latin alphabet A we may distinguish English word forms and 
grammatically correct English sentences. The resulting set of expressions 
and texts is a working approximation to the intuitive notion of the 
"English language." 

The language Algol 60 consists of distinguished expressions and texts in 
the alphabet {Latin letters} u {digits} u {logical signs} u {separators}. 
Programs are among the most important distinguished texts. 
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I Introduction to formal languages 

In natural languages the set of distinguished expressions and texts 
usually has unsteady boundaries. The more formal the language, the more 
rigid these boundaries are. 

The rules for forming distinguished expressions and texts make up the 
syntax of the language. The rules which tell how they correspond with 
reality make up the semantics of the language. Syntax and semantics are 
described in a metalanguage. 

1.2. "Reality" for the languages of mathematics consists of certain classes 
of (mathematical) arguments or certain computational processes using 
(abstract) automata. Corresponding to these designations, the languages 
are divided into formal and algorithmic languages. (Compare: in natural 
languages, the declarative versus imperative moods, or-on the level of 
texts-statement versus command.) 

Different formal languages differ from one another, in the first place, by 
the scope of the formalizable types of arguments-their expressiveness; in 
the second place, by their orientation toward concrete mathematical theo­
ries; and in the third place, by their choice of elementary modes of 
expression (from which all others are then synthesized) and written forms 
for them. 

In the first part of this book a certain class of formal languages is 
examined systematically. Algorithmic languages are brought in episodi­
cally. 

The "language-parole" dichotomy, which goes back to Humboldt and 
Saussure, is as relevant to formal languages as to natural languages. In §3 
of this chapter we give models of "speech" in two concrete languages, 
based on set theory and arithmetic, respectively; because, as many believe, 
habits of speech must precede the study of grammar. 

The language of set theory is among the richest in expressive means, 
despite its extreme economy. In principle, a formal text can be written in 
this language corresponding to almost any segment of modern mathema­
tics-topology, functional analysis, algebra, or logic. 

The language of arithmetic is one of the poorest, but its expressive 
possibilities are sufficient for describing all of elementary arithmetic, and 
also for demonstrating the effects of self-reference a Ia Godel and Tarski. 

1.3. As a means of communication, discovery, and codification, no formal 
language can compete with the mixture of mathematical argot and for­
mulas which is common to every working mathematician. 

However, because they are so rigidly normalized, formal texts can 
themselves serve as an object for mathematical investigation. The results of 
this investigation are themselves theorems of mathematics. They arouse 
great interest (and strong emotions) because they can be interpreted as 
theorems about mathematics. But it is precisely the possibility of these and 
still broader interpretations that determines the general philosophical and 
human value of mathematical logic. 
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1 General information 

1.4. We have agreed that the expressions and texts of a language are 
elements of certain abstract sets. In order to work with these elements, we 
must somehow fix them materially. In the modern European tradition (as 
opposed to the ancient Babylonian tradition, or the latest American 
tradition, using computer memory), the following notation is customary. 
The elements of the alphabet are indicated by certain symbols on paper 
(letters of different kinds of type, digits, additional signs, and also combi­
nations of these). An expression in an alphabet A is written in the form of 
a sequence of symbols, read from left to right, with hyphens when 
necessary. A text is written as a sequence of written expressions, with 
spaces or punctuation marks between them. 

1.5. If written down, most of the interesting expressions and texts in a 
formal language either would be physically extremely long, or else would 
be psychologically difficult to decipher and learn in an acceptable amount 
of time, or both. 

They are therefore replaced by "abbreviated notation" (which can 
sometimes turn out to be physically longer). The expression "xxxxxx" can 
be briefly written "x · · · x (six times)" or "x 6 ." The expression "'rlz(z Ex 

<=?z Ey)" can be briefly written "x = y." Abbreviated notation can also be 
a way of denoting any expression of a definite type, not only a single such 
expression; (any expression 101010 · · · 10 can be briefly written "the 
sequence of length 2n with ones in odd places and zeros in even places" or 
"the binary expansion of ~ ( 4n - I).") 

Ever since our tradition started, with Vieta, Descartes, and Leibniz, 
abbreviated notation has served as an inexhaustible source of inspiration 
and errors. There is no sense in, or possibility of, trying to systematize its 
devices; they bear the indelible imprint of the fashion and spirit of the 
times, the artistry and pedantry of the authors. The symbols L, f, E are 
classical models worthy of imitation. Frege's notation, now forgotten, for 
"P and Q" (actually "not [if P, then not Q]," whence the asymmetry): 

L---------------P 

shows what should be avoided. In any case, abbreviated notation per­
meates mathematics. 

The reader should become used to the trinity 

formal text 

~ ~ 
written text interpretation of text, 

which replaces the unconscious identification of a statement with its form 
and its sense, as one of the first priorities in his study of logic. 
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I Introduction to formal languages 

2 First order languages 

In this section we describe the most important class of formal languages e1 

-the first order languages-and give two concrete representatives of this 
class: the Zermelo-Fraenkel language of set theory L1Set, and the Peano 
language of arithmetic LIAr. Another name for el is predicate languages. 

2.1. The alphabet of any language in the class el is divided into six disjoint 
subsets. The following table lists the generic name for the elements in each 
subset, the standard notation for these elements in the general case, the 
special notation used in this book for the languages L1Set and L1Ar. We 
then describe the rules for forming distinguished expressions and briefly 
discuss semantics. 

The distinguished expressions of any language L in the class e1 are 
divided into two types: terms and formulas. Both types are defined recur­
sively. 

2.2. Definition. Terms are the elements of the least subset of the expres­
sions of the language which satisfies the two conditions: 

(a) Variables and constants are (atomic) terms. 
(b) If f is an operation of degree r and t1, ••• , t, are terms, then 
f(t 1, ••• , t,) is a term. 

In (a) we identify an element with a sequence of length one. The 
alphabet does not include commas, which are part of our abbreviated 
notation: j(t1, t2, t3) means the same as j(t 1t2t3). In §I of Chapter II we 

Language Alphabets 

Subsets of Names and Notation 

the Alphabet General in L1Set in L1Ar 

connectives and ~(equivalent); ~(implies); V (inclusive or); 1\ (and); 
quantifiers --. (not); 'V (universal quantifier); 3 (existential quantifier) 

variables x,y, z, u, v, ... with indices 

constants c . .. with indices 0 (empty set) 0 (zero); I (one) 

operations of 
degree J, g, ... with none + (addition, degree 2); 
I, 2, 3, ... indices · (multiplication, degree 2) 

relations (pred- E (is an element = (equality, degree 2) 
icates) of degree p, q, ... with of, degree 2); 
I, 2, 3, ... indices = (equals, degree 2) 

parentheses ((left parenthesis); )(right parenthesis) 

6 



2 First order languages 

explain how a sequence of terms can be uniquely deciphered despite the 
absence of commas. 

If two sets of expressions in the language satisfy conditions (a) and (b), 
then the intersection of the two sets also satisfies these conditions. There­
fore the definition of the set of terms is correct. 

2.3. Definition. Formulas are the elements of the least subset of the 
expressions of the language which satisfies the two conditions: 

(a) If p is a relation of degree r and t 1, ••• , t, are terms, then 
p(t1, ••• , t,) is an (atomic) formula. 

(b) If P and Q are formulas (abbreviated notation!), and xis a variable, 
then the expressions 

(P)~(Q), (P)=)(Q), (P)V(Q), (P)I\(Q), 

-.(P), "'X (P), 3 X (P) 
are formulas. 

It is clear from the definitions that any term is obtained from atomic 
terms in a finite number of steps, each of which consists in "applying an 
operation symbol" to the earlier terms. The same is true for formulas. In 
Chapter II, §I we make this remark more precise. 

The following initial interpretations of terms and formulas are given for 
the purpose of orientation and belong to the so-called "standard models" 
(see Chapter II, §2 for the precise definitions). 

2.4. EXAMPLES AND INTERPRETATIONS 

(a) The terms stand for (are notation for) the objects of the theory. 
Atomic terms stand for indeterminate objects (variables) or concrete 
objects (constants). The term f(t 1, • •• , t,) is the notation for the object 
obtained by applying the operation denoted by f to the objects denoted by 
t 1, ••• , t,. Here are some examples from L1Ar: 

0 denotes zero; 

I denotes one; 

+ (1, 1) denotes two (1 + I = 2 in the usual notation); 

+ (1 + (1, 1)) denotes three; 

· ( + {1, 1) + (1, 1)) denotes four (2 X 2 = 4). 

Since this normalized notation is different from what we are used to in 
arithmetic, in L1Ar we shall usually write simply t 1 + t2 instead of + (t 1, t0 
and t 1 • t2 instead of ·(t1, t2). This convention may be considered as another 
use of abbreviated notation. 

x stands for an indeterminate integer; 
- -

x +I (or +(x, I)) stands for the next integer. 
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I Introduction to formal languages 

In the language L1Set all terms are atomic: 

x stands for an indeterminate set; 
0 stands for the empty set. 

(b) The formulas stand for statements (arguments, propositions, ... ) of 
the theory. When translated into formal language, a statement may be 
either true, false, or indeterminate (if it concerns indeterminate objects); 
see Chapter II for the precise definitions. In the general case the atomic 
formula p(t 1, ••. , t,) has roughly the foJlowing meaning: "The ordered 
r-tuple of objects denoted by t1, ••• , t, has the property denoted by p." 
Here are some examples of atomic formulas in L 1Ar. Their general 
structure is = (t 1, t2), or, in nonnormalized notation. t 1 = t2 : 

0 = 1, x+ I =y. 

Here are some examples of formulas which are not atomic: 

--, (o = 1), 

(x = o)~(x +I= 1), 

'Vx((x = O)V( --,(x·x = 0))). 
Some atomic formulas in L1Set: 

yEx (y is an element of x), 

and also 0 E y, x E 0, etc. Of course, normalized notation must have the 
form E(xy), and so on. 

Some nonatomic formulas: 

3x('Vy( --,(y Ex))): there exists an x of which no y is an element. 

Informally this means: "The empty set exists." We once again recall that 
an informal interpretation presupposes some standard interpretive system, 
which will be introduced explicitly in Chapter II. 

'Vy(y E z~y Ex): z is a subset of x. 

This is an example of a very useful type of abbreviated notation: four 
parentheses are omitted in the formula on the left. We shall not specify 
precisely when parentheses may be omitted; in any case, it must be 
possible to reinsert them in a way that is unique or is clear from the 
context without any special effort. 

We again emphasize: the abbreviated notation for formulas are only 
material designations. Abbreviated notation is chosen for the most part 
with psychological goals in mind: speed of reading (possibly with a loss in 
formal uniqueness), tendency to encourage useful associations and dis­
courage harmful ones, suitability to the habits of the author and reader, 
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Digression: names 

and so on. The mathematical objects in the theory of formal languages are 
the formulas themselves, and not any particular designations. 

Digression: names 

On several occasions we have said that a certain object (a sign on paper, 
an element of an alphabet as an abstract set, etc.) is a notation for, or 
denotes, another element. A convenient general term for this relationship is 
naming. 

The letter x is the name of an element of the alphabet; when it appears 
in a formula, it becomes the name of a set or a number; the notation x Ey 
is the name of an expression in the alphabet A, and this expression, in turn, 
is the name of an assertion about indeterminate sets; and so on. 

When we form words, we often identify the names of objects with the 
objects themselves: we say "the variable x," "the formula P," "the set z." 
This can sometimes be dangerous. The following passage from Rosser's 
book Logic for Mathematicians points up certain hidden pitfalls: 

The gist of the matter is that, if we have a statement such as "3 is 
greater than TI:" about the rational number ;"2 and containing a name ·• TI:" 
of this rational number, one can replace this name by any other name of 
the same rational number, for instance, 'T" If we have a statement such 
as "3 divides the denominator of 'T,'" about a name of a rational number 
and containing a name of this name, one can replace this name of the 
name by some other name of the same name, but not in general by the 
name of some other name, if it is a name of some other name of the same 
rational number. 

Rosser adds that "failure to observe such distinctions carefully can seldom 
lead to confusion in logic and still more seldom in mathematics." How­
ever, these distinctions play a significant role in philosophy and in 
mathematical practice. 

"A rose by any other name would smell as sweet"-this is true because 
roses exist outside of us and smell in and of themselves. But, for example, 
it seems that Hilbert spaces only "exist" insofar as we talk about them, and 
the choice of terminology here makes a difference. The word "space" for 
the set of equivalence classes of square integrable functions was at the 
same time a codeword for an entire circle of intuitive ideas concerning 
"real" spaces. This word helped organize the concept and led it in the right 
direction. 

A successfully chosen name is a bridge between scientific knowledge 
and common sense, between new experience and old habits. The concep­
tual foundation of any science consists of a complicated network of names 
of things, names of ideas, and names of names. It evolves itself, and its 
projection on reality changes. 

9 



I Introduction to formal languages 

3 Beginners' course in translation 

3.1. We recall that the formulas in L1Set stand for statements about sets; 
the formulas in L1Ar stand for statements about natural numbers; these 
formulas contain names of sets and numbers, which may be indeterminate. 

In this section we give the first basic examples of two-way translation 
"argot~formal language." One of our purposes will be to indicate the 
great expressive possibilities in L1Set and L1Ar, despite the extremely 
limited modes of expression. 

As in the case of natural languages, this translation cannot be given by 
rigid rules, is not uniquely determined, and is a creative process. Compare 
Hesse's quatrain with its translation in the epigraph to this book: the most 
important aim of translation is to "understand ... just what they say." 

Before reading further, the reader should look through the Appendix to 
Chapter 1/: "The von Neumann Universe." The semantics implicit in L1Set 
relates to this universe, and not to arbitrary "Cantor" sets. 

A more complete picture of the meaning of the formulas can be 
obtained from §2 of Chapter II. 

Translation from L 1Set to argot. 

3.2. \ix( --,(x E 0)): "for all (sets) x it is false that xis an element of (the 
set) 0" (or "0 is the empty set"). 

The second assertion is only equivalent to the first in the von Neumann 
universe, where the elements of sets can only be sets, and not real 
numbers, chairs, or atoms. 

3.3. \iz(z E x~z Ey)~x = y: "if for all zit is true that z is an element of 
x if and only if z is an element of y, then it is true that x coincides withy; 
and conversely," or "a set is uniquely determined by its elements." 

In the expression 3.3 at least six parentheses have been omitted; and the 
subformulas z Ex, z Ey, x = y have not been normalized according to the 
rules of el. 

3.4. \iu \iv 3x \iz(z E x~(z = uV z = v)): "for any two sets u, v there 
exists a third set x such that u and v are its only elements." 

This is one of the axioms of Zermelo-Fraenkel. The set x is called the 
"unordered pair of sets u, v" and is denoted { u, v} in the Appendix. 

3.5. \iy \iz(((z Ey /\Y E x)=H E x);\(y Ex==;. i(Y Ey))): "the set x 
is partially ordered by the relation E between its elements." 

We mechanically copied the condition y Ex==;. i(Y Ey) from the 
definition of partial ordering. This condition is automatically fulfilled in 
the von Neumann universe, where no set is an element of itself. 

10 



3 Beginners' course in translation 

A useful exercise would be to write the following formulas: 

"x is totally ordered by the relation E "; 
"xis linearly ordered by the relation E"; 
"x is an ordinal." 

3.6. Vx(y E z): The literal translation "for all x it is true that y is an 
element of z" sounds a little strange. The formula Vx 3x(y E z), which 
agrees with the rules for constructing formulas, looks even worse. It would 
be possible to make the rules somewhat more complicated, in order to rule 
out such formulas, but in general they cause no harm. In Chapter II we 
shall see that, from the point of view of "truth" or "deducibility," such a 
formula is equivalent to the formulay E z. It is in this way that they must 
be understood. 

Translation from argot to L1 Set. 
We choose several basic constructions having general mathematical signifi­
cance and show how they are realized in the von Neumann universe, which 
only contains sets obtained from 0 by the process of "collecting into a 
set," and in which all relations must be constructed from E. 

3.7. "xis the direct product y X z.'~ 

This means that the elements of x are the ordered pairs of elements of y 
and z, respectively. The definition of an unordered pair is obvious: the 
formula 

Vu(u E x<=>(u = y 1 V u = z 1)) 

"means," or may be briefly written in the form, x = {y1, z 1} (compare 3.4). 
The ordered pair y 1 and z1 is introduced using a device of Kuratowski and 
Wiener: this is the set x 1 whose elements are the unordered pairs { y 1, y d 
and {y 1, zt}. 

We thus arrive at the formula 

3Y2 3z2 {"x1 = {y2, z2 }" A"Y2 = {y 1,yt}" l\"z2 = {y1, zt}"), 

which will be abbreviated 

XI= (yl> zl) 

and will be read: "x1 is the ordered pair with first element y 1 and second 
element z 1.'' The abbreviated notation for the subformulas is in quotes; we 
shall later omit the quotation marks. 

Finally, the statement "x = y X z" may be written in the form: 

Vx1 {x1 E x<=>3y1 3z1 (y 1 Ey A z 1 E z A"x 1 = (y 1, z1)")). 

In order to remind the reader for the last time of the liberties taken in 
abbreviated notation, we write this same formula adhering to all the 
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I Introduction to formal languages 

canons of !~ 1 : 

r 

Vx, [1 Elx,x)l 

"" [ 3y, ( 3z, ( ( ( E (y, y II;\ ( E (z ,z))) ;\ ( 3y, ( 3z,( ( (vu( ( E(ux,)) 

~ ( ( = ( uy 2 )) V ( = ( uz 2 ))))) 1\ ('if u ( ( E ( uy 2 )) 

=I~ ( uy, I I))) ;\ ( V u (I E ( uz,l I= ( ( ~ ( uy, I) VI~ ( uz, I I)))))))) I 
EXERCISE: Find the open parenthesis corresponding to the fifth closed parenthesis 
from the end. In §I of Chapter II we give an algorithm for solving such problems. 

3.8. "j is a mapping from the set u to the set v." 
First of all, mappings, or functions, are identified with their graphs; 

otherwise, we would not be able to consider them as elements of the 
universe. The following formula successively imposes three conditions on 
f: f is a subset of u X v; the projection off onto u coincides with all of u; 
and, each element of u corresponds to exactly one element of v: 

'ilz(z Ej~(3u1 3v1 (u 1 E u 1\ v1 E v 1\"z = (u 1, v1)"))) 

1\ 'ilu 1 (u 1 E u~3v1 3z(v1 E v 1\"z = (u 1, v1)" 1\z Ej)) 

1\ 'ilu 1 'ilv 1 'ilv2 (3z 1 3z2 (z 1 Ej 1\ z2 Ej /\"z 1 = (u 1, v1)" /\"z2 = (u 1, v2)") 

~v 1 =v2). 

EXERCISE: Write the formula "f is the projection of y X z onto z." 

3.9. "xis a finite set." 
Finiteness is far from being a primitive concept. Here is Dedekind's 

definition: "there does not exist a one-to-one mapping f of the set x onto a 
proper subset." The formula: 

12 
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3 Beginners' course in translation 

The abbreviation "(up v1) Ej" means, of course, 3y("y =(up v1)" N E 
f). 

3 .10. "x is a nonnegative integer." 
The natural numbers are represented in the von Neumann universe by 

the finite ordinals, so that the required formula has the form: 

"x is totally ordered by the relation E "1\" x is finite." 

ExERCISE: Figure out how to write the formulas "x + y = z" and "x·y = z," where 
x,y, z are integers ;;;. 0. 

After this it is possible in the usual way to write the formulas "x is an 
integer," "xis a rational number," "xis a real number" (following Cantor 
or Dedekind), etc., and then construct a formal version of analysis. The 
written statements will have acceptable length only if we periodically 
extend the language L1Set (see §8 of Chapter II). For example, in L1Set we 
are not allowed to write term-names for the numbers I, 2, 3, ... (0 is the 
name for 0), although we may construct the formulas "x is the finite 
ordinal containing I element," "x is the finite ordinal containing 2 ele­
ments," etc. If we use such roundabout methods of expression, the simplest 
numerical identities become incredibly long; but, of course, in logic we are 
mainly concerned with the theoretical possibility of writing them. 

3.11. "x is a topological space." 
In the formula we must give the topology of x explicitly. We define the 

topology, for example, in terms of the set y of all open subsets of x. We 
first write that y consists of subsets of x and contains x and the empty set: 

P 1: 'Vz(z Ey~'Vu(u E z~u E x))/\x Ey /\0 Ey. 

The intersection w of any two elements u, v in y is open, i.e., belongs toy: 

P2 : 'Vu 'Vv 'Vw(( u Ey 1\ v Ey 1\ 'Vz((z E u f\z E v)¢=>z E w))~w Ey ). 

It is harder to write "the union of any set of open subsets is open." We 
first write: 

P3 : 'Vu(u E z¢=>'Vv(v E u~v Ey)), 

that is, "z is the set of all subsets of y." Then: 

P4 : 'Vu 'Vw(( u E z 1\ 'Vv1 (v1 E W¢:::>3v(v E u 1\ v1 E v)))~ w Ey ). 

This means (taking into account P3, which defines z): "If u is any subset of 
y, i.e., a set of open subsets of x, then the union w of all these subsets 
belongs to y, i.e., is open." Now the final formula may be written as 
follows: 
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I Introduction to formal languages 

The following comments on this formula will be ,reflected in precise 
definitions in Chapter II, §§I and 2. The letters x, y have the same 

meaning in all the P;, while z plays different roles: in P 1 it is a subset of x, 

and in P3 and P4 it is the set of subsets of x. We are allowed to do this 

because, as soon as we "bind" z by the quantifier V, say in P 1, z no longer 

stands for an (indeterminate) individual set, and becomes a temporary 
designation for "any set." Where the "scope of action" of V ended, z can 

be given a new meaning. In order to "free" z for later use, V z was also put 
before P3 ~P4• 

Translation from argot to L1Ar. 

3.12. "x<y": 3z(y=(x+z)+ 1). Recall that the variables are names 

for nonnegative integers. 

3.13. "xis a divisor ofy": 3z(y = x·z). 
- -

3.14. "xis a prime number": "I< x" 1\("y is a divisor of x"~(y =IVy= 
x)). 

3.15. "Fermat's_big theorem": 'flx 1 'flx2 Vx3 'flu("2 < u"(\"xf + x~ = 
xj'"~"x 1 x2x3 = 0"). It is not clear how to write the formula xf + x~ = xj' 

in L1Ar. Of course, for any concrete u = 1, 2, 3 there is a corresponding 
atomic formula in L 1Ar, but how do we make u into a variable? This is not 

a trivial problem. In the second part of the book we show how to find an 

atomic formula p(x, u, y, z1, ••• , zn) such that the assertion that 
3z 1 • · · 3znp(x, u,y, z1, ... , zn) in the domain of natural numbers lS 

equivalent toy= xu. Then xf + x~ = xj' can be translated as follows: 

3y 1 312 3y3("xf=yi"(\"x~=y2"(\"xj'=YJ"NI +Yl=YJ). 

The existence of such a p is a nontrivial number theoretic fact, so that here 

the very possibility of performing a translation becomes a mathematical 
problem. 

3.16. "The Riemann hypothesis." The Riemann zeta-function r (s) is defined 
by the series L:;'= 1n-s in the halfplane Res> l. It can be continued 
meromorphically onto the entire complex s-plane. The Riemann hypothe­
sis is the assertion that the nontrivial zeros of r(s) lie on the line Re s = ~. 
Of course, in this form the Riemann hypothesis cannot be translated into 
L1Ar. However, there are several purely arithmetic assertions which are 
demonstrably equivalent to the Riemann hypothesis. Perhaps the simplest 
of them is the following. 

Let p,(n) be the Mobius function on the set of integers > I: it equals 0 if 
n is divisible by a square, and equals (- 1)', where r is the number of prime 
divisors of n, if n is square-free. We then have: 

Riemann hypoth_,;, .. v, > 0 3x \ly [Y > x=> [I"~' •(n)l <y'l>+• J]. 
14 



3 Beginners' course in translation 

Only the exponent is not an integer on the right; but e need only run 
through numbers of the form 1/ z, zan integer > I, and then we can raise 
the inequality to the (2z)th power. The formula 

( 
y )2z 

n~l p.(n) <yz+2 

can then be translated into L1Ar, although not completely trivially. The 
necessary techniques will be developed in the second part of the book. 

The last two examples were given in order to show the complexity that 
is possible in problems which can be stated in L1Ar, despite the apparent 
simplicity of the modes of expression and the semantics of the language. 

We conclude this section with some remarks concerning higher order 
languages. 

3.17. Higher order languages. Let L be any first order language. Its modes 
of expression are limited in principle by one important consideration: we 
are not allowed to speak of arbitrary properties of objects of the theory, 
that is, arbitrary subsets of the set of all objects. Syntactically, this is 
reflected in the prohibition against forming expressions such as Vp(p(x)), 
where p js a relation of degree l; relations must stand for fixed rather than 
variable properties. 

Of course, certain properties can be defined using nonatomic formulas. 
For example, in L1Ar instead of "x is even" we may write 
3y( x = (1 +I) ·y ). However, there is a continuum of subsets of the in­
tegers but only a countable set of definable properties (see §2 of Chapter 
II), so there are automatically properties which cannot be defined by 
formulas. Thus, it is impossible to replace the forbidden expression 
Vp(p(x)) by a sequence of expressions P 1(x), Pix), Pix), .... 

Languages in which quantifiers may be applied to properties and/ or 
functions (and also, possibly, to properties of properties, and so on) are 
called higher order languages. One such language-L2Real-will be con­
sidered in Chapter III for the purpose of illustrating a simplified version of 
Cohen forcing. 

On the other hand, the same extension of expressive possibilities can be 
obtained without leaving 1:1• In fact, in the first order language L1 Set we 
may quantify over all subsets of any set, over all subsets of the set of 
subsets, and so on. Informally this means we are speaking of all properties, 
all properties of properties, . . . (with transfinite extension). In addition, 
any higher order language with a "standard interpretation" in some type of 
structured sets can be translated into L1Set so as to preserve the meanings 
and truth values in this standard interpretation. (An apparent exception is 
the languages for describing Godel~Bernays classes and "large" categories; 
but it seems, based on our present understanding of paradoxes, that no 
higher order languages can be constructed from such a language.) 
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I Introduction to formal languages 

The attentive reader will notice the contrast between the possibility of 
writing a formula in L1Set in which 'rl is applied to all subsets (informally, 
to all properties) of finite ordinals (informally, of integers), and the 
impossibility of writing a formula in L1 Set which would define any concrete 
subset in the continuum of undefinable subsets. (There are fewer such 
subsets in L1Set than in L1Ar, but still a continuum.) We shall examine 
these problems more closely in Chapter II when we discuss "Skolem's 
paradox." 

Let us summarize. Almost all the basic logical and set theoretic princi­
ples used in the day to day work of the mathematician are contained in the 
first-order languages and, in particular, in L1Set. Hence, those languages 
will be the subject of study in the first and third parts of the book. But 
concrete oriented languages can be formed in other ways, with various 
degrees of deviation from the rules of e1 • In addition to L2Real, examples 
of such languages examined in Chapter II include SELF (Smullyan's 
language for self-description) and SAr, which is a language of arithmetic 
convenient for proving Tarski's theorem on the undefinability of truth. 

Digression: syntax 

I. The most important feature that most artificial languages have in 
common is the ability to encompass a rich spectrum of modes of expres­
sion starting with a small finite number of generating principles. 

In each concrete case the choice of these principles (including the 
alphabet and syntax) is based on a compromise between two extremes. 
Economical use of modes of expression leads to unified notation and 
simplified mechanical analysis of the text. But then the texts become much 
longer and farther removed from natural language texts. Enriching the 
modes of expression brings the artificial texts closer to the natural lan­
guage texts, but complicates the syntax and the formal analysis. (Compare 
machine languages with such programming languages as Algol, Fortran, 
Cobol, etc.) 

We now give several examples based on our material. 

2. Dialects of e1 

(a) Without changing the logic in e1 , it is possible to discard parentheses 
and either of the two quantifiers from the alphabet, and to replace all the 
connectives by one, namely 1 (conjunction of negations). (In addition, 
constants could be declared to be functions of degree 0, and functions 
could be interpreted as relations.) 

This is accomplished by the following change in the definitions. If 
t1, ••• , t, are terms, j is an operation of degree r, and p is a relation of 
degree r, thenjt1 • • • t, is a term, andpt1 • • • t, is an atomic formula. If P 
and Q are formulas, then tPQ and 'rl xP are formulas. The content of tPQ 
is "not P and not Q," so that we have the following expressions in this 
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dialect: 

--,(P): 

(P)A(Q): 

(P) V(Q): 

tPP 

HPPtQQ 

HPQtPQ 

Digression: syntax 

Clearly, economizing on parentheses and connectives leads to much repeti­
tion of the same formula. Nevertheless, it may become simpler to prove 
theorems about such a language because of the shorter list of syntactic 
norms. 

(b) Bourbaki's language of set theory has an alphabet consisting of the 
signs 0, -r, V, --,, =, E and the letters. Expressions in this language are 
not simply sequences of signs in the alphabet, but sequences in which 
certain elements are paired together by superlinear connectives. For exam­
ple: 

TV--, E D A' E D A". 

The main difference between Bourbaki's language and L1Set is the use of 
the "Hilbert choice symbol." If, for example, E xy is the formula "x is an 
element of y," then 

is a term meaning "some element of the set y." 
Bourbaki's language is not very convenient and is not widely used. It 

became known in the popular literature thanks to an example of a very 
long abbreviated notation for the term "one," which the authors impru­
dently introduced: 

Tz((3u)(3U)(u = (U, {0}, Z)A U C {0} X Z/\(\fx)((x E {0}) 

~(3y)((x,y) E U));\(\fx)(\fy)(\fy')(((x,y E U ;\(x,y') E U) 

~(y = y'))A(\fy)((y E Z)~(3x)((x,y) E U))))). 

It would take several tens of thousands of symbols to write out this term 
completely; this seems a little too much for "one." 

(c) A way to greatly extend the expressive possibilities of almost any 
language in f 1 is to allow "class terms" of the type {xiP(x)}, meaning 
"the class of all objects x having the property P." This idea was used by 
Morse in his language of set theory and by Smullyan in his language of 
arithmetic; see § 10 of Chapter II. 
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I Introduction to formal languages 

3. General remarks. Most natural and artificial languages are characteristi­
cally discrete and linear (one-dimensional). On the one hand, our percep­
tion of the external world is not felt by us to be either discrete or linear, 
although these characteristics are observed on the level of physiological 
mechanisms (coding by impulses in the nervous system). On the other 
hand, the languages in which we communicate tend to transmit informa­
tion in a sequence of distinguishable elementary signs. The main reason for 
this is probably the much greater (theoretically unlimited) uniqueness and 
reproducibility of information than is possible with other methods of 
conveyance. Compare with the well-known advantages of digital over 
analog computers. 

The human brain clearly uses both principles. The perception of images 
as a whole, along with emotions, are more closely connected with nonlin­
ear and nondiscrete processes-perhaps of a wave nature. It is interesting 
to examine from this point of view the nonlinear fragments in various 
languages. 

In mathematics this includes, first of all, the use of drawings. But this 
use does not lend itself to formal description, with the exception of the 
separate and formalized theory of graphs. Graphs are especially popular 
objects, because they are as close as possible both to their visual image as a 
whole and to their description using all the rules of set theory. Every time 
we are able to connect a problem with a graph, it becomes much simpler to 
discuss it, and large sections of verbal description are replaced by manipu­
lation with pictures. 

A less well-known class of examples is the commutative diagrams and 
spectral sequences of homological algebra. A typical example is the "snake 
lemma." Here is its precise formulation. 

Suppose we are given a commutative diagram of abelian groups and 
homomorphisms between them (in the box below), in which the rows are 
exact sequences: 

0----;.,_ Kerf ----Ker g --~Ker h ---------1 
I 
I 
I 
I 

0 )o-- A B C ----+-- 0 

r- ---------·[----------~----------~~--------
I 
I 
I 
I 

I 
I 
I 

0 A' B' C' --o 

~-------~Coker f-- Coker g-- Coker h~ 0 

Then the kernels and cokernels of the "vertical" homomorphisms j, g, h 
form a six-term exact sequence, as shown in the drawing, and the entire 
diagram of solid arrows is commutative. The "snake" morphism Ker h-
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Digression: syntax 

Coker j, which is denoted by the dotted arrow, is the basic object con­
structed in the lemma. 

Of course, it is easy to describe the snake diagram sequentially in a 
suitable, more or less formaL linear language. However, such a procedure 
requires an artificial and not uniquely determined breaking up of a clearly 
two-dimensional picture (as in scanning a television image). Moreover, 
without having the overall image in mind, it becomes harder to recognize 
the analogous situation in other contexts and to bring the information 
together into a single block. 

The beginnings of homological algebra saw the enthusiastic recognition 
of useful classes of diagrams. At first this interest was even exaggerated; 
see the editor's appendix to the Russian translation of Homological Algebra 
by Cartan and Eilenberg. 

There is one striking example of an entire book with an intentional 
two-dimensional (block) structure: C. H. Lindsey and S. G. van der 
Meulen, Informal Introduction to Algol 68 (North-Holland, Amsterdam, 
1971). It consists of eight chapters, each of which is divided into seven 
sections (eight of the 56 sections are empty, to make the system work!). Let 
(i,j) be the name of the jth section of the ith chapter; then the book can 
be studied either "row by row" or "column by column" in the (i,j)-matrix, 
depending on the reader's intentions. 

As with all great undertakings, this is the fruit of an attempt to solve 
what is in all likelihood an insoluble problem, since, as the authors remark, 
Algol 68 "is quite impossible to describe ... until it has been described." 
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CHAPTER II 

Truth and deducibility 

1 Unique reading lemma 

The basic content of this section is Lemma 1.4 and Definitions 1.5 and 1.6. 
The lemma guarantees that the terms and formulas of any language in el 
can be deciphered in a unique way, and it serves as a basis for most 
inductive arguments. (The reader may take the lemma on faith for the time 
being, provided that he was able independently to verify the last formula 
in 3.7 of Chapter I. However, the proof of the lemma will be needed in §4 
of Chapter VII.) It is important to remember that the theory of any formal 
language begins by checking that the syntactic rules are free of ambiguity. 

We begin with the standard combinatoric definitions, in order to fix the 
terminology. 

1.1. Let A be a set. By a sequence of length n of elements of A we mean a 
mapping from the set { 1, ... , n} to A. The image of i is called the ith term 
of the sequence. Corresponding to n = 0 we have the empty sequence. 
Sequences of length 1 will sometimes be identified with elements of A. 

A sequence of length n can also be written in the form a 1, ••• , 

a;, ... , an, where a; is its ith term. The number i is called the index of the 
term a;. If P = (a 1, ••• , an) and Q = (b 1, ••• , bm) are two sequences, their 
concatenation PQ is the sequence (a1, ••• , an, b1, ••• , bm) of length m + n 
whose ith terms is a; fori< nand bi-n for n + 1 < i < n + m. We similarly 
define the concatenation of a finite sequence of sequences. 

An occurrence of the sequence Q in P is any representation of P as a 
concatenation P1QP2• Substituting a sequence R in place of a given 
occurrence of Q in P amounts to constructing the sequence P1RP2• 
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I Unique reading lemma 

Let II+, II- be two disjoint subsets of {1, ... , n}. A map c :II+ ~II­
is called a parentheses bijection if it is bijective and satisfies the conditions: 

(a) c{i) > i for all i E II+; 
(b) for every i andj,j E [ i, c(i) J if and only if c(j) E [ i, c(i)]. 

1.2. Lemma. Given II+ and II-, if a parentheses bijection exists, then it is 
unique. 

This lemma will be applied to expressions in languages in fS1 : II+ will 
consist of the indices of the places in the expression at which "(" occurs, 
II- will consist of the indices of the places at which ")" occurs, and the 
map c correlates to each left parenthesis the corresponding right parenthe­
sis. 

PROOF OF THE LEMMA. Let the function e : { 1, ... , n} ~ { 0, ± 1} take the 
value 1 on II+, -1 on II-, and 0 everywhere else. We claim that for every 
i E II+, for any parentheses bijection c : II+~ II-, and for any k, 1 .;;;; k 
< c(i)- i, we have the relations: 

c(i) c(i)-k 

L e(j) = 0, L e(j) > 0. 
j=i j=i 

The lemma follows immediately from these relations, since we obtain 
the following recipe for determining c from rr+ and II-; c(i) is the least 
l > i for which ~)-;e(J) = 0. 

The first relation holds because the elements of II+ and II- which 
appear in the interval [ i, c(i) J do so in pairs (J, c(J)), and e(j) + e{c(j)) 
=0. 

To prove the second relation, suppose that for some i and k we have 
~Y!:;-ke(j) .;;;; 0. Since e(i) = 1, it follows that ~j~l;~~e(j) < 0. Hence, the 
number of elements of II- in the interval [ i + 1, c(i)- k J is strictly 
greater than the number from II+. Let c(j0) E II- be an element in the 
interval such that )0 g [ i + 1, c(i)- k]. Then j 0 < i, and in fact, )0 < i, 
since c(i) is outside the interval. But then only one element of the pair iO> 
c(j0) lies in [ i, c(i) ), which contradicts the definition of c. D 

1.3. Now let A be the alphabet of a language L in fS1 (see §2 of Chapter 1). 
Finite sequences of elements of A are the expressions in this language. 
Certain expressions have been distinguished as formulas or terms. We 
recall that the definitions in §2 of Chapter I imply that: 

(a) Any term in L either is a constant, is a variable, or is represented in 
the form f(t 1, ••• , t,), where f is an operation of degree r, and t1, ••• , t, 
are terms shorter in length. 

(b) Any formula in L is represented either in the form p(t1, • •• , t,), 
where p is a relation of degree r and t 1, ••• , t, are terms shorter in length, 
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II Truth and deducibility 

or in one of the seven forms 

(P)~(Q), (P)=;.(Q), (P)V(Q), (P)f\(Q), 

1(P), Vx(P), 3x(P), 

where P and Q are formulas shorter in length, and x is a variable. 
The following result is then obtained by induction on the length of the 

expression: if E is a term or a formula, then there exists a parentheses 
bijection between the set rr+ of indices of left parentheses in E and the set 
rr- of indices of right parentheses. In fact, the new parentheses in l.3(a) and 
(b) have a natural bijection, while the old ones (which might be contained 
in the terms t 1, ••• , t, or the formulas P, Q) have such a bijection by the 
induction assumption. In addition, the new parentheses never come be­
tween two paired old parentheses. 

We can now state the basic result of this section: 

1.4. Unique Reading Lenuna. Every expression in L is either a term, or a 
formula, or neither. These alternatives, as well as all of the alternatives 
listed in 1.3(a) and (b), are mutually exclusive. Every term (resp. formula) 
can be represented in exactly one of the forms in 1.3(a) (resp. l.3(b)), and 
in a unique way. 

In addition, in the course of the proof we show that, if an expression 
is the concatenation of a finite sequence of terms, then it is uniquely 
representable as such a concatenation. 

PROOF. Using induction on the length of the expression E, we describe an 
informal algorithm for syntactic analysis, which uniquely determines which 
alternative holds. 

(a) If there are no parentheses in £, then E is either a constant term, a 
variable term, or neither a term nor a formula. 

(b) If E contains parentheses, but there is no parentheses bijection 
between the left and right parentheses, then E is neither a term nor a 
formula. 

(c) Suppose E contains parentheses with a parentheses bijection. Then 
either E is uniquely represented in one of the nine forms 

f(£0 ) (wherefis an operation), 

p ( £ 0 ) (where p is a relation), 

(£1)~(£2), (£1)=:>(£2), (£1)V(£2), (£1)/\(£2), 

1(£3), Vx(£3), 3x(£3), 

or else E is neither a term nor a formula. Here the pairs of parentheses we 
have written out are connected by the unique parentheses bijection which 
is assumed to exist in £; this is what ensures uniqueness. In fact, we obtain 
the form f(E0) if and only if the first element of the expression is a 
function, the second element is "(," and the last element is the ")" which 
corresponds under the bijection: and similarly for the other forms. 
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l Unique reading lemma 

We have thereby reduced the problem to the syntactic analysis of the 
expressions E0 , Ep E2, E3, which are shorter in length. This almost com­
pletes our description of the algorithm, since what remains to be de­
termined about Ep E2, E3 is whether or not they are formulas. However, 
for E0 we must determine whether this expression is a concatenation of the 
right number of terms, and we must ask whether such a representation 
must be unique. 

The answer to the latter question is positive. We have the following 
recipe for breaking off terms from left to right in a union of terms. 

(d) Let E0 be an expression having a parentheses bijection between its 
left and right parentheses. If E0 can be represented in the form tE~, where t 
is a term, then this representation is unique. In fact, either E0 can be 
uniquely represented in one of the forms 

xE0, cE~. j(E~' )E0 
(where x is a variable, c is a constant, and j is an operation whose 
parentheses correspond under the unique parentheses bijection in E0), or 
else E0 cannot be represented in the form tE0, where t is a term. In the 
cases E0 = xE0 or E0 = cE~, this is obviously the only way to break off a 
term from the left. In the case E0 = j(E~')£0, the question reduces to 
whether or not E~' is a concatenation of degree (f) terms. By induction on 
the length of E0, we may assume that either E0' is not such a concatena­
tion, or else it is uniquely representable as a concatenation of terms. The 
lemma is proved. D 

EXERCISE: State and prove a unique reading lemma for the "parentheses-less" 
dialect of e1 described in 2(a) of "Digression: Syntax" in Chapter I. 

Here is the first inductive description of the difference between free and 
bound occurrences of a variable in terms and formulas. The correctness of 
the following definitions is ensured by Lemma 1.4. 

1.5. Definition. 
(a) Every occurrence of a variable in an atomic formula or term is 

free. 
(b) Every occurrence of a variable in --,(P) or in (P1) * (P2) (where 

* is any of the connectives "V," "(\," "~" or "~") is free (respec­
tively bound) if and only if the corresponding occurrence in P, P 1, or P2 

is free (respectively bound). 
(c) Every occurrence of the variable x in Vx(P) and 3x(P) is bound. 

The occurrences of other variables in 'r:lx(P) and 3x(P) are the same as 
the corresponding occurrences in P. 

Suppose the quantifier V (or 3) occurs in the formula P. It follows from 
the definitions that it must be followed in P by a variable and a left 
parenthesis. The expression which begins with this variable and ends with 
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II Truth and deducibility 

the corresponding right parenthesis IS called the scope of the given ( oc­
currence of the) quantifier. 

1.6. Definition. Suppose we are given a formula P, a free occurrence of the 
variable x in P, and a term t. We say that t is free for the given 
occurrence of x in P if the occurrence does not lie in the scope of any 
quantifier of the form 3y or 'fly, wherey is a variable occurring in t. 

In other words, if t is substituted in place of the given occurrence of x, 
all free occurrences of variables in t remain free in P. 

We usually have to substitute a term for each free occurrence of a given 
variable. It is important to note that this operation takes terms into terms 
and formulas into formulas (induction on the length). If t is free for each 
free occurrence of x in P we simply say that t is free for x in P. 

I. 7. We shall start working with definitions 1.5 and 1.6 in the next section. 
Here we shall only give some intuitive explanations. 

Definition 1.5 allows us to introduce the important class of closed 
formulas. By definition, this consists of formulas without free variables. 
(They are also called sentences.) The intuitive meaning of the concept of a 
closed formula is as follows. A closed formula corresponds to an assertion 
which is completely determined (in particular, regarding truth or falsity); 
indeterminate objects of the theory are only mentioned in the context "all 
objects x satisfy the condition ... " or "there exists an object y with the 
property .... " Conversely, a formula which is not closed, such as x Ey 
or 3x(x Ey), may be true or false depending on what sets are being 
designated by the names x andy (for the first) or by the name y (for the 
second). Here truth or falsity is understood to mean for a fixed interpreta­
tion of the language, as will be explained in §2. 

In particular, Definition 1.6 gives the rules of hygiene for changing 
notation. If we want to call an indeterminate object x by another name y 
in a given formula, we must be sure that x does not appear in the parts of 
the formula where this name y is already being used to denote an arbitrary 
indeterminate object (after a quantifier). In other words, y must be free for 
x. Moreover, if we want to say that x is obtained from certain operations 
on other indeterminate objects (x =a term containingy 1, ••• , Yn), then the 
variablesy 1, .•• ,yn must not be bound. 

There is a close parallel to these rules in the language of analysis: 
instead of n j(y) dy we may confidently write 11 j(z) dz but we must not 
write f1 j(x) dx; the variable y is bound in the scope off f(y) dy. 

2 Interpretation: truth, definability 

2.1. Suppose we are given a language L in 121 and a set (or class) M. To 
give an interpretation of L in M means to tell how a formula in L can be 
given a meaning as a statement about the elements of M. 
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2 Interpretation: truth, definability 

More precisely, an interpretation</> of the language Lin M consists of a 
collection of mappings which correlate terms and formulas of the language 
to elements of M and structures over M (in the sense of Bourbaki). These 
mappings are divided into primary mappings, which actually determine the 
interpretation, and secondary mappings, which are constructed in a natural 
and unique way from the primary mappings. We shall use the term 
interpretation to refer to the mappings themselves, and sometimes also to 
the values they take. 

Let us proceed to the systematic definitions. We shall sometimes call the 
elements of the alphabet of L symbols. The notation </> for the interpreta­
tion will either be included when writing the mappings or omitted, depend­
ing on the context. 

2.2. Primary mappings 
(a) An interpretation of the constants is a map from the set of symbols 

for constants (in the alphabet of L) to M, which takes a symbol c to 
<I>( c) EM. 

(b) An interpretation of the operations is a map from the set of symbols 
for operations (in the alphabet of L) which takes a symbol! of degree r to 
a function </>(f) on M X · · · X M = M' with values in M. 

(c) An interpretation of the relations is a map from the set of symbols 
for relations (in the alphabet of L) which takes a symbol p of degree r to a 
subset </>(p) c M". 

Secondary mappings Intuitively, we would like to interpret variables as 
names for the ''generic element" of the set M, which can be given specific 
values in M. We would like to interpret the term f(x 1, ••• , x,) as a 
function </>(f) of r arguments which run through values in M, and so on. 
_In order to give a precise definition, we introduce the interpretation class 
M: 

M = the set of all maps to M from the set of symbols for variables 
in the alphabet of L. 

Thus, every point~ EM correlates to any variable x a value </>(x)(~) EM, 
which we shall usually _Q_enote simply x~. This allows us to consider 
variables as functions on M with values in M. More generally: 

2.3. The interpretation of terms correlates to each term t a function </>(t) on 
M with values in M. This correspondence is defined inductively by the 
following compatibilities: 

(a) If c is a constant, then </>(c) is the constant function whose value is 
defined by the primary mapping. 

(b) If x is a variable, then </>(x) is </>(x)(~) as a function of~. 
(c) If t = f(t 1, ••• , t,), then for all ~ E M 

</>(t)(~) = </>(f)(<l>(tl)(~) •... , </>(!,)(~)), 

where the </>(!;)(~ are defined by the induction assumption, and 
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II Truth and deducibility 

cp(j) : M' ~ M is given by the primary mapping. Instead of cp(t)({) we 
shall sometimes write simply t~. 

2.4. Interpretation of atomic formulas. An interpretation </> assigns to every 
formula Pin L a truth function IPiq.· This is a function on the interpreta­
tion class M which only takes the values 0 ("false") and I ("true"). It is 
defined for atomic formulas as follows: 

I ( )I (t) { I, if <tf, ... , If) E cp(p), 
p I 1• ••• ' 1, </> .. = 

0, otherwise. 

Intuitively, a statement p about the names 11, ••• , 1, for objects in lvf 
becomes true if the objects named by 11, • •• , t, satisfy the relation named 
by p. 

2.5. Interpretation of formulas. The truth function for nonatomic formulas 
is defined inductively by means of the following relations (for brevity, we 
have omitted parentheses and explicit mention of </> and ~): 

IP<=?QI = IPIIQI +(I --IPI)(l--IQI): 

P<=? Q is true when either P and Q are both true or P and Q are both false. 

IP=> Ql =I -IPI + IPIIQI: 

P=> Q is only false when P is true and Q is false. 

IP V Ql = max(IPI, IQI): 

P V Q is only false when P and Q are both false. 

IP /\ Ql = min(IPI, IQI): 

P 1\ Q is only true when P and Q are both true. 

I •PI =I -·I PI: 

-,p is only false when P is true. 
Finally, we must describe what happens when quantifiers are in­

troduced. Suppose that ~ E M and x is a variable. By a variation of~ along 
x we mean any point f E M for which y~ = y~· whenever y is a variable 
different from x. Then 

i'v'xPIW = miniPI(f>, 
f 

l3xPIW = mlxiPI(f), 

where f runs through all variations of ~ along x. 
A formula Pis called cp-true if IPiq.(~) = I for all~ EM. 1be interpreta­

tion cp (or M) is called a model for a set of formulas &J if all the elements of 
0 are cp-true. 

2.6. EXAMPLE: STANDARD INTERPRETATION OF L 1Ar. _I4_is is the interpreta­
tion in the set N of nonnegative integers, in which 0, 1 are interpreted as 
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2 Interpretation: truth, definability 

0, I, respectively, and +, ·, 
and equality, respectively. 

are interpreted as addition, multiplication, 

2.7. EXAMPLE: STANDARD INTERPRETATION OF L1Set. This is the interpreta­
tion in the von Neumann universe V, in which 0 is interpreted as the 
empty set, E is interpreted as the relation "is an element in," and = 1s 
interpreted as equality. 

All of the examples of translations in Chapter I wen~ based on these 
standard interpretations. The relationship between those examples and the 
above definitions is as follows. Let IT(x,y, z) be a statement in argot about 
the indeterminate sets x,y, z in V; and let P(x,y, z) be a translation of 11 
into the language L1Set. Then for any point~ interpreting x,y, z as the 
names of sets xt, yt, zt in the von Neumann universe, we have: 

IT(x~.y~, zt) is true {=}IP(x,y, z)IW = 1. 

Thus, every formula expresses, or defines, a property of objects m the 
interpretation set: 

2.8. Definition. A setS c M', r;;;. 1, is called cp-definable (by the formula P 
in L with the interpretation cp) if there exist variables x 1, ••• , x, such 
that 

for all ~ in M. 

One of the most important problems concerning formal languages is to 
understand the structure of the sets of 

cp-true formulas in L; 

cp-definable sets in U M'. 
r>l 

2.9. ExAMPLE. The sets definable by means of L1Ar with the standard 
interpretation constitute the smallest class of sets in U r> 1 N' which 

(a) contains all sets of the form 

where F runs through all polynomials with integral coefficients. 
(b) is closed relative to finite intersections, unions, and complements (in 

the appropriate N') 
(c) is closed relative to the projections pr, : N r- N r- I: 
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II Truth and deducibility 

In fact, sets of type (a) are defined by atomic formulas of the form 
t { = t{, where t { is a term corresponding to the sum of the monomials in 
F with positive coefficients, and t{ corresponds to the sum of the monomi­
als with negative coefficients. Further, if S 1, S2 c N' are definable by 
formulas PI, p2 (with the same variables), then sl n s2 is definable by 
PI/\ P2, sl us~ definable by PI v P2, and N' \ sl is definable by -,Pl. 
Finally, the set pr;(S1) is definable by the formula 3x;(P1). The connec­
tives ~ and = and the quantifier V give nothing new, since, without 
changing the set being defined, we may replace them by combinations of 
the logical operations already discussed: V x may be replaced by -,3x --,, 
and so on. 

This first description of arithmetical sets, i.e., L 1Ar-definable sets, will be 
greatly amplified in the second and third parts of the book. At this point it 
is not immediately clear how to develop the subtler properties of definabil­
ity, such as the definability of the set of prime numbers in N (see example 
3.14 in Chapter I), the definability of the set of partial fractions in the 

continued fraction expansion of ~, or the definability of the set of pairs 

{ <i, ith digit in the decimal expansion of 7r)} c N 2 . 

However, as we shall see in §II and in Chapter VII, the "Godel numbers 
of the true formulas of arithmetic" form still a much more complicated set, 
and this set is not definable. 

We now give several simple technical results. 

2.10. Proposition. Let P be a formula in L, </>an interpretation in M, and 
~. f E M. Suppose that x~ coincides with xc' for all variables x occurring 
freely in P. Then I Pic!>(~)= IPict>(f). 

2.11. Corollary. In any interpretation the closed formulas P have well-defined 
truth values: I P 1 9 (~) does not depend on f 

PROOF. 

(a) Let t be a term, and suppose that for any variable x in t we have 
xc = xc. Then Lemma 1.4 and induction on the length of t give tc = tc'. 

(b) Assertion 2.10 holds for atomic formulas P of the formp(tp ... , t,). 
In fact, 

IPIW = {I, if <tf, ... , t!) E<f>(P), 
0, otherwise, 

and similarly for I P l(f). But if ~ and f coincide on all the variables in P 
(all of which occur freely), then a fortiori they coincide on all the variables 
in t;, and, by part (a), we have t;~ = tf, i = 1, ... , r. Therefore, I PI(~)= 
IPI(f>. 
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2 Interpretation: truth, definability 

(c) We now use induction on the total number of connectives and 
quantifiers in P. If P has the form 1Q or Q1 * Q2, then 2.10 for P follows 
trivially from 2.10 for Q, Q1, Q2• Now suppose that P has the form 'v' x( Q), 
and that 2.10 holds for Q. (The case 3x(Q) can be treated analogously or 
can be reduced to the case 'v'x by replacing 3x by -,'v'x 1.) By defini­
tion, we have 

l'v'xQIW = { 1' 
0, 

l'v' xQ 1(0 = { 1' 
0, 

if I Q I( 1)) = 1 for all variations 1J of~ along x, 

otherwise; 

if I Q I( 11') = 1 for all variations 11' off along x, 

otherwise. 

On the right we may let 1) and 11' vary in addition on all variables which do 
not occur freely in Q. The assertions after the word "if" remain true or 
false in this wider range of values if they were true or false before, by the 
induction hypothesis on Q. But then 1J and 11' run through the same values, 
because ~ and f only differ on variables which do not occur freely in Q, 
and on x. The proposition is proved. 0 

The following almost obvious fact is the basis for many phenomena 
which attest to the inadequacy of formal languages for completely describ­
ing intuitive concepts (see "Skolem's paradox" below): 

2.12. Proposition. The cardinality of the class of </>-definable sets does not 
exceed 

card(alphabet of L) + N0. 

Here and below, by "card(alphabet of L)" we mean the cardinality of the 
alphabet of L without the set of variables. 

PRooF. If the language has ..;; No variables, then there are at most 

card(alphabet of L) + N0 formulas. 

If, on the other hand, it has an uncountable set of variables, then we note 
that every definable set can be defined by a formula whose variables 
belong to a fixed countable subset of the variables which is chosen once 
and for all. 0 

2.13. Corollary. If M is infinite and card(alphabet of L) < 2cardM, then 
"almost all" sets are undefinable. 

Thus, the only way to define all subsets of M is to include a tremendous 
number of names in the language. For languages which are to describe 
actual mathematical reasoning this is an unrealistic program. Essentially, 
any finitely describable collection of modes of expression only allows us to 
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II Truth and deducibility 

define a countable number of sets. However, it is often technically useful 
to include in the alphabet, for example, names for all the elements of M. 

In the following sections we proceed to study systematically sets of true 
formulas. 

3 Syntactic properties of truth 

Let L be a language in C1, let <P be an interpretation of L, and letT <I>L be 
the set of <P-true formulas. In this section we list some properties of T<I>L 
which reflect the logic inherent in languages of el regardless of the specific 
nature of the interpretation <P· 

3.1. The set T<I>L is complete. By definition, this means that, for any closed 
formula P, either P or -,P lies in T<I>L. This property follows from 
Corollary 2.11 above. 

3.2. The set T<I>L does not contain a contradiction, that is, there is no 
formula P for which P and -,P both lie in T<I>L. In fact, T<I>L = {PIIPI<I> 
= 1}, while I -,PI<I> = 1- IPiq,· 
3.3. The set Tq,L is closed under the rules of deduction MP (modus ponens) 
and Gen (generalization). By definition, this means that, if P and P-=;, Q lie 
in Tq,L, then Q also lies in T<I>L; and that, if Plies in T<I>L, then VxP lies in 
T<I>L for any variable x. The verification is immediate: if IPI<I> = 1 and 
I P-=:> Q 1<1> = 1, then we must have I Q I <I> = 1; if I P lq,(~) = 1 for all ~, then also 
IV xP I<P m = 1. The formula Q is called a direct consequence of the formulas 
P and P-=:> Q using the rule of deduction MP. The formula V xP is called a 
direct consequence of the formula P using the rule of deduction Gen. 

The intuitive meaning of these rules of deduction is as follows. The rule 
MP corresponds to the type of argument: "If P is true, and if the truth of 
P implies the truth of Q, then Q is true." Thus, one might say that the 
semantics of the expression "if ... then" in natural languages is divided 
between the semantics of the connective -=:> and the semantics of the rule of 
deduction MP in languages of t 1• Neglecting this point of view often leads 
to confusion when one attempts to explain the rules for assigning truth 
values to the formula P=:> Q. 

The rule Gen corresponds to the practice in mathematics of writing 
"identities" or universally true assertions. When we write (a+ bf = a 2 + 
lab + b 2 or "in a right triangle the square of the hypotenuse is equal to the 
sum of the squares of the other two sides," the quantifiers Va V b and 
V triangles are omitted. Putting the quantifiers back in does not change the 
truth values, and has the advantage of freeing the notation for later use. 

3.4. The set T<I>L contains all tautologies. To define what a tautology is, we 
first introduce the notion of a logical polynomial over a set of formulas f9. 
This is an element in the least set of formulas which contains f9 and is 
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3 Syntactic properties of truth 

closed with respect to constructing formulas from shorter formulas using 
logical connectives. 

A sequence of formulas P 1, ••• , Pn and representations of each P; 
either in the form Q, where Q E 0, or in the form -,Q or Q1 * Q2, where 
Q, Q1, Q2 lie in { P;, ... , P; _ d is called a representation of Pn as a logical 
polynomial over 0. The representation of Pn is not necessarily unique: for 
example, if 0 = {P, Q, P~Q}, then P~Q has two representations. 

Let I I : 0 ~ {0, 1} be any map. If we are given a representation r of 
the formula Pn as a logical polynomial over 0, then we can use the 

formulas in 2.5 to determine IPnlr recursively. 
A formula P is called a tautology if there exists a set of formulas 0 and a 

representation r of Pas a logical polynomial over 0 such that I PI,= 1 for all 

maps I I : 0 ~ {0, 1 }. The property of being a tautology is effectively 
decidable, since, by syntactically analyzing P we can enumerate all repre­
sentations of P as a logical polynomial. All tautologies obviously belong to 

Tq,L. 
Here are our first examples of tautologies: 

AO. P~P 
AI. P~(Q~P) 
A2. (P~(Q~R ))~((P~ Q)~(P~ R )) 
A3. ( IQ~ -,P)~(( -,Q~P)~Q) 
Bl. ....., oP~ P, P~-, -,p 
B2. -,P~(P~ Q). 

Here P, Q, and R are arbitrary formulas in L; the form in which these 
tautologies are written makes it clear what representation as a logical 
polynomial over { P, Q, R} is intended. 

Thus, tautologies are formulas which are true regardless of the truth or 
falsity of the component parts (if the notion of component is suitably 
chosen). Bl is the law of the excluded middle: a double negation is 
equivalent to the original assertion. B2 is the mechanism by which a 
contradiction in a set of formulas 0 in L leads to the deducibility of any 
formula, and thereby destroys the entire system. (See Proposition 4.2 
below.) 

EXAMPLE OF HOW A TAUTOLOGY IS VERIFIED. We give three versions of how 
to verify that the simple formula AI is a tautology. 

Version (a). By the formulas in 2.5, we have 

IP~(Q~P)I = 1 -IPI + IPIIQ~PI 

= 1 -IPI + IPI(1 -IQI + IPIIQI) = 1, 
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II Truth and deducibility 

Version (b). We tabulate JP=>(Q=>P)J as a function of JPI and JQJ: 

IPI 
0 
0 

IQI 
0 
I 
0 
I 

1 
0 
I 
I 

This is an example of a "truth table." 
Version (c). The basic property of the connective ==> is that P=> Q is 

only false if P is true and Q is false. If P ==> ( Q ==> P) were false, then P 
would be true and Q ==> P would be false; then, in turn, Q would be true 
and P would be false, a contradiction. 

The reader would do well to verify that the more complicated axioms, 
for example A2, are tautologies, and to decide which of the three versions 
he prefers. 

3.5. The set T</>L contains the "logical quantifier axioms," that is, the 
formulas 

(a) 'r/ x ( P ==> Q) ==> ( P ==> 'r/ xQ ), if all the occurrences of x in P are bound. 
(b) 'rfx -,P~ -,3xP. 
(c) 'r/ xP (x) ==> P (t), if t is free for x in P (axiom of specialization). Here we 

use the notation P ( t) for the result of substituting t for each free 
occurrence of x in P. In all other respects P and Q are arbitrary 
formulas. 

In 3.7 we verify that the formulas in 3.5 are fj>-true. The intuitive 
meaning of these formulas is more or less clear. For example, the axiom of 
specialization means that, if P(x) is true for all x, then P(t) is also true, 
where t is the name of any object. The condition that t must be free for x 
is the rule of hygiene for changing notation. 

The set 

Ax L = {tautologies of L} u {quantifier axioms} 

is called the set of logical axioms in the language L. 
A set of formulas fi; in L will be called Godelian if it is complete, does not 

contain a contradiction, is closed with respect to the rules of deduction MP and 
Gen, and contains all the logical axioms of L. The basic conclusion of our 
discussion is then: 

3.6. Proposition. The set of true formulas of L (in any interpretation) is 
Godelian. 

In §6 we prove that, conversely, any Godelian set is a set of true 
formulas in a suitable interpretation. Thus, the concept of a Godelian set is 
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3 Syntactic properties of truth 

the closest approximation to the concept of truth which can be attained 
"without regard to meaning." 

3.7. Verification that axioms 3.5 are true. 
(a) Let R be the formula 3.5(a). We suppose that IR I({)= 0 for some 

~ E M and show that that leads to a contradiction. 
In fact, then IVx(P~Q)I({)= 1 and IP~Vx QI({)=O. The second 

equation implies that IPI({) = 1 and IVx Ql({) = 0. Let f be a variation of 
~ along x for which IQI(f) = 0. Then IPI(f) =I PI({)= 1 by Proposition 
2.10, since x does not occur freely in P. Hence, I P ~ Q l(f) = 0, which 
contradicts the relation IVx(P~ Q)l(~) = 1. 

(b) For all~ EM and for all variations f of~ along x, we have 

IVx -,PI(~)= max I•PI(f) = 1- min IPI(f); 
f f 

l•3x PI(~)= 1- min IPI(f). 
f 

Hence, the truth values of Vx -,p and -,3x P coincide, so that Vx --,p 
~ -,3x Pis identically true. 

(c) Suppose that jVxP(x)~P(t)I(~)=O for some point ~EM. We 
show that this leads to a contradiction. In fact, then 

IVx P(x)IW = 1, IP(t)i(~) = 0. 

The first equation implies that IP(x)l(f) = 1 for all variations for~ along 
x. For f we take the variation such that x~· = t~. If we prove that 
IP(t)l(~) = IP(x)j(f), then we obtain the desired contradiction. 

We prove this by induction on the total number of connectives and 
quantifiers in P. _ 

(c1) Let P be an atomic formula p(t1, ••• , t,). Letting t; denote the 
result of substituting t for each occurrence of x in t;, we successively 
obtain: 

t~ = x~· (by the definition of f), 

~~~ = tf (by induction on the length of t;), 

IP(x)l(f> = lp(r,, ... , r,)i(f> = IP(t~, ... , r~)lm = IP(t)i(~). 

( ~) Let P have the form -, Q or Q 1 ~ Q2, where ~ is a connective. 
Since x does not bind tin P by assumption, the same is true for Q, Q1, and 
Q2, and the necessary induction step is automatic. 

(~) Finally, let P have the form 3y Q or Vy Q. We shall examine the 
first case; the proof for the second case is analogous. 

Subcase 1. y = x. Then x is bound in P; therefore, P(x) = P(t), and 
IPI({) = IPI(~') by Proposition 2.10. 

Subcase 2. y-=1= x. The induction assumption has the form: IQ(t)l('q) = 
IQ(x)l('q'), if '11 is any point in M and '11' is a variation of '11 along x for 
which x"' = t". We must show that the following two truth values coincide 
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(where ~and f are defined as above): 

l3y Q (x)l(f) = { I, 
0, 

if IQ(x)l(r)') =I for some variation r( off alongy, 
otherwise. 

l3y Q (t)IW = { 1' 
0. otherwise. 

if IQ (t)I(YJ) = 1 for some variation YJ of~ alongy, 

We recall that f is the variation of~ along x for which xe = t( 
We first suppose that the second truth value is I. We choose 11 E M so 

that I Q ( t)l( YJ) = I, and then construct the variation 11' of 11 along x for 
which x 11' = t 11 • Then, by the induction assumption, I= IQ(t)I(YJ) = 
IQ(x)l(rj'). We show that 11' is a variation off alongy; this will imply that 
the first truth value is also I. In fact, r/' was obtained by varying 11 along x, 
1} was obtained by varying ~ along y, and ~ was obtained by varying f 
along x. Hence, YJ' is a variation off along x andy; we must show the 
variation along x did not actually take place: 

x'~' = x~·. 

But the left-hand side is t 11 by the definition of YJ'; the right-hand side is t~ 
by the definition of f; and YJ was obtained by varying ~ along y. Since t is 
free for x in P = 3y Q, it follows that y does not occur in t. 

It remains to verify that, if the second truth value is 0, then the first is 
also 0. The argument is almost the same. If the second truth value is 0, 
then I Q ( t)l( YJ) = 0 for all variations 11 of ~ along y. For each such 11 we 
construct YJ' as in the first part of the proof. As before, we verify that 11' is a 
variation of f along y and, moreover, YJ' runs through all such variations 
when 11 runs through all variations of~ alongy. Hence, the first truth value 
is also 0. 

The proposition is proved. D 

Digression: natural logic 

I. Logic does not concern itself with the external world, but only with 
systems for trying to understand it The logic of one such sys­
tem-mathematics-is normalized to such an extent that it resembles a 
rigid stencil, which we can attempt to impose on any other system. But 
whether or not this stencil fits the system should not be seen as the 
criterion of suitability or the measure of worth of the system. The physi­
cist's descriptions do not have to form a consistent or coherent whole; his 
job is to describe nature effectively on certain levels. Natural languages 
and the spontaneous workings of the mind are even less logical. In general, 
adherence to logical principles is only a condition for effectiveness in 
certain narrowly specialized spheres of human endeavor. 

Although comparisons between the logic of predicates and the logic of 
natural languages or their subsystems have no normative force, such 
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Digression: natural logic 

comparisons may be interesting and enlightening. Here we give some 
selected material from linguistics and psychology. 

2. B. Russell, K. Dohmann, H. Reichenbach, U. Weinreich, and many 
others have studied the problem of finding parallels in natural languages 
for categories which can be formalized in languages of el and of catalogu­
ing the methods of transmitting these categories. This leads to the grouping 
of words into so-called logico-semantic classes, instead of the traditional 
division into verbs, nouns, articles, etc. (A. V. Gladkii and I. A. Mel'cuk, 
Elements de linguistique mathematique, Paris, Dunod, 1972, §6). 

For example, the words sleeps, smart, cry-baby are parallel to relation 
symbols (predicates) of rank I; the words loves, friendly, sister correspond 
to relations of rank 2. For each of them we have atomic formulas, such as 
"N sleeps," "X is friendly to Y," and so on. 

"All, sometimes, something" are quantifier words; while "and, or, but, 
if ... then" are, of course, connectives. "The nose, le cadeau" are con­
stants. Nouns are made into constants by using the definite article or its 
semantic equivalent. In Russian, which does not have definite articles, one 
must either use the demonstrative articles etot (this), tot (that), or make it 
clear from the context that the noun is meant as a constant. The words nos 
(nose), podarok (gift) are more like variables which stand for any object 
satisfying the simple predicate "is a nose," "is a gift." Incidentally, there 
are other possible interpretations. 

The pronoun "he" is, without doubt, a variable. The pronouns "I" and 
"you" have much more complicated semantics, involving a correlation 
with who is speaking that does not exist in the speaker-less languages of el. 
Certain aspects of the first person pronoun are included in the semantics of 
algorithmic languages. The right type of "memory key" in a program for 
the IBM 360 will allow the program to change what is contained in any 
byte in the basic memory region. The memory guard asks "Who is there?", 
and the program answers, "It is I." Finally, it is even possible in languages 
of e1 to find models for certain types of self-description; see §9-11 and the 
digression on self-reference. 

In Russian, "ili" (or) can be used not only to express the logical V, but 
also to express the exclusive "or" and even to express conjunction /\, as in 
the sentence "x2 > 0 for x > 0 or for x < 0" (E. V. Paduceva). In Latin, the 
functions of exclusive and inclusive "or" are expressed by two different 
words, aut and vel. "And" can sometimes express a time sequence: 
compare the sentences "Jane got married and had a baby" with "Jane had 
a baby and got married" (S. Kleene). The conjunction 1\ can be expressed 
in different languages by: 

juxtaposition: Chinese: rna rna--horse and donkey 
Swahili: shika kitabu usome-take a book and read 

a preposition: Russian: Petja s Masei-Peter and Marsha 
a conjunction: and, i, et 
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a postpositional particle: Latin: senatus populusque-the senate and the 
people 

two conjunctions: Russian: kak ... tak. 

Dohmann has catalogued the ways of expressing 16 logical polynomials 
in two variables in several languages of the world. 

3. Curious as all this material may be, it should be regarded critically; in 
such comparisons with logic, the subtleties of usage often elude us. As an 
example, let us analyze the natural semantics of "if ... then." We have 
already mentioned that in languages of t:1 this connective corresponds not 
only to "~," but also to the rule of deduction modus ponens. Moreover, 
MP more adequately represents the meaning of "if ... then." 

Actually, the rule that any conditional is true if its antecedent is known 
to be false has almost no parallel in natural logic. Examples of the type "if 
snow is black, then 2 X 2 = 5," which keep cropping up in textbooks, are 
only capable of confusing the student, since no natural subsystem in our 
language has expressions with this semantics. A possible exception is 
certain poetic and expressive formulas with extremely limited usage ("If 
she be false, 0, then heaven mocks itself!"). Formal mathematics, in which 
a single contradiction destroys the entire system, clearly has the features of 
poetic hyperbole. 

Finally, in the logic of predicates there is no place at all for the modal 
aspect of the use of "if ... then" in instructions of the type "if this 
happens, do that." On the other hand, this aspect can easily be expressed 
by the semantics of the connective "if ... then ... else" in algorithmic 
languages such as Algol. Unless one uses techniques suggested by algorith­
mic languages, any attempt to find a model for modality in languages 
based on t:1 is doomed to failure (compare: A. A. lvin, The Logic of 
Norms, MGU Press, 1973). 

4. We have mentioned several times that the choice of the primitive modes 
of expression in the logic of predicates does not reflect psychological 
reality. Elementary logical operations, even one-step deductions, may 
require a highly trained intellect; yet, logically complicated operations can 
often be performed as a single elementary act of thought even by a 
damaged brain. 

"Sublieutenant Zasetsky, aged twenty-three, suffered a head injury 2 
March 1943 that penetrated the left parieto-occipital area of the cranium. 
The injury ... was further complicated by inflammation that resulted in 
adhesions of the brain to the meninges and marked changes in the 
adjacent tissues." 

Professor A. R. Luria met Zasetsky at the end of May 1943, and 
observed his condition for the next 26 years. In this time Zasetsky wrote 
nearly 3000 pages, describing with agonizing effort his life and illness as he 
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struggled to regain his reason. His notebooks, which provided the material 
for Luria's book The Man with a Shattered World (Basic Books, Inc., New 
York, 1972, translated by L. Solotaroff), not only show his perseverance 
and determination, but are also revealing from a psychological point of 
VIew. 

At first, the destruction of Zasetsky's psyche was overwhelming. The 
predominant disorder was asematia, the inability to connect symbols with 
their meaning. Luria describes his first meeting with Zasetsky: 

'"Try reading this page,' I suggested to him. 
'What's this? ... No, I don't know ... don't understand ... what is 

this?' .... 
I suggested he try to do something simple with numbers, like add six 

and seven. 
'Seven ... six ... what's it? No, I can't. .. just don't know."' 
The ability to understand the simplest predicates was lost: "'What 

season is there before winter?' 'Before winter? After winter? ... Sum-
mer? ... Or something! No, I can't get it.' 'Before spring?' 'It's spring 
now ... and ... and before ... I've already forgotten, just can't remember.'" 

Zasetsky lost the ability to interpret the syntactic devices for organiz­
ing meaning: '"In the school where Dunya studied a woman worker from 
the factory came to give a report.' What did this mean to him? Who gave 
the report-Dunya or the factory worker? And where was Dunya study­
ing? Who came from the factory? Where did she speak?" 

This is a fairly difficult example composed by Professor Luria, but here 
is what Zasetsky himself writes: 

"I also had trouble with expressions like: 'Is an elephant bigger than a 
fly?' and 'Is a fly bigger than an elephant?' All I could figure out was that 
a fly is small and an elephant is big, but I didn't understand the words 
bigger and smaller. The main problem was I couldn't understand which 
word they referred to." 

What attracts our attention is the complexity of Zasetsky's metalinguis­
tic text describing his linguistic difficulties. The subtlety of the analysis 
seems incompatible with the crude errors being analyzed. This could be 
explained by the retrospective nature of the analysis, but the following 
even more complicated description was written concurrently with the 
experience of the mental defect being described: 

"Sometimes I'll try to make sense out of those simple questions about 
the elephant and the fly, decide which is right or wrong. I know that when 
you rearrange the words, the meaning changes. At first I didn't think it 
did, it didn't seem to make any difference whether or not you rearranged 
the words. But after I thought about it a while I noticed that the sense of 
the four words (elephant, fly, smaller, larger) did change when the words 
were in a different order. But my brain, my memory, can't figure out right 
away what the word smaller (or larger) refers to. So I always have to think 
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about them for a while .... So sometimes ridiculous expressions like 'a fly 
is bigger than an elephant' seem right to me, and I have to think about it 
a while longer." 

We can also see how complicated mental abilities were preserved while 
"simple" ones were lost from examples of Zasetsky's creative imagination, 
which resemble literary-psychological studies: 

"Say I'm a doctor examining a patient who is seriously ill. I'm terribly 
worried about him, grieve for him with all my heart. (After all, he's 
human too, and helpless. I might become ill and also need help. But right 
now it's him I'm worried about-I'm the sort of person who can't help 
caring.) But say I'm another kind of doctor-someone who is bored to 
death with patients and their complaints. I don't know why I took up 
medicine in the first place, because I don't really want to work and help 
anyone. I'll do it if there's something in it for me, but what do I care if a 
patient dies? It's not the first time people have died, and it won't be the 
last." 

All of this shows that there is no basis whatsoever for Rosser's opinion 
that "once the proof is discovered, and stated in symbolic logic, it can be 
checked by a moron." The human mind is not at all well suited for 
analyzing formal texts. 

4 Deducibility 

4.1. Definition. A deduction of a formula P from a set of formulas ED (in a 
language L in t' 1) is a finite sequence of formulas P 1, ••• , Pn = P with 
the property that for each i = 1, ... , n at least one of the following 
alternative holds: 

(a) P, E &~; 
(b) 3) < i such that Pi is a direct consequence of IJ using Gen; 
(c) 3), k < i such that Pi is a direct consequence of lj and Pk using 

MP. 

We shall write &~ f---P to abbreviate "there exists a deduction of P from 
0 ." A deduction of P, together with a precise indication for each i < n of 
which of the alternatives (a), (b), (c) and which indices) in case (b) or), k 
in case (c) are used to obtain Pi, is called a description of a deduction. A 
single deduction may have several descriptions. 

We usually consider deductions from sets 0 which contain Ax L, the 
logical axioms of L. The other elements of ED may be formulas of L which 
are "guessed" to be true in the standard interpretation; these are called 
special axioms of L. (Examples will be given later in 4.6-4.9.) Such 
deductions may be considered the formal equivalents of mathematical 
proofs (of a formula P = Pn from the hypotheses 0 ). This identification is 
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justified for the following reasons: 
(a) As shown in 3.3, if 0 c Tq,L for some interpretation t{>, and if 0 f--P, 

then P E Tq,L; only true formulas can be deduced from true formulas. 
(b) A large amount of experimental work has been done on formalizing 

mathematical proofs, that is, replacing them by deductions in suitable 
languages of t\, especially L 1Set. This work has shown that for large 
segments of mathematics, including the foundations of the theory of 
integers and real numbers, set theory, and so on, proofs can successfully be 
formalized as deductions within the framework of el. There is much 
material on this theme in the literature on mathematical logic; see, in 
particular, Mendelson's book. 

(c) Godel's completeness theorem for the logical modes of expression in 
E1 (see §6) shows that any formula which is not deducible from 0 must be 
false in some model (interpretation) of 0. 

For further discussion, see "Digression: Proof." 
We occasionally consider deductions from another type of sets 0. For 

example, we might remove from 0 certain logical axioms, such as the "law 
of the excluded middle" (B 1 in Section 3.4), in order to investigate 
formally intuitionistic principles. Or we might add to 0 a formula which 
we think is false in order to deduce a contradiction from 0 ; this is the 
so-called "proof by contradiction." 

We now prove some formal aspects of contradiction. 

4.2. Proposition. Suppose that 0 contains all tautologies of type B.2 in 
Subsection 3.4. Then the following two properties of 0 are equivalent: 

(a) There exists a formula P such that 0 f--P and 0 f-- -,P. 
(b) 0 f--Q for any formula Q. 

A set 0 with these properties is called inconsistent. 

PRooF. (b)=:>(a) is obvious. Conversely, suppose 0 f--P and 0 f-- -,P. We 
first add the formula -,p__,(p__, Q), which is assumed to lie in 0, to the 
descriptions of the two deductions. Then, applying MP twice (to this 
formula and -,P; then to P=:> Q and P), we obtain a description of a 
deduction 0 f--Q. D 

4.3. A large part of the theorems of logic consists in proving assertions of 
the type "0 f--P" or "it is not true that 0 f--P" for various languages L, sets 
0, and (classes of) formulas P. 

A result of the form 0 f--P may be proved by presenting a description of 
a deduction of P from 0 . However, even in slightly complicated cases, this 
procedure becomes so long that it is replaced by more or less complete 
instructions on how to compose such a description. Finally, "0 f--P" may 
be proved without presenting even an incomplete description of a deduc­
tion of P from 0. In this case we "are not proving P, but are proving that 
a proof of P exists;" see the example in §8 concerning language extensions. 

39 



II Truth and deducibility 

In rare cases a result of the form "it is not true that 6J f--P" can be 
proved by a purely syntactic argument. But usually such a result is 
obtained by constructing a model, i.e., an interpretation, in which 6J is true 
and P is false; see the discussion of the continuum problem in Chapters 
III-IV. If it is true neither that 6) f--P nor that 6J f-- -,p, we say that P is 
independent of 6J . 

We now give two useful elementary results concerning deductions. It is 
clear that, compared with usual proofs, deductions are made up of very 
minor details. The mathematician, as if wearing seven-league boots, covers 
entire fields of formal deductions in one step. 

4.4. Lemma. Suppose that 0 contains all tautologies. If 0 f--P and 0 f--Q, 
then 0 f--P 1\ Q. 

PRooF. If P1, ••• , Pm and Q1, ••• , Qn are deductions of P and Q, respec­
tively, then 

P,, ... , Pm, Q,, ... , Qn, P=>(Q=>(P 1\ Q)), Q=>(P 1\ Q), P 1\ Q 

is a deduction of P 1\ Q. The third formula from the end is a tautology; the 
second formula from the end is a direct consequence of this tautology and 
P m = P using MP; and the last formula is a direct consequence of the 
second to last and Qn = Q using MP. D 

4.5. Deduction Lemma. Suppose that 6J ::J Ax L and P is a closed formula. If 
6J U { P}f--Q, then 6J f--P=> Q. 

PRooF. Let Q1, ••• , Qn = Q be a deduction of Q from 6J u {P}. We show 
by induction on n that there exists a deduction of P => Q from 6J . 

(a) n = 1. Then either Q E 6J, or else Q = P. In the first case P=> Q is 
deduced from Q and the tautology Q=>(P=> Q) using MP. In the second 
case P => P is a tautology. 

(b) n;;;. 2. We assume that the lemma holds for deductions of length 
..;; n- 1. Then 6) f--P=> Q; for all i..;; n- 1. Further, we have the following 
possibilities for Qn = Q: (b1) Q E 6J; (b0 Q = P; {b3) Q is deduced from 
Q; and Q1 = (Q;=> Q) using MP; and (b4) Q has the form 't/x Q; for 
j ..;; n - 1. The first two cases are handled in exactly the same way as for 
n=l. 

In case (b3), P=> Q can be deduced from 6J in the following way: 

(1) deduction of P=> Q (induction assumption) 
(2) deduction of P=>(Q;=>Q) (induction assumption) 
(3) (P=>(Q;=> Q))=>((P=> Q;)=>(P=> Q)) (tautology) 
(4) (P=> Q;)=>(P=> Q) (from (2) and (3) using MP) 
(5) P=> Q (from (1) and (4) using MP). 

From now on, arguments of this sort will be presented more briefly, with 
explicit mention of only the last steps of the induction (here (3), (4), and 
(5)). 
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Finally, in case (b4), we obtain a deduction of P ~ 't:/ x Q1 from 0 if we 
add the following formulas to the deduction of P~ Q1 from 0 (which 
exists by the induction assumption): 

(Gen) 

't:/ x ( P ~ Q1 ) ~ ( P ~ 't:/ x Q1 ) (logical quantifier axiom, since P is closed) 

P ~ 't:/ x Q1 (MP applied to the two preceding formulas). 

The lemma is proved. D 

We record for future reference that, in the parts of deductions con­
structed in Lemmas 4.4 and 4.5, only tautologies of the type AO, A1, and 
A2 in Subsection 3.4 were used. 

We now give some basic examples of special axioms. 

Axioms of equality 

Let L be a language in t\ whose alphabet includes a relation = of rank 
two. We shall write t 1 = t2 instead of = (t 1, t2). If P is a formula, x is a 
variable, and t is a term, we let P (x, t) denote the result of substituting t in 
P in place of any or all of the free occurrences of x in P for which t is free. 

4.6. Proposition. 

(a) The formulas 

t = t; 

x = t--'>(P(x, x)~P(x, t)) 

are <P-true for any interpretation of L in which <P( =) is equality. 
(b) All the formulas in (a) are deducible from the set 

Ax L u { x = xlx is a variable} 

u { x = y ~(P(x, x)~ P(x, y))IP is an atomic formula}. 

The formulas in this list, except for Ax L, are called the axioms of 
equality. 

(c) Let <P be any interpretation of L in a set M for which the axioms of 
equality are true. Then <P( =) is an equivalence relation in M which is 
compatible with the interpretations of all the relations and operations of L 
in M. If <P' -denotes the obvious interpretation of L in the quotient set 
M' = M / <P( = ), then <P'( =) is equality, and Tq,L = Tq,L 

PROOF (SKETCH) 

(a) The <jJ-truth is easily established. We illustrate this by showing that 
the last formula is <P-true. Suppose it were false at a point ~ E M. Then 
lx =tim= 1, IPI(~) = 1 and IP(x, t)l(~) = 0. The first assertion means that 
x~ = t~. But then IPim = IP(x, t)l(~) by Proposition 2.10, contradicting the 
second and third assertions. 
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(b) Deduction of t = t : x = x (axiom of equality); 'V'x(x = x) (Gen); 
'V' x(x = x) ==;. t = t (logical axiom of specialization); t = t (MP). 

Deduction of t 1 = t 2¢';f2 = ! 1: 

(I) x = y=(x = x=;.y = x) (axiom of equality with= for P) 
(2) Q=;.((P~(Q=R))~(P~R)), where Pis x=y, Q is x=x, R 1s 

y = x (tautology) 
(3) x = x (axiom of equality) 
(4) (P~(Q~ R))~(P~ R) (MP is applied to (2) and (3)) 
(5) x = y ==;. y = x (MP applied to (1) and ( 4)). 

We then twice apply Gen, the axiom of specialization, and MP, in order to 
deduce the formula 11 = t 2 ~t2 = t 1 from (5); we replace t 1 by t2 and t2 by 
11 to deduce t2 = 1 1 ~1 1 = t2 ; we use Lemma 4.4 to deduce the conjunction 
of these two formulas; and, finally, the tautology (t 1 = t2 =;.t2 = t1)/\(t2 = 
t 1 ~t 1 = 1 2)~(1 1 = t2 ¢';t2 = t 1), together with MP, gives the required for­
mula. 

The deduction of the third and fourth formulas in (a) will be left to the 
reader. The existence of a deduction of the fourth formula can be proved 
by induction on the number of connectives and quantifiers in P. P is 
represented in the form 1Q, Q1 * Q2 , 't/x Q, or 3x Q; we assume that the 
formula with Q, Q1, and Q2 in place of P has already been deduced, and 
we complete the deduction for P (see Mendelson, Chapter 2, Proposition 
2.25). 

(c) If the axioms of equality are q,-true, then so are the formulas in (a), 
since they are deducible. The first three formulas in (a), applied to three 
different variables x, y, and z, then show that the relation q,( =) on M is 
reflexive, symmetric, and transitive. In fact, let X, Y, and Z be any three 
elements of M, let ~ E M be a point such that x~ =X, y~ = Y, and z~ = Z, 
and let - be the relation cp( =) on M. The cp-truth of the formulas in (a) 
means that 

X-X; X-Y~Y-X; X- Y and Y- Z =o> X- Z. 
By definition, to say that - is compatible with the q,-interpretation of 

all relations and operations on M means the following. Let p be a relation. 
and let </>(p) C Mr be its interpretation. If (X 1, ••• , Xr) E q,(p) and X/­
X,, then (X 1, ..• , X,', ... , Xr) E cp(p). Now letj be an operation, and let 
q,(f) : Af' ~ M be its interpretation. If q,(f)(X1, ••• , Xr) = Y and X,'- X,, 
then q,(f)(X 1, ••• , X,', ... , Xr) = Y'- Y. 

We verify this compatibilitL_by using the q,-truth of the last formula in 
4.6(a) at a suitable point~ EM. Here we take the formulas p(x1, ••• , xJ 
andf(x 1, ••• , xr) = y, respectively, for P; we take the variable x; fort and 
the variable x, for x; and we set xf =X;, x'~ =X/, andy~= Y. 

It follows from the compatibility that we can construct an interpretation 
<P' of L in M' = M /-, such that <P'(p) = q,(p) mod-, q,'(j) = q,(.D mod 
-, and<!>'(=) is equality. The last formula in 4.6(a) will then imply that all 
the </>-true formulas remain <j>'-true, and conversely. D 
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From now on, when we speak of the special axioms for any language in 
1':'1 having the symbol =, we shall without explicit mention always include 
among them the axioms of equality for =. Models in which = is 
interpreted as equality are called normal models. 

Special axioms of arithmetic 

4. 7. Proposition. The following formulas are true in the standard interpreta­
tion of L 1Ar, and are called the special axioms of L 1Ar: 

(a) The axioms of equality. 
(b) The axioms of addition: 

x = 0 = x; x+y=y+x; (x+y)+z=x+(y+z); 

x+z=y+zo=;.x=y. 

(c) The axioms of multiplication: 
- -

x·O=O; x·I = x; x·y =y·x; (x·y)·z = x· (y·z). 

(d) The distributive axiom: 

x·(y+z)=x·y+x·z. 

(e) The axioms of induction: 

P(O)i\ 'v'x(P(x)=;.P(x + T))=;.'v'x P(x), 

where Pis any formula in L 1Ar having one free variable. 

The proof is trivial and will be left to the reader. We only note that the 
"proof" that the induction axioms are true itself uses induction. 

Remarks 
(a) In (b), (c), and (d) above, we have written the usual axioms for a 

commutative (semi) ring in order to shorten the formal deductions; any 
informal computation which only uses these axioms can easily be trans­
formed into a formal deduction of the result of the computation in L 1Ar. 
In Chapter 3 of Mendelson's textbook, he gives an apparently weaker set 
of axioms, and then shows how to deduce our formulas from them. This 
takes up 5-6 pages of text, and is basically a tribute to a historical tradition 
going back to Peano. 

(b) The induction axioms are a countable set of formulas in L 1Ar; it is 
customary to say that 4.7(e) is an axiom schema. The corresponding fact in 
intuitive mathematics is stated as follows; "For any property P of non­
negative integers, if 0 has the property P, and. whenever x has the property 
P. x + I also has the property P, then all nonnegative integers have the 
property P." Here "property of nonnegative integers" means the same as 
"any subset of the nonnegative integers." 

However, in the means of expression of L1Ar there is no way to say 
"any subset." Neither is there any way to say "all properties;" we can only 
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list one-by-one the properties that are definable by formulas in the lan­
guage. We recall that there are only countably many such properties, while 
the intuitive interpretation refers to a continuum of properties. Thus, the 
formal axiom of induction is weaker than the informal one, and is also 
weaker than the version of this axiom that is obtained by imbedding L1Ar 
in L 1Set. 

Special axioms of Zermelo-Fraenkel set theory 
(see the description of V in the Appendix to Chapter II) 

4.8. Proposition. The following formulas are true in the standard interpreta­
tion of L1Set in the von Neumann universe V: 

(a) Axiom of the empty set: V x 1(x E 0). 
(b) Axiom of extensionality: Vz(z E x~z Ey)~x = y. 
(c) Axiom of pairing: Vu Vw 3x Vz(z E x~z = uV z = w). 
(d) Axiom of the union: Vx 3y Vu(3z(u E z Az E x)~u Ey). 
(e) Axiom of the power set: Vx 3y Vz(z c x~z Ey), where z c x is 

abbreviated notation for the formula Vu(u E z~ u Ex). 
(f) Axiom of regularity: Vx( -,x = 0~3y(y Ex AY n x = 0)), where 

y n x = 0 is abbreviated notation for -dz ( z E y A z E x ). 

PROOF AND EXPLANATIONS. This is not a complete list of the axioms of 
Zermelo-Fraenkel; the axiom of infinity, axiom of replacement, and also 
the axiom of choice, which are more subtle, will be discussed in the next 
subsection. 

(a) The truth of these formulas must, of course, be proved by computing 
the function II using the rules in 2.4 and 2.5. We do this, for example, for 
the axiom of extensionality. Let ~ be any point in the interpretation class, 
and let X= xc, Y = yc. We must show that 

Vz(z E x~z Ey)[W = [x = y[(~), 

i.e., that 

min ([Z E X[[Z E Y[ + (1 -[Z E X[)(l -[Z E Y[)) =[X= Y[, 
ZEV 

where we have written [Z EX[ instead of [z E x[(f) with zc' = Z, x~· =X, 
and so on. But the left-hand side equals 1 if and only if for every Z E V 
either both Z EX and Z E Y, or else both Z rf:. X and Z rf:. Y, that is, if 
and only if X = Y. 

More generally, if we replace V by any subclass M c V and restrict the 
standard interpretation of L1Set toM, then the same reasoning shows that: 

The axiom of extensionality is true in M if and only if for any elements 
X, Y E M we have 

X=Y~XnM=YnM, 

i.e., if and only if every element of M is uniquely determined by its elements 
which lie in M. This result will be used later. 
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The analogous computations for all the other axioms will be given 
systematically in a much more difficult context in Chapter III. Hence, at 
this point we shall only explain how to translate them into argot, as in 
Chapter I, and why they are fulfilled in V. 

(b) The axiom of the empty set does not need special comment. We only 
remark that, if we interpret L1 Set in a subclass M c V, then the constant 
0 may be interpreted as any element X EM with the property that 
X n M = 0, and this axiom will still hold. 

(c) The axiom of pairing is true, because, if U, WE Va, then { U, W} E 
'?P ( va + 1), so that all pairs lie in v. 

(d) The axiom of the union is true, because, if X E V, then the set 
y = u z EXZ also lies in v. In fact, if X E va + I = '?P ( Va), then the 
elements of X are subsets of Va, and their union therefore lies in Va+I· 

(e) The axiom of the power set is true, because if X E V, then '?P(X) E 
V. In fact, if X E Va, then X c Va, and hence '?P(X) C '?P(Va) = Va+l• so 
that '?P(X) E Va+2· 

(f) The axiom of regularity is true, because any non-empty set X E V 
has an empty intersection with at least one of its elements; in this form the 
axiom is proved in the Appendix to this chapter. 

4.9. The axioms of L1 Set in Subsection 4.8 have one property in common: 
their simplest model in the standard interpretation is precisely the union 
V.,0 = U :::o Vn of the first w0 levels of the von Neumann universe. In other 
words, this is the set of hereditarily finite sets X E V, i.e., those such that, 
if Xn E Xn-l E · · · E X 0 =X, then all the X; are finite. 

V., is the reliable, familiar world of combinatorics and number theory. 
0 

Additional principles are needed to force us out of this world. There are 
two such principles: the axiom of infinity and the axiom schema of 
replacement. 

(a) Axiom of infinity: 

3x(0 Ex 1\ ~y(y EX=> {y} Ex)). 

Here {Y} Ex is abbreviated notation for 3z(z = {y,y} 1\z Ex), where 
the meaning of z = {y,y} was explained in 3.7 of Chapter I. This axiom 
requires that we add to V.,0 some set containing the elements 
0, {0}, { {0} }, ... (a countable sequence). Then, in order to preserve the 
intuitive version of the axiom of the power set, we must add 
'?P(X), '?P2(X), ... , thereby hopelessly leaving the realm of finite sets, 
countable sets, continua, and so on. 

It is a striking fact that none of this is necessary in the formal, as 
opposed to intuitive, version of set theory, where we can always limit 
ourselves to hereditarily countable submodels of V. This important fact 
will be discussed in detail in §7. 

(b) Axiom schema of replacement. We introduce the following con­
venient abbreviated notation (in any language of el having the notion of 
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equality): 3!y P(y) means 3y P(y) 1\ 'tfx 'tfy(P(x) 1\ P(y) ===:. x = y). 
Thus, this formula is read: "There exists a unique object y with the 
property P," where we assume that = is interpreted as equality. When 
other variables besides y occur freely in P, the formula 3!y P(y) is true 
precisely when P determines y as an "implicit function" of the other 
variables. 

We can now write the replacement axioms. In the formula P below we 
list all the variables which occur freely in P: 

'tfz 1 • • • 'tfzn Vu(Vx(x E u==:.3!y P(x,y, z" ... , zn)) 

==:.3w Vy(y E w~3x(x E u 1\ P (x, y, z 1, ••• , zn))) ). 

The hypothesis says that "P gives y as a function of x E u (for given values 
of the parameters z 1, ••• , zn)''; the conclusion says that "the image of the 
set u under this function is some set w." 

From the standpoint of the formal theory it is worthwhile to note that 
from this axiom and the axioms of equality are deducible the so-called 
separation axioms, namely: 

'tfz 1 • • • 'tfzn Vx 3y 'tfu(u Ey~u Ex 1\ P(u, z 1, ••• , zn)). 

This says that if we take the class of sets having a property P and intersect 
it with a set x, we obtain a set. 

The replacement axioms should be looked at very carefully. They go 
beyond the usual, "intuitively obvious" working tools of the topologist and 
analyst. The axioms assert that, for example, it is impossible to "stretch" 
an ordinal a too far by means of a function j; for any f we choose, there is 
always an ordinal {3 such that all the valuesf(y), y..;; a, lie in Vp. In other 
words, the universe V is incomparably more infinite than any of its levels 

v". 
Even if we adopt this axiom, questions remain which are very similar in 

style, which are beyond the reach of our intuition, and which are not 
solvable using this and the other axioms. For example, do there exist 
so-called inaccessible cardinals y? One of the properties of an inaccessible 
cardinal y is the following: iff is a function from va to vy (with a< y), 
then the set of values of f is an element of VY. In particular, there is an 
"upper bound" beyond which ordinals not exceeding y cannot be 
"stretched." Do such infinities exist or not? 

After thinking about this and related problems, many specialists on the 
foundations of mathematics have come to the conclusion that such lan­
guages of set theory as L1 Set with a suitable axiom system are the only 
reality one should work with, and any attempt to make intrinsic sense out 
of the universe V or similar models is in principle doomed to failure. In 
particular, the set of formulas in L1Set which are true in the standard 
interpretation is not defined, and we can only talk about formulas which 
are deducible from the axioms. 
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But we shall not entirely adopt this point of view for several reasons. 
The simplest reason is the feeling that a language without an interpretation 
not only loses its intrinsic justification, but also cannot be used for 
anything. We cannot even play the "formal game" well unless we master 
the intuitive concepts which give meaning to the symbols. A language 
(along with the external world) helps bring order and precision to these 
intuitive concepts, which, in tum, make us change the language or at least 
revise our earlier linguistic constructions. But we can never assume that we 
have achieved complete clarity. 

We should understand the need for certain types of self-restraint. 
However, intellectual asceticism (like all other forms of asceticism) cannot 
be the lot of many. 

(c) Axiom of choice: 

'o' x( -,x = 0 ~ 3y("y is a function with domain of definition x" 

A "';tu(u Ex A -,u = 0~3w(w E u A"<u. w) Ey"))}). 

That is, y chooses one element from each nonempty element u E x. 
The belief that this axiom is true in Vis at least as justified as the belief 

in the existence of V itself. Over the past fifty years it has become 
customary for every working mathematician to accept this axiom, and the 
heated controversies about it at the beginning of the century are now all 
but forgotten. The interested reader is referred to Chapter II of Founda­
tions of Set Theory by Fraenkel and Bar-Hillel (North-Holland, Amster­
dam, 1958). 

4.10. General properties of axioms. Despite the wide variety of concepts 
reflected in these axioms, each of our sets of axioms for languages in el 
(tautologies; Ax L; special axioms of L1Ar and L1Set) have the following 
informal syntactic characteristics: 

(a) An algorithm can be given which tells whether any given expression is 
an axiom (compare: the syntactic analysis in §I and the verification of 
the tautologies in Subsection 3.4). 

(b) A finite number of rules can be given for generating the axioms. 

It is clear that, a priori, property (b) is less restrictive than (a). In fact, 
an algorithm as in (a) can be transformed into a rule for generating the 
axioms: "Write out all possible expressions one by one in some order, and 
take those for which the algorithm gives a positive answer." 

It is actually natural to suppose that property (a) should characterize 
axioms, and property (b) should characterize deducible formulas, no 
matter how we explicitly describe the axioms and the deducible formulas 
in a given language. In Part III we make these intuitive ideas into precise 
definitions and show that (b) is strictly weaker than (a). See also the 
discussion in Subsection 11.6(c) of this chapter. 
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Digression: proof 

1. A proof only becomes a proof after the social act of "accepting it as a 
proof." This is as true for mathematics as it is for physics, linguistics, or 
biology. The evolution of commonly accepted criteria for an argument's 
being a proof is an almost untouched theme in the history of science. In 
any case, the ideal for what constitutes a mathematical demonstration of a 
"nonobvious truth" has remained unchanged since the time of Euclid: we 
must arrive at such a truth from "obvious" hypotheses, or assertions which 
have already been proved, by means of a series of explicitly described, 
"obviously valid" elementary deductions. 

Thus, the method of deduction is a method of mathematics par excel­
lence. ("Mathematical induction" clearly comes out of the same tradition. 
Peano's induction principle allows us to write only the first step and the 
general step of a proof, and is thereby in some sense the first metamathe­
matical principle. This point is observed by the tradition of listing Peano's 
axiom among the special axioms (see 4.7(e)), but, one way or another, it is 
one of the archetypes of mathematical thought.) 

The longer the deductive argument, the more important it is for all its 
elementary components to be written in an explicit and normalized fash­
ion. In the last analysis, the amount of initial data in formal mathematics 
is so small that failure to observe the rules of hygiene in long deductions 
would lead to the collapse of the system if we did not have external checks 
on the system. In induction, on the other hand, relatively short deductions 
are based on a vast amount of initial information. Darwin's theory of 
evolution is explained to school children, but life is not long enough to 
judge how persuasive the proofs are. We see a similar situation in com­
parative linguistics when the features of the so-called protolanguages are 
reconstructed. In such uses of induction, the "rules of deduction" cannot 
be so very rigid, despite the critical viewpoint of the neo-grammarians. 

2. The above observations concerning the method of deduction are sup­
ported by the fact that the notion of a formal deduction in languages of el 
is a close approximation to the concept of an ideal mathematical proof. It 
is therefore enlightening to examine the differences between deductions 
and the arguments we use in day-to-day practice. 

(a) Reliability of the principles. Not only the mathematics implicit in the 
special axioms of LISet and LIAr, but even the logic of the languages of el 
is not accepted by everyone. In particular, Brouwer and others have called 
into question the law of the excluded middle. From their extremely critical 
perspective, our "proofs" are at best harmless deductions of nonsense out 
of falsehood. 

The mathematician cannot permit himself to be completely deaf to 
these criticisms. After thinking about them for a while, he should at least 
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be willing to admit that proofs can have objectively different "degrees of 
proofness." 

(b) Levels of "proojness." Every proof that is written must be approved and 
accepted by other mathematicians, sometimes by several generations of 
mathematicians. In the meantime, both the result and the proof itself are 
liable to be refined and improved. Usually the proof is more or less an 
outline of a formal deduction in a suitable language. But, as mentioned 
before, an assertion P is sometimes established by proving that a proof of 
P exists. This hierarchy of proofs of the existence of proofs can, in 
principle, be continued indefinitely. We can take down the hierarchy using 
sophisticated logical and set theoretic principles; however, not everyone 
might agree with these principles. Papers on constructive mathematics 
abound with assertions of the type: "there cannot not exist an algorithm 
which computes x," whereas a classical mathematician would simply say 
"x exists," or even "x exists and is effectively computable." 

(c) Errors. The peculiarities of the human mind make it impossible in 
practice to verify formal deductions, even if we agree that, in principle, 
such a verification is the ideal form for a proof. Two circumstances act 
together with perilous effect: formal deductions are much longer than texts 
in argot, and humans are much slower at reading and comprehending such 
formal arguments than texts in natural languages. 

A proof of a single theorem may take up five, fifteen, or even fifty 
pages. In the theory of finite groups, the proofs of the two Burnside 
conjectures occupy nearly five hundred pages apiece. Deligne has esti­
mated that a complete proof of Ramanujan's conjecture assuming only set 
theory and elementary analysis would take about two thousand pages. The 
length of the corresponding formal deductions staggers the imagination. 

Hence, the absence of errors in a mathematical paper (assuming that 
none are discovered), as in other natural sciences, is often established 
indirectly: how well the results correspond to what was generally expected, 
the use of similar arguments in other papers, examination of small sections 
of the proof "under the microscope," even the reputation of the author-in 
short, its reproducibility in the broadest sense of the word. "Incomprehen­
sible" proofs can play a very useful role, since they stimulate the search for 
more accessible arguments. 

The last two decades have seen the appearance of a very powerful 
method for performing long formal deductions, namely the use of com­
puters. At first glance, it would seem that the status of formal deductions 
might greatly improve, so that the Leibnizian ideal of being able to verify 
truth mechanically would become attainable. But the state of affairs is 
actually much less trivial. 

We first give two authoritative opinions on this question by C. L. Siegel 
and H. P. F. Swinnerton-Dyer. Both opinions relate to the solution by 
computer of concrete number theoretic problems. 
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3. The present level of knowledge concerning Fermat's last theorem is as 
follows. Let p be a prime. It is called regular if it does not divide the 
numerator of any of the Bernoulli numbers B2 = i, B4 = io . ... , BP_ 3. 

Fermat's theorem was proved for regular prime exponents by Kummer. 
For irregular p there is a series of criteria for Fermat's theorem to hold. 
These criteria reduce to checking that certain divisibility properties do not 
hold; if they hold, we must try certain other divisibility properties, and so 
on. The verification for each p requires extensive computer computations. 
As of 1955, this was successfully done for all p < 4002 (J. L. Selfridge, C. 
A. Nicol, H. S. Vandiver, Proc. Nat. Acad. Sci. USA, 41, 970-973 (1955)). 

Let v(x) denote the ratio of the number of irregular primes .;;; x to the 
number of regular primes .;;; x. Kummer conjectured that v(x)~ i as 
x~oo. Siegel (Nachrichten Ak. Wiss. Gottingen. Math. Phys. Klasse, 1964, 
No. 6, 51-57) suggests that Ve - 1 is a more likely value for the limit, 
supports this opinion with probabilistic arguments, compares with the data 
of Selfridge-Nicol-Vandiver, and concludes this discussion with the 
following unexpected sentence: "In addition, it must be taken into account 
that the above numerical values for c(x) were obtained using computers, 
and therefore, strictly speaking, cannot be considered proved"! 

4. Siegel's point of view can be explained as a natural reaction to 
information received secondhand. But the excerpts below are from an 
article by a professional mathematician and experienced computer pro­
grammer (Acta Arithmetica. XVIII. 1971, 371-385). The article is devoted 
to the following problem: 

"Let L 1,L2,L3 be three homogeneous linear forms in u,v,w with real 
coefficients and determinant ~; and suppose that the lower bound of 
I L 1L2L31 for integer values of u, v. w not all zero is !." What can be said 
about the possible value for~? 

"The corresponding problem for the product of two linear forms is 
much easier, and was essentially completely solved by Markov. There are 
countably many possible values of ~ less than 3, each of which has the 
form 

~=(9-4n-2)I/2 

for some integer n; the first few values of n are I, 2. 5, 13, 29. and there is 
an algorithm for constructing all the permissible values of n." 

For three forms Davenport (1943) proved that.:).= 7 or.:).= 9 or.:).> 9.1. 
In Swinnerton-Dyer's paper. all values of .:). .;;; 17 are computed under the 
assumption that there are only finitely many such values and he gives a list 

of them: the third value is 148, and the last (the eighteenth) is V2597 /9. 
Discussing this result. he makes a very interesting comment: 
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proof and verify that it is correct. Even if one were to print all the 
programs and all the sets of data used (which in this case would occupy 
some forty very dull pages) there can be no assurance that a data tape has 
not been mispunched or misread. Moreover, every modern computer has 
obscure faults in its software and hardware-which so seldom cause 
errors that they go undetected for years-and every computer is liable to 
transient faults. Such errors are rare, but a few of them have probably 
occurred in the course of the calculations reported here." 

The arguments on the positive side are also very curious: 

"However, the calculation consists in effect of looking for a rather 
small number of needles in a six-dimensional haystack; almost all the 
calculation is concerned with parts of the haystack which in fact contain 
no needles, and an error in those parts of the calculation will have no 
effect on the final results. Despite the possibilities of error, I therefore 
think it almost certain that the list of permissible ~ < 17 is complete; and 
it is inconceivable that an infinity of permissible ~ < 17 have been 
overlooked." 

His conclusion: 

"Nevertheless, the only way to verify these results (if this were thought 
worth while) is for the problem to be attacked quite independently, by a 
different machine. This corresponds exactly to the situation in most 
experimental sciences." 

We note that it is becoming more and more apparent that the process­

ing, and also the storage, of large quantities of information outside the 

human brain lead to social problems which go far beyond questions of the 

reliability of mathematical deductions. 

5. In conclusion, we quote an impression concerning mechanical proofs, 
even ones done by hand, which is experienced by many. 

After stating a proposition to the effect that "the function T w . .,/i is 
correctly defined," a gifted and active young mathematician writes (Inven­
tiones Math., vol. 3, f.3 (1967), 230): 

"The proof of this Proposition is a ghastly but wholly straightforward 
set of computations. It took me several hours to do every bit and as I was 
no wiser at the end-except that I knew the definition was correct-! 
shall omit details here." 

The moral: a good proof is one which makes us wiser. 

5 Tautologies and Boolean algebras 

5.1 Proposition. A finite list, or "basis," of tautologies-logical polynomials 
in three variables P, Q, R-can be given with the following property. 

Let L be any language in t\, and let ?T be the set of all formulas in L 
which can be obtained from the basis tautologies by substituting all 
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possible formulas in place of P, Q, R. Then any tautology in Lis deducible 
from <If using only the rule of deduction MP. 

The choice of the basis tautologies is by no means unique. Our list will 
consist of the tautologies AO, AI, A2, A3, Bl, B2 in Subsection 3.4 and the 
following tautologies: 

CI -,(P~ -,Q)~(P A Q), (P A Q)~ -,(P~ -,Q). 
C2 ( -,P~ Q)~(P V Q), (P V Q)~( -,p~ Q). 
C3 P~( -,Q~ -,(P~ Q )). 
C4 (P~Q)~(( -,P~Q)~Q). 
C5 (P~ Q)~( -,Q~ -,P). 
C6 (P~Q)~((Q~P)~(P~Q)). 
C7 (P~Q)~(P~Q), (P~Q)~(Q~P). 

We are not trying to economize on the size of the basis, but rather on the 
length of the proof of Proposition 5.1; hence, AO-C7 is not the shortest 
possible list. This does not make any difference for studying the logic of 
el; but the study of modified logical systems, for example those of the 
intuitionist type, requires more careful analysis of this list. 

PROOF OF PROPOSITION 5.1. Let t0 be a finite set of formulas in L, and let 
P be a logical polynomial (with a fixed representation) over 0. For any 
map v : 0 ~ {0, 1 }, we extend v toP using the same rules that defined the 
truth function I I in Subsection 2.5. We set 

pv = { P, 
-,P, 

if v(P) = 1 

if v(P) = 0. 

5.2. Fundamental Lemma. Let 0" = { Q"IQ E 0 }. Then for any v we have: 
<If u 0" f-P" (using MP). 

This lemma expresses the following idea. It is natural to prove Proposi­
tion 5.1 by induction on the length of the tautology. However, the 
component parts of a tautology themselves might not be tautologies. The 
operation of taking P to P" forces any formula to be "v-true" and makes it 
possible for us to use induction. 

5.3. PROOF OF 5.1 ASSUMING THE FUNDAMENTAL LEMMA. Let P be a 
tautology, so that P" = P for all v. Set 0 = {P1, ••• , P,}. By the funda­
mental lemma, §" u { Pf, ... , P,"}f-P using MP for any v: We show that 
then <If u {Pf, ... , P,"_ 1}f-P using MP. Descending induction on r then 
gives the required assertion (the assumption that Pis a logical polynomial 
in P 1, ••• , P, is not used in the induction step). 

The Deduction Lemma 4.5 shows that§" u {Pf, ... , P,"_J}f-(P,"~P) 
using MP; to see this we need only examine the proof and notice that the 
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deduction only used MP and the tautologies in §", since the rule of 
deduction Gen was not needed. 

Since for any v there exists a v' which coincides with v on P 1, ••• , P,_ 1 

but takes a different value on P,, it follows that: P,~P and -.P,~P are 
deducible from '§=" U { P j', ... , P,v_ 1} using MP. On the other hand, the 
tautology C4: (P,~P)~(( -.P,~P)~P) lies in§". Applying MP twice, 
we deduce P. 0 

5.4. PRooF OF THE FUNDAMENTAL LEMMA. We use induction on the number 
of connectives in the representation of P as a logical polynomial over 0 . If 
there are no connectives, that is P E 0, then the assertion is obvious. 
Otherwise, P has the form -.Q or Q1 * Q2, where * is one of the binary 
connectives. 

(a) The case P = •Q. If v(Q) = 0, then Qv = •Q = P = pv. That 
Qv = pv is deducible from ~ u 0v is precisely the induction assumption. 

On the other hand, if v(Q) = 1, then Qv = Q, pv = --, -.Q. Here Q is 
deducible from ~ U 0v by the induction assumption, and then the tautol­
ogy Q~......., -.Q in~ along with MP gives a deduction of pv. 

(b) The case P = Q1 * Q2• For the different connectives and possible 
values of v(Q1) and v(Q2) we first tabulate the formulas for which 
deductions exist by the induction assumption and the formulas for which 
we must find deductions. In the columns under 1\ and V we give formulas 
from which (Q 1 /\ Q2)v and (Q1 V Q2)v, respectively, are deducible using 
MP and the tautologies in \'f (tautologies Cl, C2, and C5). Hence it 
suffices to find deductions of each of formulas 1-16 from ~and the pair 
of formulas on the appropriate row in the second column using MP. 

Deduction of formulas 1-16. 

Given: 
deductions of Must Find: Deduction of ( Q1 * Q2)v 

v(QI) v(Q2) Qr and Q2 ~ 1\ 
0 0 --,Q., --,Q2 1. Q.~Q2 5. --, o(Q. ~ 1Q2) 
0 I --,Q., Q2 2. Q.~Q2 6. --, •(Q. ~ •Qz) 

0 Q., •Q2 3. --,(Q.~Qz) 7. --, •(Q. ~ --,Qz> 
Q., Q2 4. QI~Q2 8. •(Q. ~ 1Q2) 

v(Q1) v(Qz) Qr and Q2 v ~ 

0 0 -,Q., --,Q2 9. 1( 1Q1 ~ Q2) I3. Q.~Q2 
0 I --,QI, Q2 10. •Q.~Q2 I4. 1(QI~Q2) 
I 0 Q., --,Q2 II. --,Q. ~ Q2 I5. o(Q.~Q2) 
1 Q., Q2 12. --,Q.~Q2 16. QI~Q2 

Note that if Pis deducible then for any Q the formula Q~P is also 
deducible (tautology AI and MP) and if -,pis deducible then for any Q 
the formula P~ Q is deducible (tautology B2 and MP). This immediately 
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yields deductions of 1, 2, 4, 10, and 12. If we remove the double negations 
in the 1\ column using tautology Bl and MP, we obtain deductions of 5, 6, 
and 7. And 11 is deducible since by Bl the second column yields a 
deduction of -, 1Q1• In the first and last rows the deductions of I and 4 
yield deductions of Q2 ~ Q1 by symmetry; tautology C6 and MP twice 
give a deduction of 13 and 16 from Q1 ~ Q2 and Q2~ Q1. 

3 is deduced from C3: Q1 ~( 1Q2~ 1(Q1 ~ Q2 )) and the second col­
umn using MP twice. 

8 is deduced from C3: Q1 ~(-,-,Q2 ~-,(Q 1 ~1Q2 )) and the second 
column using MP, applying B 1 to Q2, and again using MP. 

9 is deduced from C3: 1Q1 ~( 1Q2 ~ 1( 1Q1 ~Q2 )) using MP twice. 
15 is deduced from 3 by C7 and C5 and MP twice. 
Finally, the deduction of 3 from Q1 and 1Q2 yields by symmetry a 

deduction of 1(Q2~ Q1) from --,Q1 and Q2• Hence on the second row 
the deduction of 14 is analogous to that of 15. 

Proposition 5.1 is proved. D 

5.5. Tautologies and probability. Tautologies are statements which are true 
independently of the truth or falsity of their "component parts." This 
assertion still holds even if the components of a tautology are assigned 
probabilistic truth values II P II in the algebra of measurable sets in some 
probability space. 

An example: the tautology R V S V -,R V 1S-"either it will rain, or 
it will snow, or it won't rain, or it won't snow" 1-is a reliable weather 
forecast despite the great complexity of the meteorological probability 
space. 

For a precise result, it is convenient to use the terminology of Boolean 
algebras. 

5.6. Boolean algebras. A Boolean algebra B is a set with an operation of 
rank one, with two operations V and (\ of rank two, and with two 
distinguished elements 0 and 1, such that the following axioms hold: 

(a) (A')'= A for all A E B; 
(b) (\ and V are each associative and commutative; 
(c) (\ and V are distributive with respect to one another; 
(d) (a V b)'= a' 1\ b', (a 1\ b)'= a' V b'; 
(e) a V a= a 1\ a= a; 
(f) 1(\a=a; ova=a. 

EXAMPLES. 

(a) B is the set of all subsets of a set M, 'is complement, 1\ is intersection, 
V is union, 0 is the empty subset, and I is all of M. 

1 A Russian proverb (translator's note). 
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5 Tautologies and Boolean algebras 

(b) B is the set of open-and-closed subsets of a topological space M with 

the same operations. 
(c) B is the algebra of measurable subsets (modulo measure zero subsets) 

of a probability space M with the same operations. 

In all of these cases B can be identified with the space of characteristic 
functions of the corresponding subsets of M (taking the value I on the 
subset and 0 on the complement). 

5.7. Boolean truth functions. Let B be a Boolean algebra, and let f9 be a set 
of formulas in a language L. Let II II : f9 ~ B be any map. We extend this 
map to the logical polynomials over f9 (more precisely, to their representa­
tions) by means of the recursive formulas: 

IIP~Q II= (liP II 1\ IIQII)V(IIPII' 1\ IIQII'), 
IIP==:>QII = IIPII'VIIQII, 
IIPVQII = IIPIIVIIQII, 
liP 1\ Qll =liP II 1\ IIQII, 

II --,PII = IIPII'· 

In the case B = {0, 1 }, these formulas coincide with the definitions in 
2.5. We note that V and (\ have different meanings in the left- and 
right-hand sides. 

5.8. Proposition. Let the logical polynomial P be a tautology over f9. Then 

for any map II II : f9 ~ B to any Boolean algebra B we have II P II = 1. 

PROOF. An example of a natural map II II can be obtained as follows: if we 
are given an interpretation of Lin a set M, then the truth functions IPI<0 
can be considered as the characteristic functions of the definable subsets of 
the interpretation class M (compare §2). Hence, our usual truth functions 
are essentially Boolean-valued. They are imbedded in the Boolean algebra 
of all subsets of M, which decomposes as a direct product of two-point 
Boolean algebras {0, 1}. Hence the proposition follows trivially in this 
case. 

In the general case one could use Stone's structure-theorem for Boolean 
algebras. However, instead of this we shall indicate how to reduce the 
problem to some simple computations using Proposition 5.1. Because of 
Proposition 5.1, it suffices to verify that the basis tautologies are II 11-true 
and that II 11-truth is preserved when we use MP. For example, if liP II= 1 

and liP=:> Q II = 1, then liP II'= o while liP II' VII Q II= 1, so that II Q II= I 
by 5.6(f); this answers the question about MP. The truth values of the basis 
tautologies are computed in a similar manner using the axioms in 5.6. D 

Boolean truth functions will be the basic tool in the presentation of 
Cohen forcing in Chapter III. 
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II Truth and deducibility 

Digression: kennings 

I. The process in §5 generates all possible tautologies starting with a finite 
number of tautologies and using a finite number of rules. It has become 
very popular in modern linguistics to attempt to find a suitable description 
of natural languages by means of such generating rules (N. Chomsky and 
others; see, for example, the book Elements de linguistique mathematique by 
A. V. Gladkii and I. A. Mel'cuk, Paris, Dunod, 1972). 

However, many psychologists consider that this conception has little to 
do with the actual process of speech. According to one such opinion, real 
speech has more in common with a game of chance, chasing a fugitive, or 
a river current near a jagged shoreline. The choice of the next word in a 
sentence is determined statistically both by a formulating principle (an 
idea, situation, or psychological state) and by the peculiarities of seman­
tics, grammar, phonetics, and the associative cloud formed by the earlier 
words. 

There is reason to hope that formal grammars are more closely suited to 
describing special fragments of natural languages which are in some sense 
more rigidly defined, such as certain language fragments in poetry or law. 
In these fragments an essential role is played by "prohibitions," which 
weed out, say, all texts not having a certain rhythmic pattern. Even the 
most casual attempt at writing poetry reveals the psychological reality of 
prohibitions in versification. But it is much less obvious that there is a set 
of generating rules which also has a psychological reality. 

2. Yet there has been at least one poetic system in which generating rules 
occupied an important place. One of the basic elements of skaldic (ancient 
Icelandic) poetry consisted of special formulas called kennings. A kenning 
is an expression which can replace a single word. For example, 

"storm of spears" is a kenning for "battle" 

"bush of the helmet" 
"tree of battle" ) 

are kennings for "warrior" or "man" "thrower of swords" 
"giver of gold" 

"sea of the wagon" is a kenning for "earth" 

"fire of war" is a kenning for "gold" 

"sky of sand" } 
"field of seals" 

are kennings for "sea," and so on. 

A simple kenning is a kenning no part of which is a kenning. The 
examples above are all simple kennings. They play the role of axioms; 
obviously, only very great poets have the right to create new simple 
kennings. It falls to the lot of the lesser poets to create new kennings using 
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the rules of deduction. The rule of deduction of a new kenning from earlier 
kennings is as follows: any word in a kenning may be replaced by a (not 
necessarily simple) kenning for that word. Here is a complicated example 
of a kenning together with its decomposition into simple kennings (an 
actual example): 

"thrower of the fire of the storm of the witch of the moon of the steed of the ship stables" 

ship 

shield 

spear 

battle 

sword 

warrior or man 

The Soviet poet Leonid Martynov thought of kennings as metaphors (a 
fundamental error, although an understandable one-kennings and meta­
phors play completely different structural roles in different poetic systems), 
and he wrote a poem "Songs of the Skalds" which ends as follows: 

... But perhaps the translators have gotten a bit carried away? 

No! 
In our times, too, 

might there not live 
some throwers 

of the fire 
of the storm 

of the witch 
of the moon 

of the steed 
of the ship stables, 

or 
squanderers 

of the amber 
of the cold earth 

of the great boar? 
Anything is possible!! 
And who can be so very sure 
That there·are no longer songs 

which could be called 
Surf 

of yeast 
of the people 

of the bones 

Perhaps there really are such songs now, 

Who can tell?? 

of the fjord? 
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II Truth and deducibility 

After all this, the professional opmwn of M. I. Steblin-Kamenskil, 
whose book Icelandic Culture (Leningrad, Nauka, 1967) provided us with 
the above examples, sounds a little anticlimatic: "As a rule, any kenning 
for a man or warrior was no richer in content than the pronoun 'he.' " 

EXERCISES: 

(a) Find the simple kennings from which the last two kennings in Martynov's 
poem are deduced. 

(b) Construct the kennings of maximum length which are deducible from all the 
simple kennings in the above text. Prove that it is impossible to deduce longer 
kennings. 

6 Godel's completeness theorem 
6.1. Let L be a language in t 1, let cp be an interpretation of L, and let Tq,L 
be the set of cp-true formulas. In §3 it was shown that the set Tq,L is 
Godelian: it is complete, does not contain a contradiction, is closed with 
respect to deduction, and contains all the logical axioms Ax L. We say that 
a set of formulas 0 in L is consistent if the set of formulas deducible from 
0 does not contain a contradiction, i.e., if there is no P such that 0 f--P 
and 0 f- -,P; otherwise, we say that 0 is inconsistent. The basic purpose of 
this section is to prove the following converse of the result in §3: 

6.2. Theorem (Godel) 
(a) Any Godelian set Tis the set of cp-true formulas Tq,L for a suitable 

interpretation of L in some set M having cardinality ~ card (alphabet of 
L) + N0. (Here and below we always mean the cardinality of the alphabet 
without the variables.) 

(b) Any set of formulas f, which contains Ax L and is consistent can be 
imbedded in a Godelian set. 

The model M which is constructed in the proof consists of expressions 
in some extension of the alphabet of L, and thus has a somewhat artificial 
character. In the next section we show that, if we are given some natural 
interpretation (M, cp) of L, then we can find a submodel having cardinality 
~card (alphabet of L) + N0. 

6.3 Corollary. (Deducibility criterion). Let 0 ~Ax L. 
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(a) A formula P is deducible from 0 if and only if either 0 is 
inconsistent, or Pis cp-true for all models cp of the set t; having cardinality 
~card (alphabet of L) + N0 . 

(b) A formula P is independent of t;:, if and only if both t; U { P} and 
(;:, u { -,p} are consistent; by Theorem 6.2, this is true if and only if 
0 u {P} and 6; u { 1P} have models. 



6 Godel's completeness theorem 

In what follows we shall often omit the verification that various formal 
deductions exist. If the reader wants to fill in such a verification, this can 
almost always be done more easily using deducibility criterion 6.3 than 
directly. 

PROOF OF THE COROLLARY 

(a) If t9 is inconsistent, then any formula can be deduced from t9 
(Proposition 4.2). Suppose t9 is consistent and P is </>-true for all models of 
t9. Let P = 'Vx1 • • • 'VxnP be the "closure" of P. To prove that t9 f-P we 
consider two cases. 

(a1) t9 u { 1P} is inconsistent. Then t9 U { --,P}f-P, so that, by the 

Deductio_Q lemma, t9 f- -,ji~ P. The tautology ( --,ji~ P)~ P and MP 
give t9 f-P, and then the axiom of specialization and MP give t9 f-P. 

( a2) t9 U { --, P} is consistent. Then, by Theorem 6.2, the set t9 U { --, P} 
has a model. In this model t; is true and P is false, so that this case is 
impossible. 

(b) Suppose that P is independent of t9, i.e., neithe:r P nor --,p is 
deducible. Then, by part (a), there exists a model of t9 in which P is true 
and a model of t9 in which Pis false. The converse is obvious. 0 

We now proceed to the proof of Godel's completeness theorem. 

6.4. Definition. Let t9 be a set of formulas in a language L. The alphabet of 
Lis said to be sufficient for t9 if, for each closed formula --,'V x P(x) in 
t9 there exists a constant cp (depending on P) such that the formula 

Rp: --,'Vx P(x)~ --,P(cp) 

belongs to t9 . 

The intuitive meaning of Rp is: "If not all x have the property P, then 
some concrete object cp can be found which does not have this property." 
We say that the alphabet (rather than t9) is "sufficient" or "insufficient" 
because, if t9 does not contain enough formulas of the type Rp, we can 
simply add all the Rp to t9, while if there are not enough constants cp, we 
then have to add them to the alphabet of the language. 

The plan for proving Theorem 6.2 is as follows. We first prove the 
Fundamental Lemma: 

6.5. Fundamental Lemma. If a set of formulas 5 in a language L is 
consistent and complete and contains Ax L, and if the alphabet of L is 
sufficient for 5 , then 5 has a model with cardinality < card (alphabet of 
L) + N0• 

The next two lemmas allow us to imbed any consistent 5 in a complete 
set, or in one for which the alphabet is sufficient. 
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6.6. Lemma. If f9 is consistent and contains Ax L, then there exists a 
consistent and complete set of formulas f9 ' :J t;J . 

6.7. Lemma. If f9 is consistent and contains Ax L, then there exist: 
(a) a language L' whose alphabet is obtained from the alphabet of L by 

adding a set of new constants having cardinality < card (alphabet of 
L) + 1-(o· 

(b) a set of formulas f9' in L' which is consistent, contains f9 and 
Ax L', and has the property that the alphabet of L' is sufficient for f9 '. 

However, these constructions get in each other's way. If we complete a 
set f9 for which the alphabet is sufficient, we might obtain a set with an 
insufficient alphabet; if we add new constants, we increase the overall 
supply of formulas in the language, and thereby lose the completeness of 
t;J. Hence, we have to alternate the constructions in 6.6 and 6.7 a countable 
number of times in order to prove our last lemma: 

6.8. Lemma. If t_;; :J Ax L is consistent, then there exist: 
(a) a language L(oo) whose alphabet is obtained from the alphabet of L 

by adding a set of new constants having cardinality < card (alphabet of 
L) + 1-(o· 

(b) a set of formulas t;<ool in L(ool which is complete and consistent, 
contains 0 and Ax L(ool, and has the property that the alphabet of L(oo) is 
sufficient for 0(ool. 

After Lemma 6.8 is proved, Theorem 6.2 is obtained from the Funda­
mental Lemma applied to 0(oo) if we restrict the resulting model to L and 
0. 

We now prove the lemmas. The Fundamental Lemma is proved in 6.9, 
and Lemmas 6.5, 6.6, and 6. 7 are proved in Subsections 6.10, 6.11, and 
6.12, respectively. 

6.9. PRooF OF THE FUNDAMENTAL LEMMA. We begin by explicitly con­
structing the interpretation cp of L which will be our model for 0 . 

(a) By a constant term we mean a term in L which does not contain any 
symbols for variables. We let M = U I t is a constant term} be a "second 
copy" of the set of constant terms, and we define the primary mappings of 
the interpretation cp of L in M as follows: 
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cp(c) = c (for any constant c); 

- -
(!1, ... , tr) E cp(p) 

(for each operation symbol f of 
degree r and all constant terms 
t I, ... ' tr); 

if and only if p(t1, ••• , tr) E 0 
(for each relation p of degree r 
and all constant terms t 1, ••• , tr). 



6 GOdel's completeness theorem 

We now prove the following 

(b) Claim. Let P be a closed formula. Then IPI<t> = I if and only if P E 0. 
(This claim implies that <[> is a model for 0. In fact, if P E 0 is not 
closed, then its closure 'tJ x 1 • • • 'tJ xnP is deducible from 0 using Gen, 
and hence, since 0 is complete and consistent, 'tJ x 1 • • • 'tJ xn P E 0 . By 
the claim, 1Vx1 • • • 'tJxnPI<t> = 1, so that IPI<t> = 1.) 

PROOF OF THE CLAIM. We use induction on the total number of quantifiers 
and connectives in P. We shall write IPI instead of IPI.p· 

(b1) P is an atomic formula p(t1, ••• , tn)· The claim follows from the 
definition of IPI and the list of primary mappings, since the t; are constant 
terms (or else P would not be closed). 

(b2) P = 1Q. If IPI =I, then IQI = 0 and Q ~0 by the induction 
assumption applied to Q; since 0 is complete, we have •Q E 0, i.e., 
P E 0. On the other hand, if IPI = 0, then I Q I= 1 and Q E 0, so that 
-,Q ~ 0 since 0 is consistent. 

(b3) P = (Q1 => Q2). We first show that if IPI = 0 then P ~ 0. In fact, in 
this case I Q11 = I and I Q2 1 = 0; by the induction assumption, Q1 E 0, Q2 

tl-0; since 0 is complete, 1Q2 E S; using the tautology Q1 =>( 1Q2 

=> •(Q1 => Q2)) and using MP twice yields Sf- •(Q1 => Q2). Since 0 is 
complete and consistent, all closed formulas which are deducible from S 
belong to f9; hence, 1(Q1 => Q2) = -,pES, so that P f:. S. 

We now show that, if P ~S, then IPI =0. In fact, since Sis complete, 
we then have -,p = 1(Q1 => Q2) E S. The tautologies --,(Q1 => Q2)=> Q1 

and •(Q1 => Q2)=> 1Q2 and MP giveS f-Q 1 and 0 f- 1Q2, so that, since 
S is complete and consistent, Q1 E S and •Q2 E S. By the induction 
assumption, IQ11 =I and IQ2 1 =0, so that IPI = IQ1=>Q2 1 =0. 

(b4) P = Q1 V Q2 or Q1/\ Q2• Using the tautologies which express 1\ 
and V in terms of => and -,, we can reduce to the previous cases; we 
omit the details. 

(b5) P = 'tJxQ. If x does not occur freely in Q, then IPI = 1 is equivalent 
to I Q I = I, i.e., by the induction assumption, to Q E li;. But Q E S is 
equivalent to 'tJ x Q E 0 , in one direction using Gen and in the other 
direction using the axiom of specialization with t = x and then MP. 

We now assume that x occurs freely in Q. We first suppose that IPI = 1 
but P ~ S, and obtain a contradiction. If P ~ f9, then -,p E S, i.e., 
-, 'tJ x Q (x) E S . Since the alphabet of L is sufficient for S, it follows that 
S contains the formula -,'t/x Q(x)=> -,Q(cQ). Applying MP, we obtain 
Sf- -,Q (cQ); since S is consistent, we have Q (cQ) tl- S. By the induction 
assumption, IQ(cQ)I = 0 (Q(cQ) is closed!). This means that IQ(x)l(~) = 0 
for ~ E M if x~ = cQ, contradicting the assumption that I PI = 1. 

We now suppose that I PI = 0 but P E S, and obtain a contradiction. 

Since IPI = 0, for SOJl!e ~EM we have IQ(x)l(~) = 0. Lett be the constant 
term for which x~ = t. Clearly t is free for x in Q, so that 0 =I Q (x)l(0 = 
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IQ(t)l. Hence Q(t) ~0 by the induction assumption, and -,Q(t) E 0 
since 0 is complete. On the other hand, if P E 0, i.e., V x Q (x) E 0, then 
the axiom of specialization Vx Q(x)=> Q(t) gives us 0 f-Q(t). But, since 
-, Q ( t) E 0, this contradicts the consistency of 0 . 

(b6) P = 3x Q. This reduces to the previous case using the axiom which 
expresses 3 in terms of V and negation; we omit the details. D 

6.10. PRooF OF LEMMA 6.6. In order to imbed 0 in a complete and 
consistent set 0 ', we shall have to use Zorn's lemma and the Deduction 
Lemma for L (see Subsection 4.5 of Chapter II). Zorn's lemma will be 
applied to the set 8 0 = the set of sets of formulas 0' in L which contain 
0 and are consistent. The set 8 0 is ordered by inclusion. 

VERIFICATION OF THE HYPOTHESIS OF ZoRN'S LEMMA. Let {0~}nE/ be a 
linearly ordered subset of 8 0, i.e., for any a and {3 we have either 
0~ ..; 0/J or 0/J ..; 0~. Then the union U 0~ belongs to 80. In fact, 
otherwise U 0~ would be inconsistent, and there would exist a deduction 
of a contradiction from a finite number of formulas. Suppose these 
formulas are contained in 0~, ... , 0~ . But one of these sets contains the 

I n 

remaining n - 1; this set would be inconsistent, contrary to the definition 
of 80. 

PROOF OF LEMMA 6.6 FROM ZoRN'S LEMMA. The set 8 0 has a maximal 
element, i.e., a consistent set 0' :J 0 such that if Q f/:. 0' then 0' U { Q} is 
inconsistent. We claim that 0' is complete. In fact, suppose that there were 
a closed formula P such that P f/:. 0' and -,p f/:. 0 '. Since 0' is maximal, 
it follows that 0'u {P}f-R and 0'u { -,P}f-R for any formula R. By 
the Deduction Lemma, 0'f-P=>R and 0'f- -,P=>R. Using the tautology 
(P=>R)=>(( -,P=>R)=>R) and MP, we have 0'f-R, contradicting the 
consistency of 0 '. D 

6.11. PROOF OF LEMMA 6.7. In constructing a language with a sufficient 
alphabet for a consistent set of formulas 0' which contains 0 and Ax L', 
we proceed in the most natural way. 

(a) We add to the alphabet of L a set of new constants whose 
cardinality is that of the alphabet of L + N0 • We obtain a language L'. 

(b) We consider the set of formulas 0 u Ax L' in the language L', 
where Ax L' consists of all the logical axioms of L'. We claim that this set 
of formulas is consistent. In fact, if there were a deduction of a contradic­
tion from t~ u Ax L' in L', then the following procedure would transform 
it into a deduction of a contradiction from 0 in L: take the finite set 
consisting of all the new constants which occur in the formulas in the 
deduction and replace these constants by old variables (in L) which do not 
occur in the formulas in the deduction. It is easily verified that the 
deduction of a contradiction remains a deduction of a contradiction, and 
now lies entirely in L. 
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(c) We consider the setS of formulas P(x) containing one free variable 
x and such that -,Vx P(x) E S u Ax L'. For each P(x) inS we choose a 
new constant cp subject to the following restriction: each cp can be 
assigned a natural number, its rank, in such a way that if a constant of 
rank n occurs in P(x) then Cp has rank > n. This can be done since 
card(S)...;; card(alphabet of L') = card(alphabet of L) + M0. For each P(x) 
in S define the formula 

Rp: -,Vx P(x)=> -,P(cp) 

and finally let 

S'=S uAxL'u{RpiP(x)ES}. 

Call any Rp an R-formula. Note that no R-formula has the form 
-,Vx P(x), so that L' is sufficient for S'.lt remains only to verify that S' 

is consistent. If a contradiction were deducible from S ' then it would be 
deducible using finitely many R-formulas. At least one Rp among these 
must be such that cp does not occur in any of the others: namely, pick Cp 
of maximal rank. Hence it suffices to verify that if S U Ax L' U l5t is 
consistent, where l5t is a set of formulas not containing cp, then the 
addition of Rp does not lead to a contradiction. 

Suppose S u Ax L' u l5t u { Rp} were inconsistent. Then, in particular, 
we would have a deduction of -, Rp and, by the Deduction Lemma, 
S u Ax L' u l5LI-Rp=> -,Rp. The tautology (Rp=> -,Rp)=> -,Rp and MP 
would yield a deduction of -,Rp; that is, 

S U Ax L' U €ttl- -,( -,Vx P(x)=> -,P(cp)). 

Then the tautology •(P=> •Q)=> Q and MP would yield a deduction of 
P(cp). Transform this deduction by replacing the constant Cp with a 
variable y which does not occur in the formulas in the deduction. Since cp 
does not occur in l5t it is easily verified that the transformation yields a 
deduction of P(y) from S u Ax L' U €ft. Using Gen, S u Ax L' u 
l5ti-Vy P(y). But since -,Vx P(x) E S u Ax L', we have S u 
Ax L'l- -,'v'y P(y). Hence S u Ax L' u l5t is inconsistent, contrary to 
hypothesis. 0 

6.12. PROOF OF LEMMA 6.8. Let L be a language in the class e1, and let S 
be a set of formulas in L. We imbed S in a complete and consistent set 
S ', and then apply Lemma 6.7 to (L, f9 '). We let L * and f9 * denote the 
resulting language and set of formulas. We further define inductively 

(L(O), $(0)) = (L, S); (L(i+l), f9U+l)) = (L(i)*, f9U>*), 

and finally 

i=O i=O 

The set s<oo> is consistent, since any deduction of a contradiction would 
be obtained "at some finite level," and all the f;)(i) are consistent. It is 

63 



II Truth and deducibility 

complete, since every closed formula in L(oo) is written in the alphabet of 
£Ul for some i, and 0U+ I) contains the completion of 0(i) in £Ci). Finally, 
the alphabet of L(oo) is sufficient for 0(ool by the same argument. 

This completes the proof of the lemmas. 0 

6.13. DEDUCTION OF THEOREM 6.2 FROM THE LEMMAS. LetT be a Godelian 
set of formulas in L. Applying Lemma 6.8 to T, we imbed (L, T) in 
(L(ool, y<ool), where the pair (L(ool, y<ool) satisfies Lemma 6.5. Let q>(oo) be 
an interpretation of £Cool such as must exist by Lemma 6.5. The cardinality 
of M(oo) does not exceed card (alphabet of L) + N0. The restriction q> of 
q>(oo) to L satisfies the condition T c T<t>L. We prove that T = T<t>L. In fact, 
let P E T<t>L. If Pis closed, then P E T, since either P or -,plies in T by 
completeness, and -,p f}_ T because P is q>-true. If P is not closed, and 
x 1, ••• , xn are the variables which occur freely in P, then 'Vxn Pis closed 
and belongs to T. By the axiom of specialization, P is deducible from 
T U { Ax1 • • • 'c/ xn P }, so that P E T, since T is closed under deduction. 
This proves the first assertion of the theorem. 

The second assertion follows from the analogous argument applied to 0 
instead of T. We find a model q> for 0; then 0 c T<t>L and T<t>L is 
Godelian. 0 

6.14. In conclusion, we note that, if the alphabet of L contains a symbol = 
for which the axioms of equality are included in 0 (or T), then there exists 
a normal interpretation which satisfies Theorem 6.2 and takes = into 
equality. To prove this, we take the above model M and divide out by the 
equivalence relation q>( = ), as in Subsection 4.6. 

7 Countable models and Skolem's paradox 

"I know what you're thinking about," said 
Tweedledum: "but it isn't so, nohow." 
"Contrariwise," continued Tweedledee, "if it 
was so, it might be; and if it were so, it would 
be: but as it isn't, it ain't. That's logic." 

Lewis Carroll, Through the Looking Glass 

7.1. In this section we discuss the technique of "cutting down" models, in 
particular, models for L 1 Set. Let L be a language in t'1, let M c N be two 
sets (or classes in V), and let cp and If; be interpretations of L in M and N, 
respectively, which are compatible in the obvious sense, so that If; is an 
extens~n of q>. We have a natural imbedding of interpretation classes 
MeN. 
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7.2. Definition. A formula Pin Lis called (M, N)-absolute if for all~ EM 
we have 

IPIMW =!PIN(~). 
ey./e write I IM instead of I let>' and so on.) 

The property of being absolute is usually used as follows: if P is 
absolute, and is also N-true, then it is automatically M-true. A formula P 
often fails to be absolute for the following reason: a formula P = 3x Q (x) 
can be N-true, so that N has an object with the property Q, but not 
M-true, because no such object lies in M. The proof of the following 
assertion shows how to handle this situation. 

7.3. Proposition. Let 0 be a set of formulas in L, lett/; be an interpretation of 
LinN, and let M 0 c N be a subset. Then there exists a set M, M 0 c M 
c N, having cardinality <card M0 +card 0 + N0, such that all the 

formulas in 0 are (M, N)-absolute. 

7.4. Corollary (Lowenheim-Skolem). If the alphabet of Lis countable and N 
is a model for 0 , then N has a countable submodel for i£ . 

The corollary follows from Proposition 7.3 if we construct a countable 
submodel with respect to which all the formulas of L are absolute, and, in 
particular, in which all formulas which were true before remain true. 

PRooF OF 7.3. Suppose the set M; c N, i;;;. 0, has already been defined. Set 

M;+ 1 = M; U { x~'lf =f(x, P, ~)}, 

where x runs through the variables in L, P runs through the subformulas 
of the formulas in 0, and ~ runs through the points of M;. and where, for 
each fixed triple (x, P, 0, f(x, P, ~) is any one variation of~ along x for 
which JPIN(f) = 1 if such a variation exists; otherwise the triple does not 
make any contribution to M; + 1• 

Further set M = U '('_ 0M;. M clearly has the desired cardinality. We 
now show that all subformulas of the formulas in 0 are (M, N)-absolute. 
We use induction on the number of quantifiers and connectives in the 
formula. The result is obvious for atomic formulas; the inductive step 
when a new formula is constructed using a connective is also clear. The 
quantifier 'f/ reduces to 3 in the usual way. 

Thus, suppose P is absolute. We show that 3x P is also absolute. It 
suffices to consider the case when x occurs freely in P. For ~EM we 
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have: 

if there exists a variation f E N of ~ along x 

with /P/N(f) =I, 
otherwise. 

if there exists a variation f' E M of ~ along x 
with /P/M(f') = 1, 
otherwise. 

But the conditions on the right are equivalent. In fact, there exists a 
variation YJ of the point ~ along variables which do not occur freely in P, 
such that YJ EM; for some i. Then in the case /3x P/N(~) = /3x P/N(YJ) = 1 
there is a fEN with /P/N(f) =I~ there is an YJ' E Mi+I with /P/N(YJ') = 
I, where YJ' is a variation of YJ along x, by the construction of Mi+I· This 
completes the proof. 0 

7.5. We now apply Corollary 7.4 to the standard interpretation of L 1Set in 
the von Neumann universe V and the set 0 of Zermelo-Fraenkel axioms. 
We obtain a countable model N for this axiom system, but this model has 
one defect: if X E N, some elements in X might not themselves belong to 
N, i.e., E is not necessarily transitive. The following result of Mostowski 
shows how to replace N by a transitive countable model. 

Let N c V be a subclass, and let e c N X N be a binary relation. We 
shall write XeY instead of <X, Y) E e. For any X EN we set 

[X]= {Y/YeX}. 

Suppose that [X]eV for all X EN, i.e., each [X] is a set rather than a class. 
We consider the interpretation q> of L1Set in the class N for which 1>( E) is e 
and q>( =) is equality. 

7 .6. Proposition (Mostowski). Suppose that the axiom of extensionality and 
the axiom of the empty set are q>-true, and that N does not contain any 
infinite chain · · · XneXn_ 1e · · · eX1eX0• Then there exists a unique 
transitive class M c V and a unique isomorphism f : ( N, e)~ ( M, E). 

If we apply this proposition to the countable model (N, E) for the 
Zermelo-Fraenkel axioms in subsection 7.5, we obtain a transitive count­
able model (M, E), that is, a "small universe." (The condition that all 
e-chains are finite even holds in V, as well as in N; [XJ is the subset 
X n N c X, and hence is an element of V.) 

7.7. PRooF OF PROPOSITION 7.6. Using transfinite induction, for every 
ordinal a we construct sets Na. c N, M,_, c V and compatible isomorphisms 
fa: (Na, e/N)~(Ma., E /M) and we show that UNa= N. 
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(a) Since the axiom of extensionality is cp-true and cp( =) is equality, we 
easily obtain X 1 = X2~[X1 ] = [X2] for all X 1, X2 EN. Let 0N EN be the 
interpretation of the constant 0 of the language L1Set. Since the axiom of 
the empty set is cp-true, we may conclude that 0N is the unique element of 
N for which [0N] = 0 E V. We set 

No={0N}, Mo={0}, fo(0N)=0. 

(b) Recursive construction. Let a be an ordinal. Suppose that No., Mo. and 
fa have already been constructed. We set: 

Na + 1 = {X E N I [ XJ C Na 1\ X ~ Na } U Na; 

f .. + I (X) = {f .. ( y) I y E [ x]}' for X E Na + I \ Na; 

Ma+ 1 =image of fa+I =range of fa+I· 

If {3 is a limiting ordinal, we set N13 = U a<fJNa,M/3 = U a<f3Ma, and 
f13 = U a</3 fa. Finally, we set M = U Ma and f = U fa, where the union 
is taken over all the ordinals. 

(c) Inductive proof. We verify that for each a 

(c1) Na is a set, i.e., N .. E V. 
(c2) Ma is a transitive subset of V. 
(c3) fa is an isomorphism of Na with Ma taking E to E. 

(c4) N = U aNa. 

Assertions (c1}--(c3) are obvious for a= 0. If they hold for all a < {3 and if 
f3 is a limiting ordinal, then they also hold for /3. It remains to check the 
step from a to a+ I. 

(c1) [ ] is obviously a function from Na+I \Na to q}l(Na); since the 
axiom of extensionality is true, there exists an inverse function. Its image 
Na+ 1 \ Na is a set, since N,., and therefore qJl (N,.), are sets by the induction 
assumption. 
(~)Any element in Ma+ 1 \Ma has the form {j01 (Y)IYE[X)}, where 

XENa+ 1\N01 • But then [X]CN01 • Hence, an elementfa<Y) of this ele­
ment of Ma + 1 \ Ma belongs to the image off,., i.e., to the set M .. c Ma+ 1• 

This proves the transitivity of Ma + 1• 

(c3) We first verify that fu+ 1 is a bijection. The smjectivity is obvious; 
using the induction assumption, we see that it suffices to verify injectivity 
on Na+I \N ... But if X 1, X2 E N,.+ 1 \Na andfa+ 1(X1) = fa+ 1(X2), then 

Since fa is injective, we obtain [Xtl = [X2], so that XI= x2. 
We then find: 

YEX~ Y E[ XJ~fa(Y) Efa+I (X), 

so that for X E Na+I \ Na the relation YEX goes to fa+ 1(Y) Efa+ 1(X). This 
is clearly sufficient to complete the induction. 
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(c4) Finally, we verify that N = U N ... Let N' = N \ U N .. ; we suppose 
that N' is nonempty and show that this leads to a contradiction. If there 
existed an X EN' such that [X] n N' = 0. then we would have [X] n N 
C UN .. ; then [X] c N .. for some a 0, so that X E Na +I• contradicting the 

0 0 

assumption that X EN\ U Na. On the other hand, if we had [X0] n N' =I= 
0 for all X0 EN', then, successively choosing Xn+l E [Xn] n N', we would 
obtain an infinite chain Xn+ 1eXneXn_ 1e ... eX0, contradicting the hypothe­
sis of the theorem. 

(d) Suppose we have two transitive subclasses M and M', and an 
isomorphism g: (M, E)~(M', E). We set M .. = v .. n M and M~ = v .. 
n M'. An obvious induction on a then shows that g is the identity map. 
The proposition is proved. D 

7.8. Skolem's paradox. Let M be a transitive countable model for the 
Zermelo-Fraenkel axioms. Then the following formulas are M-true: 

the axiom of infinity; 
the power set axiom; 
Cantor's theorem that there is no mapping of x onto ~ (x) for any set x 

(this theorem is deducible from the Zermelo-Fraenkel axioms). 

Since ~(X) is uncountable when X is countably infinite, the content of 
the assertion that the power set axiom is true in the countable model M 
must be very different from the content of the assertion that this axiom is 
V-true. In fact, in L1Set let "y = 6Jl (x)" be abbreviated notation for the 
formula 'ilz("z c x"<=:>z Ey). Let ~EM, x~ =X EM, andy~= Y EM. 
Then we easily see that 

i"y = ~(x)"IMW = 1<=> Y= {ZIZ c X 1\Z EM}, 

i.e., ~(X)M =~(X) n M plays the role of ~?(X) in M. Here ~(X)M is at 
most countably infinite, since M is countable; so, from the usual point of 
view, there exists a mapping of a countably infinite set X onto ~(X)M. 
This does not contradict Cantor's theorem, because the M-truth of 
Cantor's theorem merely means that there are no (graphs of) such map­
pings in the model M. Such graphs may exist outside of M, but, if we add 
such a graph to M (along with everything that must be added for the 
axioms to remain true), we thereby increase M, and at the same time 
~(X)M, and the mapping stops being onto. 

All such ways statements of set theory change their meaning in count­
able models are customarily referred to as Skolem's paradox. 

Cohen was the first who was able to use the properties of countable 
models to prove the nondeducibility of the continuum hypothesis. In his 
models sets of "M-intermediate" cardinality lie between w0 and ~ (w0) M• 

although from an external point of view both w0 and ~ ( w0) M• along with 
all the other sets, are simply countable. Cohen introduced fundamentally 
new ideas of relativizing the very notion of truth, and it is only with the 
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benefit of hindsight that we can so easily understnad the situation in his 
models. For details, see Chapter III. 

Skolem himself, and other specialists on the foundations of mathemat­
ics, were willing to work with countably infinite sets, but not with larger 
infinities. They considered Skolem's paradox to be a manifestation of the 
relative character of set theoretic concepts. In particular, they considered 
that there exist "different continua" ~]' (w0) M• none of which coincides with 
the "real" ~ (w0). 

From the point of view of the topologist or analyst, for whom the 
continuum is a working reality, the existence of countable models means 
that formal language has limitations as a means of imitating intuitive 
reasoning. We encountered similar limitations when discussing the formal 
axioms of induction in §4. 

For the psychologist or philosopher, perhaps the most interesting aspect 
of the situation is that any mathematician can understand the viewpoint of 
another mathematician (without having to agree with it). This means that 
what mathematician A says, though demonstrably incapable of conveying 
unambiguous information about the continuum, nevertheless is capable of 
bringing the brain of mathematician B to the point where it forms an idea 
of the continuum which adequately represents the idea in A's brain. Then 
B is still free to reject this idea. 

"I know what you're thinking about," said Tweedledum: "but it isn't so, 
nohow." 

8 Language extensions 

8.1. In this section we study the formal version of "introducing new 
notation." Here we only consider names of new functions and constants 
which are "demonstrably definable" in the language. Adding such names 
to the alphabet shortens formulas and formal deductions, but does not 
increase the set of deducible formulas-this will be the fundamental 
theorem of this section. 

Of course, in practice, abbreviated notation and well-chosen new names 
can immediately make accessible to our intuition entire areas of mathe­
matical facts that were previously inaccessible. One of the best known 
examples are the groups introduced by Galois to study equations. In 1924, 
commenting on the attempt to curb the inflation in Germany by introduc­
ing a new unit of currency, the Rentenmark, Hilbert remarked skeptically: 
"A problem cannot be solved by renaming the independent variable." But, 
as his biographer Constance Reid noted, Hilbert was wrong: the economic 
situation gradually stabilized. 

We start with the following data. 

8.2. Let L' be a language in f 1 with equality and with an infinite set of 
variables, and let P'(x) be a formula in L' in which x occurs freely. We 
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recall that the abbreviated notation 3! x P'(x) (read: "there exists a unique 
x with the property P"') stands for the formula 

3x P'(x)l\ 'fix Vy(P'(x)I\P'(y)~x =y). 

Let &~ 1 be a set of formulas in L 1 which contains Ax L 1
, the axioms of 

equality, and perhaps some special axioms. Suppose that the formula 
3!x P'(x, y 1, ••• , Yn) is deducible from 0 1

, where P' has no free variables 
other than x,y 1,. ···Yn· Intuitively. this means that P' defines x as an 
implicit function of y 1, •••• y "' and in the informal text we can introduce a 
new notation for this function, say, x = f(y 1, ••• ,yn), and then always use 
that notation. Now we give the formal version of this procedure. 

8.3. Proposition. Under the conditions in 8.2, let L denote the language in t:1 

whose alphabet is obtained from the alphabet of L' by adding a new 
operation symbol f of degree n if n > I, or a constant f if n = 0. Let E9 be 
the smallest set of formulas in L containing Ax L, the axioms of equality, 
&~ ', and the formula P'(f(y 1, ••• , y,.), y 1, ••• , Yn). 

Then there exists an explicitly describable map from the set of formulas 
of the (richer) language L to the set of formulas of the (poorer) language 
L' which correlates with each Q a translation Q 1 and which has the 
following properties: 

(a) Iff does not occur in Q. then the translation of Q coincides with Q. 
(b) If Q is deducible from 0 in L, then Q' is deducible from 0' in L 1

• In 
particular, the set of formulas in L' which are deducible from 0 I in L 1 

coincides with the set of formulas in L which do not contain f and are 
deducible from &~ in L. 

PROOF. 

Translation of formulas. Suppose n ;;;> I. (The case n = 0 is analogous, 
and is simpler, so we shall omit it.) The first effect of adding! is to increase 
the set of terms: L includes terms of the form j(tl' ... , tn), where f can 
occur in t 1, • •• , tn, and so on. In order to decrease the number of 
references to f. we must say "f(t 1, ••• , tn)" in a roundabout way: "that x 
for which P(x, t 1 •••• , tn)." This is the basic idea behind the translation of 
formulas. We now give a precise inductive definition. 

(a) A term f(tp ... , tn) is called a simple f-term iff does not occur in 
t I, ... ' tn. 

(b) Let Q be an atomic formula in L. Iff does not occur in Q, we let Q 
be its own translation. Iff occurs in Q, then there exists a simple !-term 
f(t 1, •••• tn) which occurs in Q. We take the very first occurrence of a 
simple !-term in Q, then take a variable symbol x which does not occur in 
Q, substitute it in place of this occurrence, thereby obtaining a formula 
Q*, and finally construct the formula 

Q'0 ): 3x(P(x, t 1, ••• , tn)l\ Q*(x)). 
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We apply this procedure to Q(l) to obtain Q(2), and so on. After a finite 
number of steps we obtain a formula Q(i) = Q 1 in which f does not occur. 
This Q1 is the translation of Q. 

(c) If Q is not an atomic formula, it has the form -IQ1 or Q1 * Q2 

(where * is a connective), or else 'fly Q1 or 3y Q1• In all cases Q is 
translated automatically using the translations of Q, Q1, Q2, i.e., by 
"adding prime" to the component parts. 

Translation of deductions. The problem is the following: Let Q1, ••• , Qn 
= Q be a deduction of Q from 0, and let Q1 be the translation of Q. We 
must construct a deduction of Q 1 from E9 1 • The most obvious idea is to 
write the sequence of translations Q{, ... , Q~. Why isn't this a deduction 
of Ql from 0 1, since MP and Gen are translated in a trivial way, and 
tautologies are translated as tautologies? Because, for example, the logical 
axiom 'V x R ( x) ==> R (f) might appear in this sequence, and this formula 
stops being an axiom after it is translated, iff occurs in R. Hence, we must 
fill in the sequence Q{, ... , Q~ by adding deductions from 0 1 of certain of 
its terms. This is a rather cumbersome combinatoric procedure, which one 
can read in §74 of Kleene's book Introduction to Metamathematics (Van 
Nostrand, New York-Toronto, 1952). (The moral of the story is that new 
notation really does economize on time and space.) 

Instead of using this procedure, we shall give an ineffective proof that 
0 1 f-Q 1 using the deducibility criterion in 6.3. We state this criterion once 
more: 

(a) If Q1 is true in any model of E9 1
, then 0 1 f-Q 1

• Since t; 1 contains the 
axioms of equality, we can slightly strengthen this as follows: 

(b) If Ql is true in arry normal model of 0 1 then Q1 is rrue in any model of 
E9 I. 

Recall that = is interpreted as equality in a normal model. On the other 
hand, in §4 we showed that in any model = is interpreted as an equiva­
lence relation which is compatible with the interpretation of all the 
constants, functions, and relations. Factoring out by this equivalence 
relation leads to a normal model, in which the truth values of all the 
formulas remain as before. 

(c) The normal models of E9 1 (in the language L 1) coincide with the normal 
models of E9 (in the language L). 

More precisely, we can give the following natural one-to-one correspon­
dence between them which preserves the truth function. We shall limit 
ourselves to the case n > 1. Let cp be a normal interpretation of L 1 in M for 
which IQ'I<I> = 1 for all Q' E 0 1

• In particular, since 0'f-3!x P', we have 

l3!x P'(x, Yt• · · ·, Yn)i.p = 1. 

Computing the truth value on the left at a point ~ E M and using the 
normality of the model, we then find that to every n-tuple <yf, ... , y~) E 
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Mn there corresponds a unique x~· EM such that IP'(x~·, yf, ... , y~)l.p = I 
(this is not the standard notation, but the meaning is clear). We now 
interpret the symbol f (which is the new symbol in the language L) as the 
function Mn~M which takes (yf, ... ,y!) to x~·. We obviously obtain a 
normal model for 0 in L. 

Conversely, any normal model for 0 can be restricted to L' to obtain a 
normal model for 0 '. 

(d) If Q is deducible from 0 in L, then Q' is true in any normal model for 
0'. 

PRooF. Q is true in any model cp for 0. To prove that Q' is true, we begin 
with atomic formulas Q which contain f. In the notation in the first part of 
the proof (translation of formulas), we construct Q* and then Q(l) = 
3x(P(x, t1, ••• , tn)l\ Q*(x)). To verify that IQ(l)l.p =I, for each point 
~ E M we must find a variation f of ~ along x for which 

We determine xg' from the condition IP(x~·, tf, ... , t!)i.p = 1. The descrip­
tion in (c) of the interpretation off shows that we now have I Q*l.p(f) = 
IQI.p(~)= I. 

Thus, truth is preserved in going from Q to Q(,J· Repeating this 
procedure, we find that Q' is true for atomic formulas Q. Finally, the truth 
of Q' in the general case is proved by induction on the number of 
connectives and quantifiers. Combining the results (a}--(d), we then obtain 
0' f4 Q', which completes the proof of Proposition 8.3. D 

8.4. EXAMPLES 

(a) In L1Set the following formula is deducible from the axioms of 
extensionality and pairing (and also the axioms of equality and the logical 
axioms): 

3!x 'ilz(z E X¢=>z = uV z = v). 

Using Proposition 8.3, we see that we may add to L1Set a new degree 2 
function symbol { }, "unordered pair," without changing the set of for­
mulas in L1Set which are deducible from the Zermelo-Fraenkel axioms. 
Therefore, without hesitation we may use not only the abbreviated nota­
tion "x = {u, w}" as before, but also terms which are put together using 
the symbol { }. In particular, (here the use of { } is not normalized, but is 
in agreement with tradition): 

(b) We can introduce notation for the finite ordinals 

0, {0}, {0, {0} }, ... 

as terms in their own right in our language extension, and then imbed 
formal arithmetic in formal set theory. 

72 



9 Undefinability of truth: the language SELF 

(c) After deducing the formula 

3! x (" x is an ordinal";\" x is not finite";\ "V' ordinal y < x, y is finite") 

from the Zermelo-Fraenkel axioms, we can introduce a new constant w0, 

and then continue to introduce names of more and more ordinals which 
are demonstrably uniquely characterized by formulas in L1Set (or in 
language extensions which are formed in the same way). 

We shall make use of this new freedom of action in Chapter III. 

9 Undefinability of truth: the language SELF 
9.1. When modeled in formal languages, arguments of the "Liar Paradox" 
type lead to important theorems on the limitations of the modes of 
expression and proof in these languages. The best known of these theorems 
are Tarski's theorem on the undefinability of the set of true formulas and 
Godel's theorem on the impossibility of effectively axiomatizing 
arithmetic. 

The next three sections are devoted to Tarski's theorem. Our presenta­
tion is based on an excellent article by Smullyan (Languages in which 
self-reference is possible, J. Symb. Logic. vol. 22, no. 1 (1957), 55--67). 

In this section we describe the extremely elementary language SELF 
(which does not belong to el), which was designed to illustrate self-refer­
ence and which graphically demonstrates the idea of such a construction. 
In § 10 we introduce the language SAr, which is just as expressive as L1Ar, 
but does not belong to e1• Its syntax is close to that of SELF, which 
greatly simplifies proofs. Finally, in § 11 we use a method of Smullyan to 
prove Tarski's theorem for SAr. 

9.2. The language SELF (Smullyan's Easy Language For self-reference) 
The alphabet of SELF. E, * (symmetric quotes), r (relation of degree 

1), ---, (negation). 
The syntax of SELF. The distinguished expressions are: labels, dis­

plays, formulas, and names. The label of any expression P is * P * (" P 
in quotes"). The display of any expression P is P * P * ("something 
with a label"). Formulas are expressions of the form rE . .. E * P * or 
-,rE . .. E * P * , where E appears k ~ 0 times after r. We use the 

abbreviated notation rEk * P * and -,rEk * P * for formulas. Finally, 
we introduce the binary relation "is the name of' on the set of all 
distinguished expressions. This relation is defined recursively: 

(a) The label of P is a name of P. 
(b) If Pis a name of Q, then EP is a name of the display of Q, i.e., a name 

of the expression Q * Q * . 
9.3. Remarks 

(a) If P is a name of Q, then the display of Q has at least two different 
names: EP and * Q * Q * * . Thus, an expression can have several 
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names. But, conversely, an expression is uniquely determined if we know 
its name; names all have the form Ek * P * , k ;;;. 0. We shall write N ( Q) 
in place of "one of the names of Q." 

(b) Every formula has the form rN(Q) or irN(Q). In 9.4 we interpret 
such a formula as the statement, "The expression Q has (or does not have) 
the property R," and it is natural that the formula, in saying something 
about Q, "calls Q by name." 

(c) The expression E * E * is one of two possible names for itself. In 
exactly the same way, the formula rE * rE * "says something about itself" 
(see 9.5). The language SELF was constructed precisely in order to 
produce these effects of self-reference with the fewest possible modes of 
expression. 

9.4. The standard interpretations. In order to give one of the standard 
interpretations of the language SELF, we choose any set (property) R of 
expressions of the language and introduce the truth function I IR on the 
formulas by stipulating 

1-iirN(Q)iR = irN(Q)IR = { l, if Q E ~ 
0, otherwise. 

We say that a formula is R-true (R-false) if the value of I IR on the 
formula equals I (resp. 0). 

9.5. Undefinability Theorem. For any property R 

R { fi I } { R- true formulas 
n ormu as =I= 

R -false formulas. 

PRooF. 
(a) The formula Q = irE* irE* is R-true~rE * irE* is R­

false~ Q (£ R, since E * irE * is a name of the display of irE, i.e., a 
name of Q. Thus, Q cannot both lie in R and be true, which proves the 
first part of the theorem. The connection with the Liar paradox becomes 
clear if we note that Q says about itself: "I do not have the property R." 

(b) Analogously, the formula rE * rE * says about itself: "I have the 
property R," and so cannot both lie in R and be R-false. D 

10 Smullyan's language of arithmetic 

10.1. In this section we describe the language of arithmetic SAr and its 
standard interpretation. The main difference between SAr and L1Ar is that 
in SAr we are allowed to form "class terms"-names of certain sets of 
natural numbers. More precisely, if P (x) is a formula in SAr with one free 
variable x, then the expression x(P(x)) in SAr names the set {x E NIP(x) 

- -
is true}, and the expression x(P(x))k, where the term k is a name for an 
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integer k ;> 1, is a name for the statement "k satisfies P." The greater 
richness of the modes of expression in SAr, as opposed to L1Ar, does not 
increase the class of subsets in U ,~ 1N' which are definable by formulas. 
But it brings the syntax of SAr so close to that of SELF that we can 
imitate the proof of Theorem 9.5. 

In addition, the alphabet of SAr is somewhat altered and shortened in 
comparison with the alphabet of L 1Ar, but this is only done in order to 
simplify the description of the syntax. These changes do not make the logic 
of SAr any poorer. 

10.2. The alphabet of SAr: x (a variable); '(used to form a countable set of 
variables x, x', x", ... ); · (multiplication, a degree 2 operation); j (raising 
to a power, a degree 2 operation, as in Algol); = (equality);_~ (a 
connective, the conjunction of negations); (, ) (parentheses); and 1 (the 
constant one). 

10.3. The syntax and interpretation of SAr. Because w~ are allowed to form 
the class terms x(P(x)) and the formulas x(P(x))k, the syntax is more 
complicated than in languages of e1 • We use induction on the integer i ;> 0 
to define two sequences of sets of expressions: Tm2; (terms of rank .;;; 2i) 
and F/2;+ 1 (formulas of rank < 2i + 1). (Using double induction--{)n the 
rank of the term or formula, and, within the set Tm2; or Fl2i+l• on the 
length of the term or formula-one can prove a unique reading lemma; 
this lemma is the basis for defining free and bound occurrences of 
variables and truth functions. However, since there is nothing new here 
beyond what was done in § 1, we leave the details to the reader.) 

Along with our description of the syntax, we give a parallel description 
of the standard interpretation of SAr in N. In order to interpret expres­
sions with free variables, we must fix a point g E NN = N X N X ... , 
which we shall identify with the corresponding infinite vec:tor with natural 
number coordinates. Here the value of the kth variable (x' · · · ')E (k- 1 
primes) is in the kth place in the vector. 

(ao) Tm0 is the set of numerical terms i.e., the least set of expressions 
which COIJ.taJ!IS _t_hf! variables x, x', x", . . . and the names of the natural 
numbers 1, 11, lli, ... and is closed with respect to forming the expressions 
(t 1) • (t0 and (t1)j(t2), where t; E Tm0 • 

Instead of x' · · ·' (k- I prim~s) we shall wri.!_e xk, and instead of I ... I 
(k ;> 1 ones) we shall write k. The term k is interpreted as k (not 
depending on g); xi is interpreted as the kth coordinate of g; and, if 
tf, t~ EN have already been determined, then ((t1) • (t0]E = tft~ and 
((t1)j(t2)]E = (tf)ll. The occurrences of the expressions xk = x' · · ·' in any 
term in. Tm0 are obviously independent of one another. All such oc­
currences are considered free. 

(b0) F/1 is the least set of expressions which contains all e·xpressions of the 
form t1 = t2 (where t; E Tm0) and is closed with respect to forming the 
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expressions (P1}l,(P2), where P; E F/1• In other words, F/1 is the logical 
closure of the set of atomic formulas { t1 = t2 1t; E Tm0 }. 

Choosing a point~ determines a truth value for any formula P E F/1 by 
induction on the number of times 1 occurs: 

Itt= t21m = , 1 tl- t2, { 1 "f ~- ~ 

0, otherwise; 

I<PI H<P2 )lm = { 1, if IP~Im = IP21m = o, 
0, otherwise. 

All occurrences of variables in elements of F/1 are independent of one 
another, and are considered free. 

Now let i;;;. I, and suppose that the sets Tm2k_ 2, Fl2k-l are already 
defined for k < i along with the interpretations and the division into free 
and bound occurrences of variables. We define the next sets Tm2; and 
Fl2;+ 1 as follows. 

(a;) Tm2; consists of the class terms of rank < 2i: 

Tm2;_ 2 U {xk(P)Ik;;;. I, P E F/2;_ 1 } 

(Tmo need not be included when i = 1). These elements have the following 
interpretation: 

( xk ( p) )~ = ( xflf runs through the variations of ~ along xk ) . 

for which IPI(f) =I 

All occurrences of the variable xk in xk(P) are considered bound, and the 
occurrences of other variables remain the same (free or bound) as in P. 

(b;) Fl2;+ 1 is the logical closure of the set of expressions 

Fl2;_ 1 U {xk(P) = xk(Q)Ik;;;. I; P, Q E F/2;_ 1 } U { Tklk;;;. 1, T E Tm2;), 

The truth function is defined as follows: if we set xk(P) = T1 and xk(Q) = 
T2, then 

lxk(P) = xk(Q )1m= { I, 
0, 

if Tf = T} as subsets of N, 

otherwise; 

I Tkl(~) = { I, if k E ~~, 
0, otherw1se. 

The function II is extended to the logical closure in the ~arne way as in b0). 

All occurrences of variables in xk(P) = xk(Q) and in Tk are the same (free 
or bound) as in the corresponding class term. Composition using the 
connective 1 does not change the nature of the occurrence. As in subsec­
tion 2.10, one can prove that IPI(~) only depends on the ~-values of the 
variables which have free occurrences in the formula P E U ': 0Fl2;+t· 

This finishes the description of the syntax and semantics of SAr. 
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In conclusion, we show that the classes of sets in U r;~ 1 N' which are 
definable by formulas in L1Ar and in SAr coincide. This result is not used 
in the proof of Tarski's theorem in the next section. However, the result 
itself and the method of proof are instructive, and we shall return to these 
ideas in Part III of the book. 

Let L1Ar have a countable set of variables. If we denote them by 
x 1, xl> ... , xn, ... and identify X; with x' · · ·' (i- 1 primes), we can also 
identify the interpretation classes for L1Ar and SAr in the obvious way. 
Our claim that the classes of definable sets coincide is then an immediate 
consequence of the following stronger fact: 

1 0.4. Proposition. Two translation mappings 

{formulas of L1Ar} ~ {formulas of SAr} 

can be explicitly defined with the following properties: 

(a) At every point g the troth values of any formula and its translation 
coincide. 

(b) The sets of free variables of any formula and its translation coincide. 

We note that the mappings we define will not be inverse to each other! 

PRooF. 
(a) The translation from L1Ar to SAr. The translation of a formula P will 

be denoted "P". We first translate atomic formulas, and then use induc­
tion on the length. The alphabet of SAr does not have addition, but it has 
both multiplication and raising to a power, so that in place of z = x + y we 
can write 2z = 2x · 2Y. 

(a1) Atomic formulas. They have the form t 1 = t 2• By "carrying out the 
operations," we replace every nonzero term in L1Ar by a "normalized 
term," i.e., a polynomial of the form "i.x/' · · · x~·, where the monomials 
are written in the form ( ... (x 1·x1) • ••• ·x1) ·x2) ••• ), then arranged in 
lexicographical order, and finally separated by parentheses: ( ... ((m 1 + 
m2) + m3) + ... ). It is clear how to correlate such a term t to the term 
"ltt" in SAr. For example, "lt((x 1) • (x 1) + x2)" is (2t(x 1) • (x 1)) • (2t(x2)). 

By definition, the translation "2t0" is 1. Then we define the translation of 
the formula t 1 = t2 to be "2tt1"="2tt2." It is clear that such a formula and 
its translation have the same variables and are true at the same points g. 

(az) If "Qt" "Q1," and "Q2" have already been defined, then" -,Q" is 
defined as "Q'T'Q". We similarly construct "Q 1 * Q2" for the other 
connectives (see "Digression: Syntax" in Chapter I). 

( a3) If "Q" has already been defined, then "T/ xk Q" is defined as 

xk("Q") = xk(xk = xk). 

Both the formula and its translation are true at a point g if and only if Q 
(and "Q") are true at all variations f of g along xk. They also have the 
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same free variables, since, by induction, we may assume that this is the 
case for Q and "Q." 

(a4) By definition, "3xk Q" coincides with" -,\lxk -,Q." 
(b) The translation from SAr to L1Ar. As before, we let "P" denote the 

translation of a formula P, although this time P will be a formula in SAr 
and "P" will be a formula in L1Ar. 

There is a subtle point here, namely, how to translate x 1 = x2fx 3• It will 
be shown in Part II of the book that such a translation exists, and can even 
be taken in the form 3x4 · · · 3xn p(x 1, x 2, x 3, x 4, ••• , xn), where p is an 
atomic formula in L1Ar. Here we shall take this fact on faith, and choose a 
translation "x 1 = x 2 t x 3" once and for all. 

(b 1) Translation of formulas in Fl0. The following rules give an inductive 
definition: 

~'t1.._= t2" has exactly the same form if ! 1, t 2 E {variables} U 

{1, 11, ... } (of course, in the sense that x, ... , is replaced by xk and 

I· · · I is replaced by (- · · (1 +I)+ I)+ · · · )). "xk = t 1 • t/' has the 
form 3x; 3x/"x; = t1"A"x1 = t2"Axk = x;·x) and "xk = t1ft2" has the 
form 3x; 3x/"x; = t 1" A"x1 = t2" Axk = x;tx/'), where X; and x1 are the 
first two variables not occurring in t 1 or t2• We similarly trapslate formulas 
with the left and right-hand sides permuted, and also with 1 · · · 1 instead 
of xk. We further stipulate that "t 1 = t2" has the form 3x;("x; = t 1" A"x; = 
t2"), where X; is the first variable not occurring in t 1 or t2, and where we 

- -
only assume that neither t 1 nor t2 is a variable or I · · · I. It is clear that 
the truth function and the set of free variables are preserved under these 
translations. 

(b2) Suppose that the formulas in Fl2;_ 1 have already been translated. 
Let 

"xk(P1 ) = xk(P2 )"be \lxk("P 1"~"P2"), and 

"xk ( P )ii" be "P" ( ii), 
- - -

where on the right ii = ( · · · (I+ 1) + I)+ · · · ) is substituted in place of 
all free occurrences of xk in" P." This completes the proof. D 

11 Undefinability of truth: Tarski's theorem 

11.1. The language SAr is interpreted in N, and not in the set of its own 
formulas the way SELF is. In order to be able to determine the set of 
definable formulas, we number formulas by (certain) integers as follows. 

We number the symbols of the alphabet (of which there are nine) from 
1 to 9 in any order, as long as I corresponds to 9. We then set (here 
a; E {alphabet of SAr} and v(a;) is the number of a;): 

k 

number (a 1 • • • ak) = n(a 1 • • • ak) = L v(a;)Hf-i+ I. 
i=l 
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II Undefinability of truth: Tarski's theorem 

In other words, we obtain the number of an expr~sion by replacing all of 
its symbols by the corresponding decimal digits (1 is replaced by 9), then 
reading the resulting number in the decimal system and adding I. It is 
clear that an expression can be reconstructed in a unique way if we know 
its number. 

The name in SAr of the number of an expression P, i.e., 
l · · · l(n(P} times), is called the label of P. As in SELF, we shall denote 
the label of P by * P * (but now this is abbreviated notation). We call the 
expression P * P * the display of P. 

11.2. Definition. Let P(x) be a formula in SAr with one free variable x. 
(a) An expression Q satisfies P if the number of Q lies in the set 

{kiP(k) is true}. 
(b) An expression Q is displayed in P if the display of Q satisfies P. 

11.3. Lemma. Let P ( x) be as in 11.2. Let P E( x) denote the formula 
P( (x)· ({IO)j(x))} (i.e., the term "xlOx" is substituted in place of all free 
occurrences of x). Then the set of expressions satisfying PE coincides with 
the set of expressions displayed in P. 

PROOF. If Q l!as number k, then the display of Q has number k· IOk 
(which is why I has number nine!): 

n(Q * Q *) = n(Q 1 · · · I ) 

n(Q) times 

= (n(Q) -l)IO"<Q> + 9 · · · 9 +I= n(Q}IO"<Q>. 
'----r-----' 

n(Q} times 

Hence, n(Q) satisfies P -A...if and only if n(Q * Q *)satisfies P. 

11.4. Theorem. For any formula P(x) as in 11.2, we have: 

. . { the set of true formulas 
the set of formulas sat1sfymg P =!= h .r r l r 

t e set o1 1 a se 1 ormulas. 

0 

PROOF. We consider the Tarski-Smullyan formula S : xPE * xPE * . 
According to the definitions, we have (recall that xPE is a class term and 
* xPE * is the name of a number): Sis true<=>xPE satisfies PE<=>xPE is 

displayed in P (by Lemma 11.3) <=>the display of xP E satisfies P <=> S 
satisfies P. Hence, S is either not false and satisfies P, or else is false and 
does not satisfy P. Therefore, the set of formulas satisfying P cannot 
coincide with the set of false formulas. As in §9, the formula S says, "I 
satisfy P." 
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Similarly, the formula 

x((P)t(P))E * x((P)t(P))£ * 

says, "I do not satisfy P," and thus either satisfies P or is true, but not 

both. The theorem is proved. 0 

11.5. Of course, Lemma 11.3 is p~re magic. The decimal system really has 

nothing to do with all this, and 1 did not really have to be number nine, 
but this way everything is much prettier. 

More generally, let ?Ar be any language of arithmetic with a finite 
alphabet containing the alphabet of SAr. Let the rules for forming dis­
tinguished expressions and the standard interpretation of formulas in ? Ar 

be an arbitrary extension of the rules in SAr. We only require that the 

terms and formulas in SAr keep their earlier meaning, and that, for any 

formula P(x) in ?Ar with a free variable x, the expression x(P(x))k must 
be a formula in ?Ar and be interpreted by the same recipe as in SAr. (For 

example, we might add to SAr the + sign, the connectives, and the 

quantifiers, and then allow formulas to be constructed by the rules of f.::\ as 
well, thereby imbedding L 1Ar in ?Ar.) 

Then the Undefinability theorem 11.4 holds for ?Ar. 
We must choose the numbering as follows: if m is the number of 

elements _in the alphabet of ?Ar and v is a numbering of the symbols for 
which v(l) = m, then 

k 

n(a1 · · ak) = ~ v(aJ(m + I)k-i + 1. 
i=l 

Then, using the same conventions as before, we have 

- -
n(Q*Q*)=n(Q 1···1 

n( Q) times 

n(Q)-1 

=(n(Q)-i)(m+1((Q)+m ~ (m+l)J+l 
}=0 

= n(Q)(m + l((QJ. 

Defining PE(x) as P((x)· ((m + l)i(x))), without any further alterations 
we obtain Lemma 11.3 and Tarski's theorem for ?Ar. 

11.6. Remarks 
(a) If Tarski's theorem were not true, and there were a formula P(x) 

such that { Q I Q is a formula and P( n ( Q)) is true} coincided with the set 
of all true formulas of arithmetic, then this would mean that all number 
theoretic questions would reduce to a series of problems all of the same 
type. Instead of asking, "Is assertion number n true?" we could ask, "Is 
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P ( ii) true?" Although such an all-encompassing problem could still be 
rather complicated (in a certain sense even "infinitely complicated," see 
Part III), Tarski's theorem says that arithmetic has much more diversity 
than could be contained in any such single problem. 

(b) We still have reason to suspect that perhaps everything worked out 
this way because we could "cleverly" number the formulas. This is not the 
case; the results in Part III will imply that Tarski's theorem remains true 
for any numbering in which a formula and its number can be effectively 
reconstructed from one another. 

(c) It is natural to ask whether the set of numbers of provable, or 
deducible, formulas is definable (for some set of axioms and rules of 
deduction, for example in SAr). The answer is yes this set is definable. We 
shall give some intuitive considerations in this direction, which anticipate 
the systematic theory in Part III. 

However we define the notion of provability, it is natural to expect it to 
have the following property: there exists an algorithm (for example, a 
computer program) which for any text of the given language determines 
whether this text is a proof and, if so, of what formula. 

We now write a program which constructs the texts in the language in 
lexicographical order, verifies whether each one is a proof, and, when it is, 
computes the number of the formula it proves. Roughly speaking, the 
graph of the function (number of a proof)~ (number of the formula 
proved) is definable in L1Ar because machine logic and arithmetic are 
imbedded in L1Ar. Hence, the set of numbers of provable formulas is 
definable in L1Ar, in SAr, or in any language ?Ar as in 11.5. 

Combining this discussion with Tarski's theorem, we obtain the follow­
ing form of Godel's theorem: 

11.7. Godel's Incompleteness Theorem for Arithmetic. In any language of 
arithmetic of type ? Ar, and for any definition of deducibility in which the 
set of (numbers of) deducible formulas is definable, 

{ true formulas} * {deducible formulas}. 

In Part III we discuss more general formulations of this theorem and 
other versions of the proof, and we give a detailed verification of the 
principle in ll.6(c) for deductions in L1Ar. 

Digression: self-reference 

In natural languages it is only recently that linguists have taken note of the 
so-called "performative" statements. The characteristic feature of such a 
statement is self-reference, which can be defined as the ability to "refer to a 
reality that it creates itself, because it is stated under circumstances which 
make it into an act" (E. Benveniste, La Philosophie analytique et le 
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langage, Les Et. Philos., No. 1 (1963) 9). Examples of performative state­
ments include: "I solemnly swear," the saying of which constitutes the act 
of swearing; "I proclaim a general mobilization," and "I appoint you 
director," when these two statements come from an authority that has the 
power to carry out the respective acts. If we look carefully at the semantics 
of performative statements, we find an imperative nuance, even though it 
is expressed by the declarative mood of the verb. 

In this connection, it is interesting to compare the role of self-reference 
in formal and algorithmic languages (see also subsection 1.2 of Chapter I). 
In formal languages (and, in general, in descriptive languages), self-refer­
ence leads to logical circles, to paradoxes, or, if we try to avoid logical 
circles, to demonstrations of certain inadequacies of the language. On the 
other hand, in algorithmic languages (and, in general, in control languages 
and systems), self-reference is the most important device for turning a 
finite program into a process that is potentially arbitrarily long ("loops"); 
it takes part in the control instructions (feedback), and is among the 
fundamental possibilities of the system. 

A similar dichotomy can also be found in psychological behavior­
compare with the distinction between introspection and self-improvement. 

Finally, self-reference can play a role in the genetic causality of aging 
processes (of biological and social systems). A self-regenerating cycle, 
when repeated many times, leads to erosion at the place of generation. 

12 Quantum logic 

12.1. The last section of this chapter is devoted to certain physical facts 
and to the mathematical constructions which have been developed to 
describe them. In particular, we discuss von Neumann's theorem that it is 
impossible to introduce hidden variables into the quantum mechanical 
picture of the world. This material, while not completely traditional for a 
course in logic, is relevant here for two reasons. 

In the first place, von Neumann's theorem is a vivid example of a 
metaphysical assertion. It is concerned with properties of the language, 
rather than with the subatomic world described by the language, and thus 
is analogous to, for example, Tarski's theorem in metamathematics. This is 
why it occupies an isolated position in physics, and why we are interested 
in it here. 

In the second place, analyzing quantum mechanical phenomena reveals 
a profound divergence between the internal logical structures of the 
macroworld and the microworld. Although explanations of these dif­
ferences by means of natural language and natural logic are agonizingly 
difficult and, in the last analysis, always leave one feeling unsatisfied, these 
attempts to explain continue. The development of the foundations of 
physics in the twentieth century has taught us a serious lesson. Creating 
and understanding these foundations turned out to have very little to do 
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with the epistemological abstractions which were of such importance to the 
twentieth century critics of the foundations of mathematics: finiteness, 
consistency, constructibility, and, in general, the Cartesian notion of intui­
tive clarity. Instead, completely unforeseen principles moved into the 
spotlight: complementarity, and a nonclassical, probabilistic truth func­
tion. The electron is infinite, capricious, and free, and does not at all share 
our love for algorithms. 

The following exposition is based on the article by S. Kochen and E. P. 
Specker in J. Math. Mech., vol. 17, no. I (1967), 59--87. Subsections 
12.9-12.16 contain pure algebra and formally do not depend on the 
preceding semi-physical considerations. 

12.2. The atom of orthohelium. We now describe certain characteristics of 
the behavior of the physical system "an atom of orthohelium in the state 
n = 2, I= 0, s = 1." Such a helium atom is in an excited state: its two 
electrons are on the second energy level, and their spin is pointed in the 
same direction. Nevertheless, the state is meta-stable, because, in order to 
fall to the first energy level, the electrons must turn their spins in opposite 
directions (parahelium); this creates a certain stability. 

Spin is a physical quantity which is expressed in the same units as the 
"angular momentum." The total spin of our system (in atomic units: 
h = 2'1T) is represented by a unit vector in physical three-dimensional space. 
As a first approximation we may think of it as changing with time but 
having instantaneous values which can be measured. (The inadequacy of 
this picture will soon be demonstrated.) 

An experiment for the purpose of measuring the instantaneous value of 
the spin of our system could consist of turning on a magnetic field having 
a specified geometry and registering the shift in energy levels (spectral 
lines) of the atom. Each outcome of such an experiment can be precisely 
interpreted as a measurement of the projection of the spin on some axis, 
which is uniquely determined by the geometry of the field. We shall 
identify these directions with points of the unit sphere S 2 • 

Quantum mechanics makes the following positive assertions concerning 
measurements of the spin of orthohelium. The following quantities are 
measurable: 

(a) the projection s(a, t) of the spin in the direction a E S 2 at the 
moment of time t; 

(b) the lengths isi(a;, t), i = 1, 2, 3, of three projections of the spin in 
three pairwise orthogonal directions {a 1, a2, a 3 } c S 2 (a "frame") at the 
timet. The predictions concerning the results of these measurements are as 
follows: 

(c) s(a, t) is a random variable which can only take the values - 1, 0, 1. 
(The probabilities of these values can be predicted from the results of the 
previous measurements, but this is not essential for us here.) 

(d) L~= 1isi(a;, t) = 2 for any frame { a 1, a 2 , a 3 } and any t. 
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12.3. Attempt at a classical interpretation. This could consist in adopting the 
following hypotheses A and B: 

A. There is a certain space Q of "hidden variables" or "internal states" 
of the system and a function s(a, t; w), wE Q, such that, if the system is in 
the state w at time t, then s(a, t; w) is the "true value of the projection of 
the spin on the a-axis" at this moment. 

B. The probabilistic aspect of the predictions in 12.2(c) results from 
our not knowing the exact values of w = w(t), so that for some measure 
dJJ-(w) we have 

mathematical expectation of s(a, t) = fns(a, t; w) dJJ-(w), 

and similarly for lsi. 
Generalizing, we might suppose that Q does not only depend on the 

system itself but also on the arrangement for measuring the spin; Jl may 
depend on the time, and so on. However, all of these possibilities actually 
contradict the predictions in 12.2(c) for the following startling reason. 

12.4. Proposition (Kochen, Specker). There does not exist a mapping S 2 ____,. 

{0, 1} such that for every frame {a., a2 , a 3 } this mapping takes the value 
zero on precisely one of the directions a;. Moreover, it is possible to 
construct a finite system r c S 2 of 117 points with the following property. 
For any mapping k : r----" {0, 1} either there is a frame { a 1, o: 2, o:3 } c ron 
which k does take the value 0 exactly once, or else there is a pair of 
perpendicular directions {a!> a2} c r on which k equals 0. 

Here we note that adopting both the assertions in 12.2 and the hypothe­
ses in 12.3 would allow us to construct such a mapping of the sphere. In 
fact, it would be sufficient to consider 

S 2 ----'> {0, 1}: a f-+ lsi(a, t; w) 

for fixed t and w. By 12(c), lsi only takes the values 0 and 1, and, by 12(d), 
it takes the value 1 twice and 0 once on any frame { a 1, a2, a 3}. 

We prove Proposition 12.4 in subsections 12.12-12.15, and now proceed 
to a more systematic study of "quantum logic." We shall adhere to our 
customary and useful dualism between "language and interpretation," 
although these categories are much less formalized and are harder to 
distinguish from each other in physics. 

12.5. The language of nonrelativistic quantum mechanics. We have a some­
what unusual situation in that quantum mechanics does not really have its 
own language. More precisely, to describe a physical system S such as a 
"free electron," "atom of helium in a magnetic field," etc., quantum 
mechanics uses a certain fragment of the language of functional analysis, 
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.. oriented on describing S." Assuming that the reader is familiar with 
functional analysis, we shall limit ourselves to a glossary of the most 
frequently used terms. We also give some synonyms used by physicists to 
indicate the "physical sense," i.e., the interpretation, which will be consid­
ered separately in our text. 

(a) A separable complex Hilbert space X 8 • Here we are also interested in 
its one-dimensional subspaces and its vectors of length one. A synonym for 
the former is the (pure) states, and for the latter is the (normalized) 
~/~-functions, or, more precisely, the instantaneous values of the ~/~-func­

tions. 
(b) Unitary representations of R in Xs: n-~ ul = e-iH,t. For synonyms 

we have t ~ lfr is the dynamic group; t is the time; and the infinitesimal 
generator Hs (which is a self-adjoint operator) is the dynamic operator, or 
Hamiltonian, of S. 

(c) SchrOdinger equation: 'dl/11 / 'dt = - iHsl/11• It is satisfied by the ~/~-func­
tions 1/11 = e-Hst, which evolve with time. 

(d) Self-adjoint operators in Xs. Synonym: the observables of the 
system. The operator Hs is an energy observable. The discrete spectrum of 
Hs gives us the energy levels of S. We shall be especially interested in the 
orthogonal projection observables. Here the pure states Co~- c Xs are in 
one-to-one correspondence with the projections P~ onto the corresponding 
subspace. 

Another important class of projections is constructed using the spectral 
decomposition theorem. Let A = f~ ~A dPA (A). Then the projection PA ( U) 
is defined for any Borel subset U c R. In the simplest cases its image is 
spanned by the vectors in Xs which are eigenvectors for A with eigenval­
ues in U. 

Projection observables are also called "questions" (Mackey) or .. Eigen­
schaften" (von Neumann). 

(e) Commuting operators. Synonym: compatible (or simultaneously 
measurable) observables. For unbounded operators A and B, whose formal 
commutator may have an empty domain of definition, we define com­
mutativity to mean that PA ( U1) and PB( U2) commute for all Borel sets 
U1, U2 cR. 

(f) Unitary representations in Xs of various groups, such as S0(3), 
SU(2), Sn, etc. Synonym: symmetries of the system S (if the representa­
tions commute with the Hamiltonian Hs), or approximate symmetries (if 
Hs = H 0 + Hj, where the representations commute with HO> and H 1 is a 
.. small perturbation"). 

12.7. EXAMPLE. Let S be .. an electron in the electric field of a proton" 
(where we disregard the motion of the proton, the spin, and the relativistic 
effects). Here: 

Xs = L 2(E 3) consists of the square integrable complex functions in the 
Euclidean "physical coordinate space of the electron." 
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Hs is the self-adjoint extension of the operator 

- _h_ 11 - .! e2 
4?Tm h r ' 

where h is Planck's constant, m is the mass of the electron, e is its charge, 
and r is its distance from the origin (where the proton is). 

The energy levels (the discrete spectrum of Hs) are: En = 
- (2'1T 2me4 I h2) I (1 I n2), n = I, 2, 3, . . . . The eigenfunctions t[; corre­
sponding to the points of this spectrum are the states of an electron in a 
hydrogen atom. The energy level n = I corresponds to the unexcited state, 
and the other values of n correspond to excited states. The positive 
semiaxis is the continuous spectrum of Hs; in states with positive electron 
energy, "the hydrogen atom is ionized." 

The most important observables of the electron are: the operators of 
multiplication by the three coordinate functions x1 (the coordinate observ­
ables ), and the self -adjoint extension of the operators PJ = ( h I2'1Ti)( a I ax) 
(the momentum projection observables). The operators x1 and p1 do not 
commute, so that the xrcoordinate and the projection of the momentum 
on the xraxis are not simultaneously measurable. 

The system S is spherically symmetric. The natural representation of 
S0(3) in L 2(E 3) commutes with Hs. The restriction of this representation 
to the subspace of Xs corresponding to the discrete spectrum of H s in a 
natural way splits into a direct sum of representations corresponding to a 
given energy level En. This En-subspace, in turn, splits into a direct sum of 
representations of S0(3) on spherical polynomials of degree j = 
0, 1, 2, ... , n- 1 with multiplicity one. If the ~/;-function of the electron 
belongs to the level En and the subspace corresponding to the representa­
tion of S0(3) on spherical polynomials of degree}, we say that nand) are 
the principal and orbital quantum numbers, respectively, of the electron's 
state in the hydrogen atom. 

The above text is typical of what might be found in a physics textbook. 
The "language" is mixed with the "metalanguage" which gives the stan­
dard interpretation of the language. We now describe them separately and 
more systematically. 

12.8. The interpretation. A very important aspect of the interpretation 
which we shall not discuss here is the list of informal recipes for choosing 
'Ks, Hs, and the observables corresponding to a given system S. These 
"units of expression" are often chosen in two stages: a classical description 
is chosen, and then the "rules of quantization" are applied to it. This 
procedure might be "approximate" in the sense that certain circumstances 
are not taken into account (such as the spin in 12.7). 

Suppose that Xs and Hs have already been chosen. The most char­
acteristic peculiarity of the interpretation of quantum language is that it is 
"two-layered." Part of the mathematical statements are interpreted as 
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assertions about a "freely evolving system," and part are interpreted as 
assertions about the results of observations on this system. 

(a) Freely evolving system. It is generally believed that the system's 
~/~-function 1/11 E :JC5 gives (within the framework of a given approximation) 
maximally complete information about the state of the system at timet. As 
long as no one looks in on the system, 1/1, evolves as e-iHs'l/!0, starting from 
the initial state 1/10 • (How do we know 1/10? See subsection 12.8(c) below.) 

(b) Observation. Suppose we want to measure the instantaneous value of 
some physical quantity for our system S at the moment t. This quantity 
corresponds to an observable A. (How do we know the form of A? See the 
beginning of 12.8.) For simplicity we suppose that A has a discrete 
spectrum with all multiplicities one. The predictions of what will be 
observed are as follows. 

If Al/11 = 01/11, then a will be the value of the observable A at the time t 
for the system S in the state with ~/~-function 1/11• 

In the general case, let 1/l~o, i = l, 2, ... , be an orthonormal basis for 
:JC5 consisting of eigenvectors for A. We expand 1/11 with respect to this 
basis: 1/1, = "2:.'("_ 1 a<,.>(t)l/i~;>. LetA1/15P = a,.l/i~o. Then the result of measuring A 
will be a random variable taking the value a,. with probability la<O(t)IZ. (It 
is easy to see that the mathematical expectation of this random variable is 
(AI/!1, 1/11). This formula holds for all A. More generally, the probability of A 
falling in a Borel subset U c A is equal to (PA ( U)l/!1, ~/!,), where PA ( U) 
was defined in 12.5(d).) 

(c) System evolving after observation. With the same assumptions as 
before, the ~/~-function of the system after the observation is determined by 
the result of the observation. If we registered the value a,. for A at the time 
tOo then, starting from 1/1~0 at t0, S evolves until the next observation 
completely independently of how it evolved before. 

Thus, the result of the observation lets us know the form of the 
~/~-function after the observation, but it tells us nothing about the ~/~-func­
tion before the observation. Hence, physicists often say that registering the 
value 1/1~0 prepares the system in the state 1/15/> at the time t0• Another 
synonym: at the moment of observation the ~/~-function of the system 
reduces to 1/1 ~o. 

If we were able simultaneously to register the values of two observables, 
then we would prepare the system with a ~/~-function which is an eigenfunc­
tion for both observables. Since noncommuting observables always have 
different eigenvectors, in general the values of such variables are not 
simultaneously measurable. 

12.9. Quantum logic. We now investigate the algebraic framework of 
quantum logic. We start with the following analogous situation. 

Suppose we are given a formal language in e1 having one variable and 
an interpretation of this language in a set M where this variable takes 
values. Then we can distinguish the Boolean algebra B of definable sets in 
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M (see §3). The conjunction of formulas corresponds to the Boolean 
intersection of the sets that define them, and so on. By definition, N E B if 
we can ask in the language, "Does the value of the variable belong toN?''. 
The algebra B is the most important invariant of the pair {language, 
interpretation}. 

We now consider the language of quantum mechanics, oriented on 
describing a system S. We shall exclude the time aspect by fixing a 
moment of time to which all statements about the state of the system refer. 
Then the "state of the system" will be the only variable in the language. It 
takes values in the set of lines in the Hilbert space Xs· The only questions 
to which we can give a yes or no answer are those of the form: "Does the 
state of the system belong to a given closed subspace of Xs ?". It is the 
closed subspaces of Xs which form the analogy of the Boolean algebra B. 
The conjunction of questions corresponds to the intersection of subspaces 
and the disjunction corresponds to their sum, but both operations can only 
be performed when the corresponding projection observables commute. 
Only in this case are the Boolean identities fulfilled. 

We axiomatize the situation as follows: 

12.10. Definition. A partial Boolean algebra is a set B together with the 
following structures on B: 

(a) A reflexive and symmetric binary relation * called "compatible 
measurability." Instead of (a, b) E * we write a * b. 

(b) Partial binary operations V and A and a unary operation '. 
(c) Two elements 0 and 1 E B. 

These structures must satisfy the following axioms: 

(d) The relation * is closed with respect to the operations A, V, and': 
if a 1, a 2, and a3 are pairwise compatibly measurable, then (a 1 A 
a2) * a 3, (a 1 V a2) * a3, and a; * a3 ; in addition, a * 0 and a * 1 for 
all a E B. 

(e) If a 1, a2, and a3 are pairwise compatibly measurable, then together 
with 0 and 1 they generate a Boolean algebra relative to the 
operations V, A, and'. 

12.11. EXAMPLE. Let X be a Hilbert space (possibly real and finite 
dimensional). The partial Boolean algebra B (X) is defined as the set of 
closed subspaces of X with the following structures: 

(a) a * b if and only if there exist three pairwise orthogonal closed sub­
spaces c, d, e E X such that a = c Ell d and b = e Ell d. The motivation 
for this definition is that this condition is equivalent to commutativity 
of the projections onto a and b. 

(b) a A b =the intersection of a and b. 
(c) aV b =the sum of a and b. 
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(d) a'= the orthogonal complement of a. 
(e) 0 = {0} and I= ~1(. 

12 Quantum logic 

One form for the theorem that there are no hidden variables IS as 
follows. 

12.12. Theorem. If dim](> 3, then B(X) cannot be imbedded in a Boolean 
algebra in such a way that the operations are preserved. 

This result can be strengthened formally in various ways: see §5 of 
Kochen and Specker, and also N. Fierier, M. Schlessinger, Duke Math. J., 
vol. 32, No. 2 (1965), 251-262. We shall not dwell on this here. 

PROOF. We choose a real Euclidean space £ 3 c :J( and show that even 
B ( E 3) cannot be imbedded in a Boolean algebra. Otherwise there would 
exist a homomorphism of the partial Boolean algebra B(£ 3) onto the 
two-element Boolean algebra {0. 1 }, since, for any pair of elements in any 
Boolean algebra, there exists a homomorphism onto {0, 1} which separates 
them. 

Let h be such a homomorphism. If ap a2 , a3 E £ 3 are pairwise orthogo­
nal lines, then h(a; (\a)= h(a;) (\ h(a) = 0 for i =I= j. Hence, in any pair of 
orthogonal lines, at least one of the pair must go to 0 under h. Further­
more, h(a1 V a2 V a3) = h(a 1) V h(a2) V h(a3) = h(E 3) = l. Hence, in any 
frame exactly one of the lines goes to 1. 

If we map the points of the unit sphere S 2 onto the lines joining them to 
the origin and then apply h, we obtain a mapping of S 2 with the property 
in Proposition 12.4 (where we only have to switch the roles of 0 and 1). 
We prove that no such map exists even on a certain subset consisting of 
117 points on S 2• The latter stronger result is combinatorially elegant and 
physically meaningful: a physicist might raise objections to asking to be 
able to measure the projection of the spin of orthohelium ~.imultaneously in 
all directions, independently of the question of whether or not hidden 
variables are possible. In fact, we only need finitely many directions to 
show the futility of such an attempted measurement. 

Consider a finite graph. By a realization of the graph on S 2 we mean 
any imbedding of the set of its vertices in S 2 for which the distance 
between the endpoints of any edge equals 90°. 

12.13. Lemma. Let a and f3 be points on S 2 such that the sine of the angle 
between them E [0, t]. Then there exists a realization of the following 
graph r l in which ao goes to a and a9 goes to {3. 
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PROOF. Let x,y, i be an ort on S 2• We take as to X and a6 to i. For certain 
~. 1J E R (to be chosen later), we set 

Then the images of a3 and a4 are determined up to a sign by the property 
of being orthogonal to (ap a5) and (a2, a6), and we choose 

We similarly set 

~11x -if +i 

v1 + e +e112 

x +11.Y +gqi 

Vl + 172 + e1J2 

and, finally, a8 and a9 are determined up to a sign. The sine of the angle 
between a0 and a9 is easy to compute: it equals 

~11/y(l + e + ~;,2 )(1 + 11 2 + e112) 

As ~ and 11 vary, this expression takes on all values m [0, t ]. 
0 

12.14. Lemma. Consider the graph f 2 which is obtained from Figure 1 by 
identifying the vertices a= p0, b = q0, and c = r0 (the apparent intersec­
tions of the edges inside the circle are not vertices). This graph is realized 
on S 1. 

PROOF. For 0 < k < 4 set 

7Tk - . 7Tk -
Pk ~ cos 10 ·x +sm 10 ·y, 

7Tk - . 7Tk -
qk ~ cos 10 ·y + sm 10 · z, 

. 7Tk - 7Tk -
rk~ sm 10 ·x +cos 10 ·z. 

Since sin( 7T / 1 0) < L we can first extend this map to a realization of the 
subgraph between the points p 0, p 1 and r0 by using the preceding lemma. 
Rotating the resulting realization around r0 so as to take (p0, p 1) to 
(pp P2), (p2, p3), ••• , we obtain a realization of the "lower arc" and r0• By 
similarly rotating around the images of p 0 and q0, we obtain a realization 
of the other two arcs as well. 0 
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Figure I. 

12.15. END OF THE PROOF OF PROPOSITION 12.4 AND THEOREM 12.12. 
Consider an arbitrary map k of the vertices of the graph f 2 to {0, 1 }. 
Suppose that exactly one vertex in each triangle goes to 1 and at least one 
of the two vertices on each edge goes to 0. In the triangle {p0, r0 , q0 } 

suppose that p 0 goes to 1. We consider the copy of the graph r 1 between 
the vertices p0, r0, and p 1, which we identify with a0, a8, and a9, respec­
tively. 

We must have k(p 1) = k(a9) = 1. In fact, if we had k(a9) = 0, then we 
would also have k(a7) = 1, and then k(a 1) = k(a2) = k(a3) = k(a4) = 0, and 
k(a5) = k(a6) = 1, which is a contradiction. 

We now return to f 2• Since k(p0) = k(p 1) = 1 we similarly find that 
k(p2) = 1, and then k(p3) = k(p4) = k(q0) = 1. But k(q0) = 1 contradicts 
the fact that k(p0) = 1. This completes the proof. 0 

12.16. Quantum tautologies. This theme has been largely neglected. We give 
a counterexample due to Kochen and Specker and formulate some recent 
results of Gelfand and Ponomarev. 
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(a) Counterexample. This consists of the following: it is possible to give a 
logical polynomial in 117 variables which represents a classical tautology 
but which is defined and takes the value 0 in the partial Boolean algebra 
B (£ 3) for some values of the variables. This is simply another aspect of 
the impossibility of imbedding B (E 3) in a Boolean algebra. 

In fact, let P(p, q, r) be a logical polynomial in three variables which 
takes the truth value 1 when exactly one of IPI, lql, and lrl is I. We may 
assume that only the connectives V, A and ' occur in P. Similarly, let 
Q (p, q) = 'P V 1q. Then Q takes the value l when at least one of 
IPI, lql is 0. We index the vertices of f 2 from 1 to 117 and set 

R(pt, · · · ,pll1) = ~( A P(p;,PJ'Pk) 1\ Q(p,,ps)). 
( /j. }} {~. s) 

The first 1\ is taken over all triples {i,j, k} corresponding to triangles in 
f 2, and the second 1\ is taken over all pairs { r, s} corresponding to edges. 
The argument in 12.15 shows that for any mapping {Pto ... , p 117 } ~ 

{0, 1} at least one of the Boolean factors takes the value 0. Hence R is a 
classical tautology. 

But if we substitute for p1 the line from the origin to the image of the ith 
vertex in a fixed realization of r 2, then we obtain for the value of R the 

element 0 E B (£ 3). In fact, if p, and Ps are orthogonal, then p; V p; = £ 3. 

Similarly, if p1, p1, and Pk are orthogonal, then P(p;,PJ•Pk) = 1 E B(£ 3). 

The latter assertion is verified as follows: if we set 

a+ b = (aAb')V(a' A b), 

then we may take 

P (p, q, r) = p + q + r + p A q A r 

(for any arrangement of parentheses on the right), so that 

P (p,, Pi' Pk) = p, (f) P; (f) Pk = £ 3. 

(b) Results of Gelfand and Ponomarev. We start with the following 
observation. The operations A, V and ' are actually defined everywhere 
on the set B (JC) of closed subspaces of the Hilbert space X, although they 
do not satisfy the Boolean axioms, and, if we ignore the compatible 
measurability relation * , it seems as if they no longer have physical 
meaning. 

Nevertheless, it is also natural to investigate these structures, which 
were first introduced into the logic of quantum mechanics by G. Birkhoff 
and J. von Neumann (Annals of Math. vol. 37 (1936), 823-843). Here is 
how these structures are axiomatized: 

Definition. A modular structure L is a set with binary operations A and V 
which satisfy the following conditions: 

(a) A and V are associative and commutative: 
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(b) a 1\ a= a V a= a for all a E L; 
(c) If a(\b=b, then (aVc)l\b=bV(cl\b) (the "modular iden­

tity"). 

Birkhoff and von Neumann also require an "orthogonal complement" 
operation to exist with the usual axioms, but we shall omit this here. 

We note that the modular identity is only fulfilled universally in B(:JC) 
if X is finite dimensional. It is also fulfilled for triples a, b, c whose 
elements have finite dimension or codimension in X. 

I. M. Gelfand and V. A. Ponomarev ( Uspehi mat. nauk, vol. XXIX 
(1974), No. 6 (180), 3-58) have studied the linear representations of free 
modular structures with r generators in B (X) for finite dimensional spaces 
over arbitrary fields. Such a representation is called indecomposable if it 
does not split into a direct sum of representations in B (~) E9 B (X2). 

Definition. A modular question is an element of a free modular structure 
which takes the value 0 or 1 for any indecomposable finite dimensional 
representation. 

One of the main results of Gelfand and Ponomarev is the construction 
of a very nontrivial countable series of modular questions. We shall only 
formulate these results here. 

Let Ln be a free modular structure with n generators {a1, ••• , an}· We 
set I= {1, ... , n}. A sequence a= {i1, ••• , i1) of length J' ;;;. I of elements 
of I is called admissible if it does not have any identical neighboring 
entries. A sequence f3 = (k 1, ••• , k1_ 1) of length /- I of elements of I is 
called subordinate to a if it is admissible and if 't/1 < 1- I, fs fl. { ~· ~+ J}. 
For admissible a we inductively define 

where f3 runs through all sequences subordinate to a. Further, for t E 
{1, ... , n} we define 

A,(/)= Vaaa, 
where a runs through all admissible sequences of length I with last entry t. 
Finally, we set 

H,(l) = VH,Ail). 

The substructure in L n generated by the elements H 1 (/), ••• , Hn ( /) 
consists entirely of modular questions for all I ;;;. I. 

This is a difficult result. It is relatively easy to prove that this substruc­
ture is a Boolean algebra consisting of 2n elements. If we substitute the 
elements in this Boolean algebra for the variables in the usual Boolean 
tautologies, we obtain "quantum tautologies," but to see this we must 
consider structures with complements. 
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It is not yet clear whether this algebra leads to nontrivial physics. 
Perhaps one should combine it with the techniques in the representation 
theory of symmetry groups. 

12.17. The orthohelium atom revisited. In conclusion, we return to the 
orthohelium atom S and show how the material in 12.2 looks from a more 
general vantage point. 

(a) Choice of X 8 • As explained in 12.7, an electron without spin 
corresponds to the space L 2(E 3). If we want to take the spin into account, 
we must introduce a "two-component" ¥t-function, i.e., use the space 
L 2( E 3) ® C2• The system of two electrons in helium is described by 
¥t-functions in the tensor square of this space. However, by Pauli's princi­
ple, the ¥t-function of this system must behave antisymmetrically when the 
electrons corresponding to the two parts of the tensor square are permuted. 
Hence, we finally obtain Xs = A 2( L 2( E 3) ® C2). 

(b) Choice of H8 . This is a difficult problem, because each electron 
moves in the variable electromagnetic field created by the nucleus and the 
other electron. The principal term in the Hamiltonian corresponds to the 
spherically symmetric constant potential obtained by averaging over time. 
The remainder is treated as a small perturbation. We give the approximate 
form of the ¥t-function of orthohelium, more precisely, of the element in 
A2(L2(E 3)) corresponding to the projection of Xs onto the subspace of the 
unit projection of the spin: 

where r,. = (~J= 1xJ) 112, i = 1, 2; r 12 = (~J= 1(x!J- x2/)112, and the con­
stants k, C1, .•• , C6 are found experimentally. (E. U. Condon and G. H. 
Shortley, The Theory of Atomic Spectra, Cambridge University Press, 
London, 1935.) 

(c) Approximate symmetries. The group SU(2) acts on the space Xs: on 
L 2(£ 3) through the quotient group S0(3), and on C2 by the standard 
representation. This is the group of approximate symmetries of the system. 
The ¥t-function of orthohelium is "not too far" from the subspace corre­
sponding to a suitable representation of SU(2), so we may speak of the 
principal (n), orbital U), and other quantum numbers of the state, as in the 
case of a hydrogen atom. 

(d) Spin. The total angular momentum operator ~ commutes with the 
Hamiltonian Hs. In the staten= 2 andj =I, its eigenvalue is 2 (in atomic 
units). The eigensubspace N c Xs corresponding to this eigenvalue is 
three-dimensional. Further, the squared spin projection operators ~;,. 
~;, ~; commute in pairs (this is a peculiarity of spin 1). Letting P denote 
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the projection of Xs onto N, we are then able to imbed the partial 
Boolean algebra B(£3) in B(X5 ) by letting a line a c E 3 correspond to 
the image in Xs of the operator P t~. This takes the place of the somewhat 
naive picture in 12.2. 

Appendix: The von Neumann universe 
1. The premises of "naive" Cantorian set theory reduce to the following: a 
set may consist of any distinguishable elements (of the physical or intellec­
tual world); a set is uniquely determined by its elements, and any property 
determines a set, namely, the set of objects which have this property. 

However, the formal language of set theory L1Set was introduced in 
order to describe a more restricted class of sets (a universe). Part of these 
restrictions come from considerations of convenience, and part come from 
the desire to avoid the so-called paradoxes. This gives an "upper bound" 
for our classes. We give a "lower bound" by asking that the class of sets be 
closed with respect to all mathematical constructions needed for certain 
(ideally, "all") parts of intuitive mathematics. 

2. Following Zermelo, von Neumann, and others, we consider two basic 
restrictions on sets. 

(a) All elements of sets must themselves be sets. In particular, since any 
chain X0 E X 1 E X 2 E · · · in the von Neumann universe V must 
terminate (see below), it follows that the last element in such a chain must 
be the empty set. Thus, all the sets in V are constructed "from nothing." 

(b) The assumption that every collection of sets, even sets as in (a), is 
again a set in V, immediately leads to contradictions (Burali-Forti, 
Russell, and others). In particular, the collection of all sets in the universe 
is not itself an element of V. Hence, we must give a sufficiently complete 
description of which operations do not take us outside of V. The two basic 
formal languages of set theory-that of Godel-Bernays and that of 
Zermelo--Fraenkel---differ in the choice of objects over which the variable 
symbols are to range under the standard interpretation of the language in 
V. In the Zermelo--Fraenkellanguage (our L1Set), they range over the sets 
in V. In the Godel-Bernays language, they name classes (collections of sets 
in V) which "are not necessarily sets," and the property of "being a set" is 
specially defined as the property of "being an element of another class." 
The Godel-Bernays language is studied in Chapter 4 of Mendelson's book. 

In this section we describe the von Neumann universe using the 
customary terminology of intuitive mathematics. The relationship of this 
construction to formalism will be discussed in subsection 18. 

3. The first levels. The von Neumann universe is constructed inductively, 
starting from the empty set, by successively applying the "set of all 
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subsets" or "power set" operation 0l. In this way: 

V0 =0, 

VI= C'Jl(0) = {0}, 

V2=~Y(V1 )={0, {0}}, 

It is easy tO See that Vn C Vn+ 1 (later this will be proved in complete 
generality). The level vn consists of 

2 
22··· (n- 1 twos) 

finite sets, whose elements are also finite sets, and so on. 
We cannot go beyond finite sets unless we regard all the Vn as "already 

constructed" and apply 0l to the union of the Vn. We set 

co 

VWo = u vn, 
n=O 

vwo+ 1 = 0l( VWo) 

The indices which we now use for the levels are the names of the first 
infinite ordinals. This remarkable idea of transfinite iteration of such 
constructions is due to Cantor, who first applied it to study trigonometric 
series, and then investigated it systematically, finding in it the key to the 
infinite. 

In the next two subsections our sets will temporarily be Cantorian sets. 
We shall return to V after developing some properties of ordinals. 

4. Ordinals. Let X be any set on which we are given a binary relation <. 
We consider the following properties of this relation: 

(a) Y 1 Y,for all Y EX; if Y 1 < Y2 and Y2 < Y3, then Y 1 < Y3• 

(b) For any Y, Z EX, either Y < Z or Z < Y, or else Y = Z. 
(c) Every nonempty subset of X has a least element (in the sense of <). 

The relation < is a partial ordering of X if it satisfies (a), a linear 
ordering of X if it satisfies (a) and (b), and a well-ordering of X if it satisfies 
all three conditions (a), (b), and (c). 

Let (X, < ) be a well-ordering. The initial segment Y determined by an 
element Y EX is the well-ordered set (Z, <),where Z = { Y'l Y' < Y}. As 
is customary when speaking about a well-ordered set, we shall omit the 
explicit indication of the ordering if it is clear from the context. 
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5. Lemma. Let X and Y be two well-ordered sets. Then exactly one of the 
following alternatives holds: 

(a) X and Yare isomorphic. 
(b) X is isomorphic to an initial segment in Y. 
(c) Y is isomorphic to an initial segment in X. 

In each case the isomorphism is uniquely determined. 

PRooF. We divide the argument into several steps. 
(a) Let X be well-ordered, and let f: X~ X be a monotonic map, i.e., 

Z 1 < Z2 ~f(Z1 ) <f(Z2). Then for all Z EX we have f(Z);;;. Z. In fact, 
among the elements not having this property there would have to be a least 
element Z0 . Butf(Z0) < Z0 and the monotonicity off imply thatj(f(Z0 )) 

< f(Z0), so that we would have an even smaller element in the set of 
elements not having the desired property. 

(b) Therefore X is not isomorphic to any of its initial segments i\: if 
f: x~x,, thenf(X1) < x,. 

(c) Now let X and Y be well-ordered. W~e set f=:.. { <:X1, Y1)IX1 EX, 
Y1 E Y, and there exists an isomorphism of X 1 with YI). First of all, f is 
the graph of a one-to-one mapping of prd onto pr2 j. In fact, if X 1 =F X2, 

say X 1 < X2 , then by (b) X1 is not isomorphic to X2 ; by symmetry, the 
same holds for f- 1• It is also clear from this thatf andf- 1 are monotonic. 
Further, if X 1 E pr1f and X2 < X 1, then X2 E prd, and similarly for pr2 j. 
Finally, we show that either prd= X, or else pr2f= Y. Otherwise, there 
would exist a minimal element X 1 in X \prd and a minimal element Y1 in 
Y \ pr2 j. But, by the preceding paragraph, f induces an isomorphism of X 1 

with Y1• By the definition off, we then have <X,, Y1) Ef, a contradiction. 
(d) All of this means that either f is an isomorphism (more precisely, the 

graph of an isomorphism) of the set X onto Y or an initial segment in Y, or 
else f- 1 is an isomorphism of Y onto X or an initial segment of X. It is 
clear from the definition off that the graph of any other isomorphism must 
be contained in the graph off, so we have uniqueness. The lemma is 
proved. 0 

As a preliminary definition, we can now consider the class of all 
well-ordered sets isomorphic to some fixed totally ordered set X, and call 
that class an ordinal. Two ordinals a and f3 satisfy the: relation a = /3, 
a < /3, or a > f3 depending on which of the alternatives in Lemma 5 holds 
for representatives X E a and Y E f3 (this obviously does not depend on 
the choice of representatives). 

The next step is, naturally, to consider "all" ordinals as a class and ~how 
that < induces a well-ordering on this class, thereby giving a universal 
well-ordering. However, an unnecessary difficulty arises here: the class of 
well-ordered sets isomorphic to a fixed X is extremely large, and so the 
class of ordinals must be a "class of classes," which needlessly complicates 
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matters. An elegant technical discovery, due to von Neumann, removes 
this difficulty: instead of a vast number of possible orderings imposed on 
X from outside, we consider a single relation given by internal properties. 
Recall that a set X is transitive if Z E X whenever Z E Y E X for some Y. 

6. Definition. An ordinal is a transitive set X of sets which is well-ordered 
by the relation E between its elements. 

7. Theorem. 
(a) The class of ordinals On is well-ordered by the relation a E {1 

(which we shall also write a< {1). 
(b) Any well-ordered set is isomorphic to a unique ordinal a, and also to 

a unique initial segment of ordinals (those less than a U {a}). 

PRooF. 
(a) We must verify conditions (a), (b), and (c) of subsection 4. The first 

of them follows immediately from the definition. 
To prove the second condition, we consider two ordinals a and {1. By 

Lemma 5, there exists an isomorphism f of one of them, say a, onto either 
{1 or an initial segment of {1. We show that then a= {1 or a E {1. To do this, 
we prove that f( y) = y for all y Ea. In fact, if y1 is the minimal element 
with f(y1) * y1, then f(y2) = f(y2) for all y2 E y1• Since f is an isomorphic 
imbedding of a with respect to the ordering E, and since y1 andf(y1) are 
sets, we have f(y 1) = {j(y2)ir2 E y1} = {r2lr2 E y1} = y1, which con­
tradicts the choice of y1• The same argument shows that f(a) =a, from 
which the condition follows. 

Finally, let C be a nonempty class of ordinals, and let a E C. If a is not 
the least element in c, then the least element in the intersection a n c will 
be the least element in C. 

(b) Let X be a well-ordered set. Let S denote the set of ordinals which 
are isomorphic to some initial segment in X. S is nonempty, since, for 
example, the ordinal { 0} is isomorphic to the segment consisting of the 
least element of X. It is easy to see that the set {1 = U aESa is an ordinal. 
We claim {1 is isomorphic to X. In fact, if this were not the case, then {1 
would be isomorphic to an initial segment in X, say X1• But then the 
ordinals {1 u { f3 }, which is larger than {1, would be isomorphic to the 
initial segment X1 u { X1 }, contradicting the definition of {1. D 

We now give the elementary properties of ordinals. 

8. (a) The finite ordinals are the "natural numbers" (and zero) in the first 
levels of the universe V. Thus, we shall write: 

0=0, 1 = {0}, 2= {0, {0}}, 3 = {0, {0}, {0, {0}} }, ... 
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(b) The ordinal which immediately follows a given a is a U {a}. It is 
also denoted a+ 1, which agrees with the notation in (a) in the case of 
finite a. 

(c) An ordinal f3 is called a limit ordinal if f3 =I= 0 and f3 =Fa+ 1 for any 
a. The first limit ordinal w0 is isomorphic as a totally ordered set to 
{0, 1, 2, 3, ... , n, ... }. If a is a limit ordinal, then a= U P<a /3. The 
converse is also true. 

Ordinals are mainly used for three purposes: proofs using (transfinite) 
induction, constructions using (transfinite) recursion, and measuring cardi­
nalities. Here are the basic principles. 

9. Transfinite induction. Let C be a class of ordinals for which 

(a) 0 E C. 
(b) If a E C, then a+ 1 E C. 
(c) If a set of ordinals {a;} is contained as a subset inC, then Ua; E C. 

Then C contains all ordinals. 

In fact, otherwise there would exist a least ordinal not in C, but this 
could not be the empty set by (a), a limit ordinal by (c), or any other 
ordinal by (b). In concrete applications, the verification of (a) and (c) are 
often trivial and are omitted. 

10. Transfinite recursion. Let G be a function of sets (it will actually be 
sufficient to assume that G is defined on all sets in the universe) whose 
values are sets. Then there exists a unique function F on the ordinals such 
that 

F (a) = G (the set of values of F on the elements of a). 

In fact, this equality uniquely determines F(O) = G (0), and then F(l) 
= G( { F(O) }), F(2) = G( { F(O), F(l)} ), and so on. Thus, if we consider 
the class C of ordinals a for which we can define F with the required 
property on the initial segment of ordinals < a, then C satisfies the 
conditions 9(a)-(c), and therefore contains all the ordinals. Uniqueness 
follows similarly (if F=l= F', consider the least a with F(a)=l= F'(a)). 

11. Measuring cardinalities. Different ordinals can have the same cardinal­
ity. For example, all the ordinals w0 , w0 + 1, w0 + 2, ... (and many more 
after them!) are countable. However, jumps in cardinality occur arbitrarily 
far out. 

An ordinal which does not have the same cardinality as any lower ordinal 
is called a cardinal. All finite ordinals and w0 are cardinals. Clearly, any 
infinite cardinal is a limit ordinal. Further, any set has the same cardinality 
as some cardinal, and, in fact, a unique one (see § 1 of Chapter III). The 
infinite cardinals form a totally ordered class, which is naturally indexed 
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by ordinals. Thus: 

and so on. 

w0 = the first countable ordinal ; 

w1 = the first ordinal of cardinality > w0 

= the set of all finite and countable ordinals; 

w2 = the first ordinal of cardinality > w1 

=the set of all ordinals of cardinality ..;; w1, 

We can now give our fundamental definition. 

12. Definition. The (von Neumann) universe V is the class of sets 
U aEOn Va, Where the Set Va iS defined by the following transfinite 
recursion: 

V0 =0 

Va+I = 0'( V,.) 

Va = U P<a V13 , if a is a limit ordinal. 

We give some elementary properties of the universe V. 

13. Each of the sets Va is transitive: if Y EX E Va then Y E Va. (In other 
words, va c va+l') 

Suppose that this were not true. Then there would exist a least ordinal a 
with va fL va+ I• where a ;;;. 2. If a is not a limiting ordinal, a= f3 + I, 
Y EX E Va, and Y rj: Va, then we obtain a contradiction as follows: 
X E V13 + 1 = 0'(V13)=>X C V13 => Y E V13 => Y E V13 + 1 = Va, since for {3 it 
is still true that v13 c V13 + 1 by our choice of a. If a is a limit ordinal, the 
argument is analogous (find y < a with Y E X E Vr and Y rj: Va)· D 

We define the rank of any set X E Vas follows: rank X= a if a is the 
least ordinal such that X E Va+I· If Y EX then, rank X;;;. rank Y +I. 

14. All ordinals belong to V, and rank a= a. 
We first show that a E va+ I for all ordinals a. This is true for a = 0. 

Suppose that a is the least ordinal with a¢. va+I· If a= f3 + 1, then 
f3 E Vp+I• so that f3 and { {3} E Vp+ 2 = 0'(Vp+ 1), and hence a= f3 + 1 = 
f3 u { f3} E Vp + 2 = va + I' a contradiction. On the other hand, if a is a limit 
ordinal, then a = U P<a f3 and f3 E Vp+ 1 c Va by the choice of a, so that 
a= U .B<a f3 C U P<a Vp = Va, and a E 0'(Va) = Va+I• a contradiction. 
Therefore, rank a < a. We similarly prove strict equality. D 

15. The universe Vis closed with respect to the standard set operations: 
difference, union, intersection, forming 'P(X) and U YEXY, and "collect­
ing" sets indexed by any set: {Xyl Y E Z}. In particular, if X, Y EVa, 
then the pair {X, Y} E Va+I· We write {X} in place of {X, X}. 
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16. Direct products, relations, and functions can also be defined as 
elements of V using a device of Kuratowski. The intuitive notion of an 
ordered pair of sets X, Y E Vis realized by means of the set 

(X, Y)= {{X}, {X, Y}} E V. 

As elements of V, ordered pairs are characterized by the following proper­
ties: an ordered pair is set of two elements X' and Y', one of which is a 
subset of the other (say X' c Y'); if X' c Y', then X'= {X} is a one-ele­
ment set, and X is called the first term of the pair; Y' is a set of at most two 
elements, and its element Y which is different from X (if it exists) or X 
itself (otherwise) is called the second term of the pair. Thus, (X, Y) = 
(X", Y") if and only if X= X" and Y = Y", which justifies the name 
"ordered pair." 

We emphasize that this definition is introduced so that the direct 
product construction does not leave the universe V, and so that a set 
corresponding to a direct product can be described in terms of the relation 
E, i.e., in the language L1Set. 

An ordered n-tuple of sets is defined as 

(XI, . · . , Xn) = ( · · · ((XI, X2), X3) · · · ). 

We define the direct product of two sets as 

X X Y= {(U, W)iU EX, WE Y}. 

Similarly, 

X 1 X · · · XXn=( · · · ((X1 XX2 )XX3)X · · · ). 

We note that, in general, (X X Y) X Z =P X X ( Y X Z); we only have a 
canonical one-to-one correspondence between these two sets. But it is 
usually harmless to take the liberty of identifying the two sets and writing 
X X Yx Z. 

A binary relation (or correspondence) r is a set (or class) all of whose 
elements are ordered pairs. If r E V is a relation, then its domain of 
definition dom(r) is the class of all first terms in the elements of r, and the 
range of values mg(r) is the class of all second terms. 

A function is a binary relation in which each element is uniquely 
determined "by its first term. Thus, functions which are maps of sets in V 
are identified with their graphs. Iff is a function, we often write W = f( U) 
instead of ( U, W) E f. In addition, we set 

f- 1 (X)= { Ylf(Y) EX}, 

fix= { (U, W) EfiU EX}. 

A family {X Yi Y E Z} as an element of V is defined to be a function 
consisting of pairs { ( Y, X y >I Y E Z}, and so on. 

We again emphasize that the most important feature of these definitions 
is that we do not introduce any new objects besides elements of V, or any 
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new relations other than those expressible in terms of E. It should also be 
noted that, in accordance with the usual ("extensional") notion, a property 
of the elements of a set X E Vis a subset Y c X (consisting of all elements 
with this property). Thus, Y E V, so that properties, properties of proper­
ties, properties of sets of properties, . . . (with transfinite iteration) are 
elements of V. 

The "universe" V has earned its name. 

17. Finally, we show that a chain X1 E X 2 E · · · of elements of V must 
terminate (of course, with the empty set). 

We prove that, if X is nonempty, then there exists a Y EX with 
Y n X= 0 (the desired result is obtained if we apply this to the set X of 
terms in the chain). In fact, let Y be the element of least rank in X (which 
exists because the ranks, since they are ordinals, are well-ordered). If we 
had X n Y =1= 0. then any element Z E X n Y would have lower rank 
than Y, a contradiction. 0 

18. Connection with the axioms of L1Set. The point of view adopted in this 
book is as follows. 

The intuitive notion of a set, to which we appealed when constructing 
the universe V, is the primary material. The language L1Set was devised in 
order to write formal texts based on this material which are equivalent to 
our intuitive arguments concerning V. The axioms of L1Set (including the 
logical axioms) are obtained as a result of analyzing intuitive proofs. Our 
criterion for the completeness of this list is that we can write a formal 
deduction which translates any intuitive proof. The fact that we are able to 
do this must be proved by a rather large compendium of formal texts, 
which can be found in other books on logic. In particular, in L1 Set we can 
write the formula "V x 3ordinal a (x E V .. )" and deduce it from the 
axioms. This formula is the formal expression of our restriction to sets in 
v. 

The question of the formal consistency of the Zermelo-Fraenkel axioms 
must remain a matter of faith, unless and until a formal inconsistency is 
demonstrated. So far all the proofs which have been based on these axioms 
have never led to a contradiction; rather, they have opened up before us 
the rich world of classical and modem mathematics. This world has a 
certain reality and life of its own, which little depends on the formalisms 
called upon to describe it. 

The discovery of a contradiction in any of various formalisms, even if it 
should occur, would merely serve to clarify, refine, and perhaps recon­
struct certain of our ideas, but would not lead to their downfall, as has 
happened several times in the past. 
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CHAPTER III 

The continuum problem and forcing 

1 The problem: results, ideas 
1.1. Cantor introduced two fundamental ideas in the theory of infinite sets: 
he discovered (or invented?) the scale of cardinalities of infinite sets, and 
gave a proof that this scale is unbounded. We recall that two sets M and N 
are said to have the same cardinality (card M =card N) if there exists a 
one-to-one correspondence between them. We write card M < card N if 
M has the same cardinality as a subset of N. We say that M and N 
are comparable if either card M <card Nor card N <card M. We write 
card M > card N if card M ;;;. card N but M and N do not have the same 
cardinality. 

1.2. Theorem (Cantor, Schroder, Bernstein, Zermelo) 
(a) Any two sets are comparable. If both card M <card Nand card 

N < card M, then card M =card N. In other words, the cardinalities are 
linearly ordered. 

(b) Let 0'(M) be the set of all subsets of M. Then card qfi(M) >card 
M. In particular, there does not exist a largest cardinality. 

(c) In any class of cardinalities there is a least cardinality. In other 
words, the cardinalities are well-ordered. 

PRooF. 
(a) Suppose M has the same cardinality as the subset M' c Nand N has 

the same cardinality as the subset N 1 c M :;;r. M'. We identify M with M'. 
We then have three sets N 1 c M c N and a one-to-one correspondence 
f: N ~ N 1• We must construct a one-to-one correspondence g : N ~ M. 
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Here is an explicit definition of such a map: 

g(x) = { j(x), 
X, 

if x E.f' (N) \F (M) for some n;;;. 0, 
otherwise. 

Here F(y) = J(J( · · · j(y) · · · )) (n times); F(N) = {F(y)/y EN}, 
andfl(y) = y. We leave the verification that g has the required properties 
to the reader. 

To prove that any two sets are comparable, it is sufficient to show that 
any set can be well-ordered, since Lemma 5 of the Appendix to Chapter II 
implies that well-ordered sets are comparable to each other. Let M be any 
set. For every nonempty subset N c M choose an element c(N) EN. We 
call a well-ordering < of a subset M' c M admissible (with respect to c) if 
c(M \X)= X for all X EM', where X= { Y/ Y EM', Y <X}. 

We claim that, if M' =I= M" are two subsets of M having admissible 
well-orderings, then one set is an initial segment of the other, and the 
orderings are compatible. In fact, as in subsection 7 (a) of the Appendix to 
Chapter II, we prove that the canonical isomorphism] of, say, M' with an 
initial segment of M" is the identity imbedding: if j(X) =ft X and X is the 
least element with this property, then 

j(X) =X, X= c(M \X )=:.X= c(M \j(X )) = f(X), 

which is a contradiction. 
It is now easy to see that the union M' of all subsets of M which have a 

well-ordering admissible with respect to c itself has an admissible ordering; 
moreover, M' coincides with M, since otherwise we could imbed M' in 
M' u { c(M \ M')}. 

In particular, it follows that any set has the same cardinality as some 
ordinal, and hence the same cardinality as a unique cardinal. This justifies 
the use of the term "cardinality" and the use of cardinals as our standard 
scale of cardinalities (see subsection 11 of the Appendix to Chapter II). 

(b) Since c}(M) contains all the one-element subsets of M, we have card 
~J'(M);;;. card M. In addition, any map j: M ~ 0'(M) cannot be one-to­
one (or even onto). In fact, we set 

N = {z/z ~j(z)} E ?P(M), 

and show that N is not contained in the image of f. If there existed an 
n EM such that N = f(n), we would immediately obtain a contradiction 
by considering the relationship of n to N: 

n E N ==:. n E J( n) ==:. n ~ N by the definition of N; 

n ~ N ==:. n € J ( n) ==:. n E N by the definition of N. 

This is Cantor's famous "diagonal process." 
(c) The well-ordering of the cardinals is established at the same time as 

their comparability in the first stage of the theory of ordinals (see the 
Appendix to Chapter II). 0 
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1.3. Remark. This proof of the lemma that any set can be well-ordered is 
essentially due to Zermelo. It was probably what prompted the most severe 
objections to the axiom of choice. The intuitive idea behind the proof 
reduces to a recipe for choosing one element after another from the set M 
until all of M is exhausted. In this form it is immediately apparent that the 
prescription is "physically" unthinkable, and to many of Zermelo's con­
temporaries the whole proof seemed to be nothing but a trick. For 
example, the idea of ''first" choosing an element c(N) in each subset 
N c M met with the following objection of Lebesgue. If the elements we 
choose are not characterized by any special properties, how do we know 
that we are always thinking about the same elements throughout the proof? 
But today, except for specialists in the foundations of mathematics, hardly 
any working mathematicians share these doubts. 

We now formulate the basic problem that will concern us during the 
next two chapters. We shall write card 0'(M) = 2card M, in analogy to the 
finite case. The continuum is 2"'". 

1.4. The continuum problem. What place does the continuum occupy on the 
scale of cardinalities? 

By Theorem 1.2(b), we have 2"'0 > w0 • Hence, in any case, 2"'o > w 1• On 
the other hand, if 2"'0 > w1, 2"'o > w2, ••• , 2"'o > wn, ... for any n, then we 
would have 2"'" > w..,0 , since the continuum cannot be a union of countably 
many subsets of lower cardinality (Konig). 

1.5. The Continuum Hypothesis (CH). 2"'0 = w1• 

The Generalized Continuum Hypothesis asserts that 2card M comes 
immediately after card M for any infinite M. Here is almost everything we 
know about this question: 

1.6. Theorem 
(a) The negation of the Continuum Hypothesis cannot be deduced from 

the other axioms of set theory, if those axioms are consistent ( GOde/). 
(b) The Continuum Hypothesis cannot be deduced from the other 

axioms of set theory, if those axioms are consistent (Cohen). 

The same holds true for the Generalized Continuum Hypothesis. 
If we grant that the axioms of set theory and the logical means of 

expression and deduction in L1 Set, which are implicit in the statement of 
Theorem 1.6, actually exhaust the apparatus for constructing proofs in 
modern mathematics, then we can say that the continuum problem is the 
only known example of an absolutely undecidable problem. Although 
Godel's incompleteness theorem provides concrete examples of undecid­
able propositions in any formal system having reasonable properties, these 
examples can be decided in an "obvious" way in some higher system. The 
situation with the continuum problem seems much more difficult. If we 
agree that it is a meaningful question, then it can only be decided by 
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introducing a new principle of proof. Various possibilities for doing this 
have been discussed, but none of the suggested new axioms for set theory 
seem sufficiently convincing or, more important, sufficiently useful in 
"real" mathematics. In the hundred years since the introduction of trans­
finite induction, not a single new method of constructing sets has come 
into common use. Incidentally, the basic idea in Godel's proof of Theorem 
l.6(a) actually consists in verifying that all the old methods allow us to 
construct at most w 1 subsets of w0 (or, equivalently, at most w 1 real 
numbers). 

1.7. Godel's idea. Godel considers the basic set-theoretic operations-form­
ing pairs, products, complements, sums, and so on-and constructs the 
class of all sets which are obtained by transfinite iteration of these 
operations, starting from 0. Such sets are called constructible sets. It is a 
priori completely unclear whether or not all subsets of {0, I, 2, ... } are 
constructible, or, more generally, whether or not all sets in the universe V 
are constructible. (It turns out that this problem is formally undecidable to 
the same extent as the continuum problem.) But we find that, within the 
class of constructible sets, the number of subsets of {0, I, 2, ... } is equal 
to w1-most likely because we have omitted a vast number of noncon­
structible sets. Meanwhile, all the axioms of set theory, restricted to this 
class, are true (in a reasonable meaning of "true"), as are all deductions 
from these axioms. Hence the negation of the CH is not deducible, since it 
is false in this model. The next chapter will be devoted to Godel's theorem. 

1.8. Cohen's idea. We shall present this idea in the version due to Scott and 
Solovay. First we give its application to a certain simplified problem, 
concerned with a language weaker than L1Set; then in §§4-8 we present 
the application to L1Set. For another version of Cohen's idea, see §9. 

We shall discuss the CH in the form: there does not exist a subset of the 
real numbers R whose cardinality is strictly between that of {0, I, 2, ... } 
and that of R. In fact, if we had 2w" > w., then any subset of R of 
cardinality w 1 would have such an intermediate cardinality. 

In order to show that this assertion is not deducible, which is equivalent 
to Cohen's theorem, it suffices to construct a model of the real numbers in 
which all the axioms and all propositions deducible from them are fulfilled 
and _in which a set of intermediate cardinality exists. This model will be the 
set R of rando_El variables on a very big probability space~- For a suitable 
choice of ~. R will be so big that wi!Q.in the model there exists a set of 
intermediate ~ardinality, containing N (the integers of the model) and 
contained in R (the continuum of the model). 

Of course, it cannot be quite this simple; there must be some obstacle to 
carrying out this program. The obstacle is that almost all the properties of - -
R, including most of the axioms, turn out to be false for R, so that R 
cannot be a model for R in the usual sense of the word. Cohen's basic idea 
was to develop a method for overcoming this difficulty. He replaced the 
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property of an assertion being true by another property, which we shall 
temporarily call "truth" in quotes, and which has the !!cecessary formal 
properties. Namely, all the axioms of R are "true" in R, all deductions 
from "true" assertions using the rules of logic again lead to "true" 
assertions, and the CH is not "true," and hence is not deducible from the 
axioms. We now show in greater detail how this is done. 

1.9. Let I be a set of cardinality > w 1• We set 

0 = [0, l r. with Lebesgue measure, 

R = the set of random variables on n 
= the set of measurable real- valued functions on n. 

I. 10. Theorem 
(a) All th.!_ axioms of the real numbers and all deductions from them are 

"true" for R. 
(b) The CHis not "true" for R. 

Here we say that an assertion P about random variables x, y, · · E R is 
"true" if the following condition is fulfilled: 

for each point wEn we consider the values x(w),y(w),· · · of the random 
variables x,y, · · · and form the assertion P"' about these ordinary real 
numbers; then for almost all wEn (i.e., all but a set of measure 0) P"' is 
true in the usual sense of the word. 

Briefly, "truth" means experimental truth with probability one. 

EXAMPLE. Let P be the assertion that "R has no zero divisors," i.e., "if 
x, y E R ar~ such that xy = 0, then either x = 0 or y = 0." Then the 
assertion "R has no zero divisors" is, of course, not true. However, it is 
"true" because: if X, y E Rare such that xy = 0, then for almost all wEn 
either x(w) = 0 or y(w) = 0. 

1.11. In order to give a precise meaning to the definition of "truth" and 
learn how to verify effectively the "truth" of rather complicated assertions, 
we must introduce a formal language, in this case the language of real 
numbers. This formal language is a mathematical object, and the pr~ise 
formulation of Theorem 1.10 will concern this object, and not R orR at 
all. 

The connection between this language and R is given by a system of 
informal recipes which tell how to translate the usual intuitive texts about 
R into this language, and by a system of theorems which tell us that the 
translation is always possible and that the recipes are faithful to the 
informal texts. The role of R is reduced to that of auxiliary construction 
which is used to define and compute a special "truth" function on the 
formulas of the language. Thus we see the role of logic in the program. 
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1.12. A detailed proof of Theorem I.IO would be rather lengthy and 
nontrivial for several reasons. In the first place, a certain amount of space 
must be devoted to describing the formal language and the axioms of R in 
this language. We must then verify that all the axioms are "true" and that 
the CH is not "true"-this amounts to one or two dozen verifications, each 
of which involves an inductive argument with infinite sums and products 
in the Boolean algebra of measurable sets in Q. However, the most serious 
difficulties arise because tQe meaning of every assertion changes consider­
ably in going from R to R, and not always in a convenient direction. We 
shall illustrate this qualitative aspect by attempting to explain why the CH 
is not "true," and why this is nontrivial. 

As we have said, we want to construct a sub~et M of R having 
card_inality intermediate between the cardinality of N and the cardinality 
of R. We do this as follows: for any i E I, let the random variable 
X, : [0, I Y ~ [0, I] be the ith projection. Choose a subset 1 c I such that 
w0 <card 1 <card I (this is possible if I is large), and set 

M = { x11J E 1} c R. 
Then card N < card M < card R is true in the usual meaning of the 

word. However, we must show that the corresponding assertion is "true" in 
our Pickwickian sense. But then the role of the integers is assumed by the 
"locally integral" random variables (whose values are integral with proba­
bility one), and these random variables can have cardinality much greater 
than w0 . Thus, the required lower estimate for card M becomes_Eluch more 
serious. Similarly, if we formalize our naive description of M and then 

interpret it in R, then M takes on a new meaning, and leads to a much 
larger set than the _:real" M. Thus, it is also unclear that the upper 
inequality for card M still holds. It seems almost miraculous that every­
thing eventually falls into place. 

The plan for the rest of the chapter is as follows. In §2 and §3 we give a 
(shortened) exposition for the second-order language of real numbers of 
this abbreviated version of the theorem that the CH is not deducible. If the 
reader is only interested in the complete proof for L1 Set, he may skip to §4, 
where we introduce the Boolean-valued "universe of random sets," which 
takes the place of V. In §§5-7 we verify that the Zermelo-Fraenkel axioms 
are "true," and in §8 we verify that the CH is "false." Finally, in §9 we 
discuss Cohen's original method, which is more syntactic and involves 
somewhat different intuitive ideas. 

2 A language of real analysis 

2.1. In this section we describe a formal language based on the theory of 
real numbers. In particular, this means that the variables x, y, z will be 
considered as names of real numbers. However, if we try to use a 
first-order language to formulate the assertions we are interested in, such 
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2 A language of real analysis 

as the Continuum Hypothesis CH, or even the completeness axiom (which 
differentiates the real numbers from the rational numbers), we find that we 
are not able to do this. In fact, in these assertions we need to refer to 
arbitrary subsets (or relations of degree one) of the real numbers, whereas 
first-order languages do not have symbols for variable relations (compare 
with subsection 3.17 of Chapter 1). 

This leads us to consider the second-order language L2Real, which is the 
most economical language in which the axioms and the CH can be 
expressed. We shall give a brief description of this language, for the most 
part only noting those features which show the connections with the real 
numbers and those which are peculiar to second-order languages. 

2.2. The language ~Real. The alphabet consists of the variable symbols 
x, y, z, ... ; the symbols for degree 1 functions f, g, h, ... ; the constants 
0 and 1; the degree 2 operations + and · ; the degree 2 relations = and 
..;; ; and the same connectives, quantifiers, and parentheses as in languages 
of e •. The terms are x,y,z, ... and 0 and I; and alsof(t), t 1·t2, and 
t 1 + t 2, iff is a function symbol and t, t., and t2 are terms. The terms are 
names of real numbers. 

The atomic formulas are t 1 = t 2 or t 1 ..;; t2, where t 1 and t2 are terms. The 
set of formulas is defined inductively exactly as in languages of e., with 
one addition: Vf(Q) and 3f(Q) are formulas if Q is a formula andfis the 
symbol for a variable function. The notions of a free occurrence of a 
variable (x or f), of a closed formula, and so on carry over to ~Real in the 
obvious way. We shall use the same type of abbreviated notation here as in 
Chapter I. The standard interpretation of formulas which is implicit in the 
language should be obvious from the definitions and from the following 
examples. 

2.3. The formula Z (y): "y is an integer." It is perhaps not completely 
obvious how to write this formula. We can write, "y can be obtained from 
0 by repeatedly adding or subtracting 1," or else "any functionfwhich has 
period 1 and vanishes at 0 must also vanish at y ," i.e., 

Z(y): Vf((f(O) = 0/\ Vx(f(x) = f(x + l)))==)f(y) = 0). 

2.4. The formula CH: "Any subset of Reither has the same cardinality as R, 
or else is countable or finite." 

We first restate the formula in different words: "Given a set of zeros of 
any function h, either there exists a function g mapping it onto all R, or 
else there exists a function f mapping the integers onto all of this set." We 
then have: 

CH: Vh(3g Vy 3x(h(x) = 

0(\y =g(x))V 3fVy(h(y) =0==)3x(Z(x)/\y =f(x)))). 

Notice that the formula Z (x) occurs as part of the CH. 
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III The continuum problem and forcing 

We further write the completeness axiom C: 

2.5. The formula C: "Any subset of R (the set of values of a junction f) which 
is bounded from above has a least upper bound z." We write: 

C: 'v'f(3y 'v'x(j(x) <( y)==:>3z 'v'y('v'x(j(x).;;; y)~z.;;; y)). 

All the other formulas we are interested in are simpler and do not require 
any special comment. 

We now give a precise definition of the property of "truth" for closed 
formulas in L2Real; this property was described informally in § 1. We 
emphasize that it is not an absolute property, but rather depends on the 
choice of the probability space r2 which is used to construct the "model" of 
the real numbers. 

2.6. The algebra of truth values. As in §I, we set 

I= a set; 

r2 = [ 0, 1 J 1 with Lebesgue measure; 

B =the algebra of measurable sets in r2 modulo sets of measure zero; 

0 = the class of the empty set in B; 

1 =the class of r2 in B. 

We have the following operations in B: 

a', the "complement" of the element a E B; 

a 1\ b, the "intersection" of two elements a, bE B; 

a V b, the "union" of two elements a, bE B. 

These operations satisfy the usual identities and give a Boolean algebra 
structure on B. We write a .;;; b if a(\ b = a. 

Moreover, the operations of intersection and union extend uniquely to 
infinite families of elements, and continue to satisfy the usual identities 
which hold in the algebra of all subsets of any given set. We shall omit the 
verification of all this. We only note that sets here are identified "modulo 
sets of measure zero," and that identities of the type (A mod 0) 1\ 
(B mod 0) =(A n B) mod 0 do not carry over to infinite families. 

Finally, B satisfies the following countable chain condition: if a a/\ a13 = 0 
for all distinct indices a and f3 then aa =I= 0 for at most countably many 
indices o:. This follows because Lebesgue measure is positive and additive. 
Technically speaking, B is a complete Boolean algebra with the countable 
chain condition. The precise origin of B and the fact that it has a measure 
play a less important role. 

2.7. The interpretation set. We now introduce a large set M, each point~ of 
which corresponds to the assignment of certain values to all the symbols in 
the alphabet of L2Real. If ~ is fixed, each formula becomes a concrete 
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statement about measurable functions (random variables) on Q and about 
functionals on them (compare with §2 of Chapter II). 

More precisely, we set 

R =the set of measurable real-valued functions on Q; 
R (I) = the set of all possible maps j : R ~ ii which satisfy the condition: 

'tlx,y ER 

(the set {wE Q/x(w) = y(w)} .;;; {wE Q/] (x)(w) = j (Y)(w)} modo). 

The definition of Ji<t) has the following intuitive meaning. If we ignore the 
"mod 0," _ the condition simply means that the value of the random 
variable f(x) at each trial (each point in Q) must be determined by the 
value of x at this_ trial. Of course, this is a very natural requirement if we 
want functions f to be adequate reflections of properties of ordinary 
real-valued functions in the sense of § 1. The addition of "mod 0" weakens 
this requirement by saying "with conditional probability one." 

We now return to the set M. A point~ EM consists of a choice of 

for each variable symbol x; 

f" E R(l), for each symbolffor a variable function. 

Here is the interpretation of the expressions in the language which corre-
sponds to a given choice of ~: _ _ 

(a) Terms. Let t be a term, and let ~EM. Then t" E R is the random 
variable which is defined inductively in the obvious way. 

(b) The truth function II II on atomic formulas. Le!_P be the atomic 
formula t 1 < t2 or t1 = t2• Its truth value at a point~ EM is the element of 
the algebra B which is defined as follows: 

and similarly for t 1 = t2• 

(c) The truth function II P II(~) in the general case. The general definition 
proceeds by induction. The rules when formulas are joined by connectives 
are the same as in subsection 5.7 of Chapter II: 

II -,PII = IIPII', 
IIPVQII = IJPIJVIIQIJ, 
liP 1\ Qll =liP II 1\ IIQII, 
IJP~QII = IIPII'VIIQIJ, 

IIP~QII =(liP II 1\ IIQII)V(IIPII' /\IIQII'). 
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Here, for brevity, we have omitted the f Finally, 

ll'v'xPIIW = 1\ IIPII(O 
f 

113xPIIW = V IIPII(O 
f 

(over all ~' which only differ 
from ~by a variation of x); 

(over the same n; 

and similarly when we quantify over variable functions. Intuitively, the 
value of the truth function of an assertion about random variables is the 
set of trials mod 0 for which this assertion becomes true as a fact about 
real numbers. 

2.8. Lemma. If f_is a closed formula, then II P II(~) does not depend on the 
choice of~ E M and only takes the value 0 or I. 

This is proved by a simple induction on the length of P. It is just as easy 
to prove a more general fact: if P is any formula and ~ and f do not differ 
on variables which occur freely in P, then liP II(~)= liP ll(f). Compare with 
Proposition 2.10 in Chapter II. 

This value of liP II(~) which is common for all ~ if P is closed can be 
denoted simply IIPII· We are now ready to formulate the basic definition 
of this section: 

2.9. Definition. A formula Pin L2Real is said to be "true" if liP II(~)= I for 
all~ EM. 

3 The Continuum Hypothesis is not deducible 
in L 2Real 

3.1. Fundamental Lemma 

(a) "Truth" is preserved under the rules of deduction. 
(b) The first-order logical axioms and the versions of them in L2Real are 

"true." 
(c) The special axioms of L2Real are "true." 
(d) The CH is not "true" if card I > w 1• 

This lemma implies 

3.2. Theorem. The CH is not deducible from the axioms in L2Real. 

In this section we give those parts of the proof of the Fundamental 
lemma which are also essential for the "real" Cohen theorem, as well as for 
our simplified problem. We note that Theorem 3.2 is weaker than Cohen's 
theorem because the language L2Real contains fewer means of expression 
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3 The Continuum Hypothesis is not deducible in L:zReal 

than the language of set theory. Although the Continuum Hypothesis can· 
be stated in L2Real, because of Godel's general results we have no basis for 
expecting, even if the CH were deducible, that the proof could also be 
given in this language. For example, the deduction could require us to 
introduce functionals of functions, functionals of functionals, and so on. 
The language of set theory, which we shall return to in §4, contains the 
means for considering all of these finite and even transfinite levels at once. 

3.3. PRooF OF 3.l(a). If IIPII = 1 and IIP~QII =I, then IIPII'=O and 
IIPII'V IIQII =I, so that IIQII =I. Secondly, if liP II= I, then liP II(~= I 
for all~ EM; but then (here f runs through all variations of~ along x) 

ll'~xPIIW =A IIPII{f) =A 1 = 1. 
f f 

We similarly prove this for Gen over functions. 

3.4. PROOF OF 3.l(b) (SKETCH). 
Tautologies. Their "truth" is proved in §5 of Chapter II. 

0 

Quantifier axioms. The proof proceeds by induction on the length of the 
formulas in the axiom schemes. Since it is completely straightforward, we 
shall omit it. 

3.5. PRoOF OF 3.l(c) (sKETCH). We shall list the axioms and make some 
brief comments. 

The special axioms of set theory: The axioms of equality and the axiom 
(schema) of choice 

AC: 'tlx 3yP(x,y)~3f'tlx P(x,f(x)), 

where P is any formula which does not have any free variables except x 
andy, and where f is free for y in P. 

The special axioms of field theory: The axioms of the additive group, the 
axioms of the multiplicative group, and the distributivity of addition with 
respect to multiplication. 

The special order axioms: 

X~ YVY ~X, 
(X ~ y (\y ~ X)~ X = y, 

X ~ y ~ (X + Z ~ y + Z ), 

(x ~ y (\0 ~ z)~xz ~ yz. 

The completeness axiom (see 2.5). 
Among these axioms, the greatest effort is needed to verify that the 

axiom of choice and the completeness axiom are ''true." But these com­
putations resemble those in the proof that the CH is false, which will be 
given in detail below. Hence, the verification of these two axioms will be 
omitted. 
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The first axiom of equality is trivial. The second axiom is first verified 
for atomic formulas P, and then we use induction on the length of P. The 
argument is rather tedious, but simple. 

The axioms of an ordered field are verified without difficulty. We shall 
limit ourselves to one example: "every nonzero number has an inverse," 
1.e. 

11Vx(o{x=0)=>3y{xy=I))II= A._(llx=OIIV V_llxf=lll)· 
xER yER 

To verify that this truth value equals I, it ~uffices to prove this for each 
term on the right, i.e., for each fixed x E R. Then, in turn, for that x it 
suffices to construct a random variable y E R such that llx = 011 V 11.ry =111 
= 1. We set 

if x{w) * 0, 

if x(w) = 0. 

3.6. PRooF OF 3.l(d). We first recall the formula for the CH: 

Vh(3g \fy 3x(h(x) = 0 AY = g(x)) V 

D 

3f Vy(h(y) = 0=>3x(Z(x) AY = f(x)))). 

We let P 1 and P2 denote the first and the second alternatives in this 
formula. Thus, the CH has the form \fh(P1 V P0. We must prove that 
II'Vh(P1 V P2)11(~ = 0 for any point~ EM. By the definition in 2.7, 

II'Vh(Pl V P2)11W = {\ (IIPIII(f)V IIP211(f)), 

where f runs through all variations of ~ along h. To show that this value is 
0, it suffices to find a point f such that IIPJ!I(f) = IIP2II(f) = 0. Since all 
the variables except h are bound in P1 and P2, choosing f is equivalent to 
choosing he= ii E jio>. We shall give ii explicitly; this will be a function 
"whose set of zeros has intermediate cardinality." 

To do this, as in § 1 we fix a subset ~ c I having cardi_gality strictly 
between Wo and card /. Recall that for each i E /, xi E R-is the "ith 
coordinate" function. Further, for each random variable x E R, we choose 
a subset Q(x) c n such that 

V. llx = x1 ll = n(x) modo 
jE~ 

(here we use th~ completeness of B). Finally, we define ii E fiOl as follows 
for every x E R and wE Q: 

h (x)(w) = ' - {0 
1, 
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3 The Continuum Hypothesis is not deducible in ~Real 

3. 7. Correctness Lemma 
(a) For _fixed .X, h(x) is measurable as a function of w, so that h maps R 

toR. 
(b) For every .X E R we have 

llh (x) = OJI = 1~ II .X= Xjll· 

(c) hE Ji<Il (see 2.7), so that there exists a point f EM for which 
h~' =h. 

PROOF. 

(a) h(x) only takes the values 0 and 1 on !2, and the set where it takes 
each of these two values is measurable by the definition and by the 
completeness of B. 

(b) is obvious from the definition. 
(c) We must verify that for all x,Y E R we have 

{wE Slj.X(w) = y(w)} oet; {wE Sljh (x)(w) = h (y)(w)} mod 0. 

We shall show that the set of points wE Sl for which both .X(w) = y(w) and - -
h(x)(w) =1= h(y)(w) has measure ~ro. _ 

It suffices to consider the case h(x)(w = 0, h(y)(w) = I, i.e., to show that 

II .X= .YII /\ llh (.X)= 011/\ llh (.Y) = IJJ = 0. 

We write the second term in the form V1e~II.X = Xjll (by 3.7(b)) and apply 
the distributive axiom to the first and second terms (where we use the 
completeness of B). We further use the fact that JJ.X = .YII /\ JJ.X = Xjll oet; 

II.Y = Xjll. We then obtain: 

JJ.X = .YII /\ llh (.X)= OJJ oe;; V li.Y = x:J·ll = llh (y) = OJJ, 
)E~ 

which immediately gives us the required result. D 

Explanation. Since the choice of h is the essential step in the proof, we 
would like to give some motivation for this choice. Recall that h is the 
name of the functi~n the cardinality of whose set of zeros interests us. We 
choose a concrete h to "disprove" the CH in such a way that the "almost 
everywhere zeros" of h include the elements of the set { x11J E ~ }, which 
has intermediat~ cardinality in the naive sense of th~ wo~ (compare with 
§I). However, h cannot be an arbitrary map from R toR; it must satisfy 
the strong condition_h E R(l). Hence, along with all the Xj, the ~_!!most 
everywhere zeros of h might also have to incl!!_de various other y E R, and 
might have to ''partly include'~ still other i E R. We say ''partly include" to 
convey the possibility that JJh(i) = OJJ is_ neither 0 nor I, so that i has a 
"certain probability" of being a zero of h. 
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III The continuum problem and forcing 

Thus, the "set of zeros" of h might be bigger than we want, and we 
might expect to enco_!!nter difficulties in proving that this set cannot be 
mapped onto all of R (the alternative P 1). On the other hand, it would 
seem that this situation would make it trivial to disprove the alternative P2 

(mapping Z onto the entire set of zeros). But even this is wrong! As we 
noted before, we can have IIZ(x)ll =I for many x which are not constant 
integer functions on Q. Moreover, for still other x we have liZ (x)ll * 0, I, 
so that the "set of integers" in our model has grown considerably. 

A final remark: in this discussion we have been essentially dealing with 
the concept of a "B-random set," which will be a central idea in what 
follows (see §4). That is, the "set of zeros of h" is random in the sense that, 
for each z E R, the as_:;ertion "z E (zeros of h)" is naturally assigned the 
Boolean truth value llh(z) = 011. 

We now return to the proof that IICHII = 0. 

3.8. PROOF THAT IIPJ!I(f) = 0. By the rules for computing truth functions, 
we find: 

IIPIIICO= V 6 V {llh(x)=OIIAIIi=i(x)ll}. 
g y X 

where h was defined above, g runs through all elements of ii(l), and x and 
y run through all elements of R. We suppose that IIP111(f) * 0, and show 
that this leads to a contradiction. We write the above formula for II P 1ll(f) 
as Via(g). 

If IIPJ!I(f) * 0, then a( g)* 0 for some concrete function g E jj(l>. We 
take this function g and set 

a= 1\ V ( V llx = Xjll !\IIi= i(x)ll)· 
y x ;E} 

Here we have substituted V;q llx = Xjll for llh(x) = 011 using 3.7(b). 
Furthermore, we have llx = Xjll ;\ II.Y = g(x)ll .;;; IIY = g(Xj)ll· Using this 
and distributivity, we find 

a.;;; 6 V IIi= i(Xj)ll· 
y } E'~ 

In particular, for each X; in place of y, we have 

a< 1~ llx; = i(Xj)ll· 

If, as we have supposed, a* 0, then for each i there exists aj(i) E ~ such 
that 

Since I is uncountable and card ~ < card I, it follows that there exists a 
) 0 E ~ such thatj0 = j(i) for alliin an uncountable subset I 0 c I. But this 
contradicts the countable chain condition on B, because the terms in the 
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family llx; = g(~)ll (i E / 0) are pairwise disjoint. In fact, 

0 

Notice to what extent this proof parallels the '~aive" ~rgument in § l. 
By assumption, the function y maps the zeros of h onto R "with nonzero 
probability." But the exact meaning of the computations cannot readily be 
stated in words. 

Computation of IIZ(y)ll· The formula for Z(y), "y is an integer," was 
given in 2.3. Since this formula occurs in P2, we must compute IIZ(y)ll in 
order to compute IIP2 11· 

3.9. Lemma. Let 11 E M and j"" = y E R. Then 

IIZ(y)II(TJ)= \/ li.Y=nil={wEr.l!.Y(w)EZ}modO. 
nft.z 

PRooF. We must show that 

~(111 (0) = Oii'V( V iil(x) = 1 (.X+ 1)11') V ill (Y) = 011) = V li.Y= nil· 
f x nEZ 

We prove this equality by proving inequality in both directions: _ 
The inequality ,.;;; . It suffices to find a concrete function fER (I) for 

which the corresponding term on the left is contained in the right-hand 

side. We define l by setting l(x)(w) = sin2 ?Tx(w) (here, instead of sin2 'lTZ, 

we could take any measurable function with period 1 and zeros only at the 
integer~). It i~ easy to see thatl(x)ER andlE.R<I). Then lil(O)=Oii'=O 
and llf(x)= f(x + 1)11' =0. Hence we need only verify that 

and this is obvious. 
The inequality > . It suffices to show that, for any fixed values of n E Z, 

1 E _R(I) andy E R, we have: 

li.Y=nii'bVc, 
where 

c = ill (Y) =Oil· 

But the inclusion a ,.;;; b V cis equivalent to a 1\ c' ,.;;; b. Furthermore, in our 
situation we have 

a 1\ c' = II.Y =nil/\ ill (Y) = 011'..;; ill (n) =Oil'· 
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(Here n inf(n) is the constant random variable which is everywhere equal 
ton.) 

It is thus sufficient to see that 

IIi (n) =Oil'< IIi (0) = OII'V ( Y IIi (x) = i (x + l)il'), 

or, taking complements, that 

Iii (n) =Oil> IIi (0) =Oil!\ (~IIi (x) = i (x + 1)11)· 

The right side can only become larger if we only take the intersection over 
the terms with x = 0, I, 2, ... , n - 1. But this obviously gives 

lli(O)=OII/\Iii(O)=i(l)= ... =i(n)ll < ili(n)=OII· D 

3.10. PROOF THAT IIP211(f) = 0. Using Lemma 3.9 and the rules for comput­
ing truth functions, we find: 

11P2ll(f> = y I) (1111 (Y) = OII'V y ( y llx =nil!\ II.Y = i (x)ll) )· 

Since j E ji(I>, we _have lix = nii < iii(x) = i(n)ll, so that iix = nli !\ 
II.Y = f(X)II < ii.Y = f(n)li-

Now it _suffices to prove that the term corresponding to any concrete 
choice off is equal to 0. We suppose that this is not the case, and sho~ 
that we obtain a contradiction. Let a =I= 0 be the term corresponding to f. 
By the previous paragraph, we have 

a< 1\ (1111 (Y) = Oii'V Y ii.Y = i (n)ll)· 
y 

In particular, for every j E ~ we must have (with ~ in place of y). 

a< VII~= i (n)ll 
n 

(where we have llh(~) =Oil'= 0 by }.7(b)). Hence, for every j there exists 
an integer n(j) such that 0 =I= II~= f(n(j))ll· Since } is uncountable, there 
exists an n0 and an uncouptable subset }0 c } such that n(j0) = n0 for all 

) 0 E }o. Then the II~= f(n0)ll for j E ~0 form an uncountable set of 
pairwise disjoint nonzero elements of B. This contradicts the countable 
chain condition on B. D 

4 Boolean-valued universes 

4.1. In this section we fix a complete Boolean algebra B (see 2.6) and 
construct the universe VB of "B-random sets." It will be a model for the 
Zermelo-Fraenkel axioms in the same generalized sense in which the 
random variables R were a model for the real numbers R in §3. In §§5-7 
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we verify that all the axioms of L1Set are "true," and then in §8 we verify 
that the Continuum Hypothesis is "false" for a suitable choice of B. 

The objects of V 8 will be denoted by capital letters X, Y, Z, · · · . Any 
two objects determine elements IIX E Y[[ E B and [[X= Yll E B. The 
intuitive meaning, say, of the first of these is as follows: if B is the algebra 
of measurable sets in a probability space, then [[X E Yll is the maximal set 
on which "X is an element of Y with probability one." Since we do not 
deal with probability measures in the general case, we shall simply call the 
elements of B "probabilities," and then [[X E Y[[ is simply the probability 
that X belongs to Y. 

It is not trivial to construct precise definitions, because we want the 
axiom of extensionality to be "true." If a random set must be uniquely 
determined by its elements (which are also random), even in a generalized 
sense, then this random set cannot be "too" random (see 4.3). 

We shall assume that as a set B is an element of the von Neumann 
universe V. Then all the objects of V 8 will also be elements of V, and all 
our constructions can be expressed in L1 Set. In principle, this allows us to 
take a more formalistic point of view than we shall in fact take. The proof 
given below of the independence of the CH could then be used as a guide 
for constructing a much more syntactic version, based on an "internal 
interpretation" of the language L1 Set in itself. In this context the assump­
tion that the Zermelo--Fraenkel axioms are consistent in the statement of 
Theorem 1.6 becomes a necessary precaution, since (by Godel's result) this 
consistency cannot be established using only the language L1Set itself. 
However, in our treatment this condition is pure hypocrisy, since by 
assuming the "existence" of the universe V, which is a model for the 
axioms, we automatically "prove" that those axioms are consistent (see 
subsection 18 of the Appendix to Chapter II). 

4.2. Construction of V 8 . For every ordinal a we construct the set v: by 
transfinite recursion, and then set V 8 = U, v:. The first step is: vt = 0. 

Inductive assumption. The set v: is defined for the ordinal a ;;;. 0; for 
every element X E v: the set D (X) c v: is defined (its intuitive meaning 
will be explained below); for every pair of elements X, Y E v: the 
"Boolean truth functions" 

IIX E Y[[ EB, IIX=Y[[EB 

are defined (intuitively, they should be thought of as the "probability that 
X is an element of Y" and the "probability that X coincides with Y," 
respectively). 

By assumption, this data satisfies the following conditions: 

(a) If {3, ,.;; /32,.;; a,, then vt, ,.;; vt,. 
(b) If {3 <a and X E Vf+ 1 \ Vf, then D (X)= Vf. 
(c 1) IIX E Y[[ = V ZED(YJ(IIX = Zll !\liZ E Y[[) (l)a 
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(the condition (l)a expresses the requirement that the formula x Ey~ 
3z(x = z Az Ey), which is easily deduced from the Zermelo--Fraenkel 
axioms, must be "true"). 

(c2) IIX = Yll = ( 1\ liZ E XII'V liZ E Yll) 
ZED(X) 

A( 1\ liZ E YII'V liZ E XII) (2)a 
ZED(Y) 

(this condition expresses the "truth" of the formula x = y~('v'z(z E x-H 
Ey)A 'v'z(z Ey~z Ex)). We note that it is not completely clear at this 
point why, for example, in (l)a we only took the union over Z in D ( Y); it 
would seem natural to take all Z. Later we shall see that the formula 
remains true if we take the Boolean union over all Z. 

This completes the description of the data for v:. We now give 
explicitly the recursive construction of v:+ 1 and the corresponding data. 

Definition of v:+l and D. We set v:+l = v: u Va8:1, where v::l consists 
of all possible functions Z with domain of definition v: and range of 
values c B which satisfy the following "extensionality condition": 

IIX = Yll A Z(X) = IIX = Yll AZ( Y), for all X, Y E v:. (3) 

A little later we shall define IIX E Z II = Z (X) for X E v: and Z E v:+ 1 \ v:. Thus, as before, (3) can be thought of as reflecting the 
formula 

(x = y AxE z)~(x =yAy E z). 

Compare also with the comment in 2.7 concerning the definition of fiOl. 

We shall call the elements of V :+ 1 \ V: new elements (of rank a + 1 ), 
and we shall call the elements of v: old elements. We set D(Z) = v: if 
Z is a new element. 

Definition of the Boolean truth functions. These functions have already 
been defined for pairs of old elements. We further set: 

IIX E YJI = Y(X), if X is old and Yis new; (4) 

IIX= Yll = ( 1\ liZ EXII'VIIZ E Yll) 
ZED(X) 

A( 1\ IIZEYII'VIIZEXII)· (5) 
ZED(Y) 

Because of (2)a, (5) automatically holds if X and Y are both old 
elements; in the other cases, (5) uniquely determines IIX = Yil if we use 
(4) and the fact that Z only runs through old elements in (5). Finally, we 
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set: 

JIXEYII= V IIX=ZIIAIIZEYII, (6) 
ZED(Y) 

if X is a new element and Y is either new or old. The right side is 
uniquely determined using (4) and (5), since D(Y) c v:. 
Formulas (4) and (6) show the following. As a first approximation we 

might say that a random set Y of rank a "consists" of sets Z of lower rank 
which occur in Y with probability Y (Z); these probabilities can be chosen 
rather arbitrarily, subject only to the extensionality condition (3). 

However, we then find (in formula (6) for new X and old Y) that we 
must automatically "include" more and more elements X in Y with 
probabilities already assigned by formula (6). It is conditions (3) and (6) 
which prevent our sets from being completely random. 

Definition of v: and otber data for limiting ordinals a. We simply set v: = U P<a Vf, and then all the other data has already been de­
termined. 

4.3. Verification that the definitions are correct. Properties 4.2(a) and (b) are 
obviously preserved in going from a to a+ I; we must verify (l)a+ 1 and 
(2)a+l· Now the only identity here which is not completely obvious 1s 
obtained by taking X old and Y new in (I) a+ 1: 

Y(X) = V IIX= Zll/\ Y(Z). 
ZE V,! 

This is verified as follows. We obtain > by writing the right-hand side in 
the form V ziiX = Zll/\ Y(X) using (3). We obtain ..;; by considering the 
term with Z =X and taking into account that IIX =XII= 1 for all X (as 
follows immediately from (5)). 

This completes the construction of the Boolean-valued universe. 

4.4. EXAMPLES AND REMARKS. We examine some special cases of these 
constructions in order to clarify their structure. 

(a) Obviously V~ = {0}, since there exists a unique "empty" function, 
whose domain of definition is the subset vt = 0. We compute Vf = V~ 
U Vf". We let {0}b E Vf" denote the function of the one-element set V~ 
which takes the value bE B. All these functions are extensional, so that 

Vf = {0, {0}b, for all bE B }. 

It follows from (4) that 

It is clear from (5) that 
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III The continuum problem and forcing 

Intuitively, these formulas mean that {0} b consists of one element 0 
"over b" and is empty away from b. Again applying (5), we find: 

II {0} a= {0} bll =(a' V b) 1\ (a V b') =(a 1\ b) V(a' 1\ b'). 

Thus, { 0} a and { 0} b coincide when either they are both empty or they 
both consist of one element 0: this agrees with intuition. Now applying 
(6), we find: 

ll{0}a E {0}bll =II {0}a= 011/\110 E {0}bll =a' 1\b 

(i.e., the only possible inclusion, which has the form 0 E {0}, holds when 
{0}a is empty and {0}b is nonempty). 

Finally, let X E Vf1' be an extensional function on the subset Vf with 
values in B. Then, by (6), 

IIX E {0hll = IIX= 011/\110 E {0}bll = IIX = 011/\b, 
and by (5) 

11X=011=( 1\ II{0LEX11')AII0EXII' 
aEB 

=( V II{0LEXIIVII0EX11)'. 
aEB 

Thus, intuitively, IIX = 011 means the complement of the support of X in 
B, and IIX E {0}bll is the set where both X is empty and {0}b is 
nonempty, which again agrees with the usual formula 0 E {0}. This 
shows how new objects X can be random elements of old objects with 
nonzero probabilities. 

(b) We consider the case B = {0, 1 }. The corresponding probability 
space consists of one point, so our random sets become completely 
determined. What happens is: the universe V 8 maps naturally onto the 
von Neumann universe V in such a way that, if X denotes the image of 
X E V 8 , then all X and Y satisfy the conditions: 

11x E Yll = 1 ~x E f, 
IIX = Yll =}¢=>X= Y. 

To construct this map we first set 0 = 0. We now suppose that the map 
V} 0• I)~ Va has already been COnstructed With the required properties, and 
we extend the map to a+ 1. To do this, for any new element X E Va{2' 11J 
we first find the subset of V} 0• IJ on which X takes the value 1, and we then 
take the image of this subset in V", which is an element X of 6? ( V") = 
V" + 1; by definition, our map takes X to this X. We leave the verification of 
the properties of this map to the reader. 

(c) Boolean truth functions for the formulas in L 1Set. 
We define these truth function~in an analogous manner to §2. We 

introduce the interpretation class M: each point ~EM assigns to every 
variable symbol x in L1Set some object x~ =X of the universe V 8 • We 
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further assume that every point~ maps the symbol 0 in L1Set to the empty 
set. 

If P is the atomic formula x Ey or x = y in L1Set, then ffPff{O is 
defined to be ffx~ Ey~fl E B or ffx~ = y~fl E B, respectively. The value of 
If P ff(~) for all other P is defined inductively using exactly the same 
formulas as in subsection 2.7. We need only note that, although the 
expressions V ~ a~ and /\~ a~ must be taken over families indexed by the 
class M when we compute with quantifiers, all the different elements of 
such a family form a subset of B, so that such an expression makes sense. 
We shall call a formula P "true" (in the model VB) if ffPff(~) = 1 for all~. 
and we shall call P "false" if If P ff(~) = 0 for all ~-

As in §3 of Chapter II, it can be verified that all the tautologies and 
logical quantifier axioms are "true" and that the rules of deduction 
preserve "truth." Hence, it remains for us to show that the Zerme­
lo--Fraenkel axioms are "true" (for any B) and that the Continuum 
Hypothesis is "false" (for suitable B). 

5 The axiom of extensionality is "true" 

We begin by proving some relations between the truth functions. First of 
all, it is clear from formula (5) in §4 that fiX= Yff =If Y = Xff and 
ffX =X If= I. The following lemma is a less immediate consequence of the 
formulas. 

5.1. Lemma. For any X, Y, Z E VB we have: 

PROOF. 

ffX= Yff/\ffY= Zff < ffX= Zff, 
fiX= Yff !\II y E Zff <fiXE Zff, 
ffX E Yff/\IIY= Zff <fiX EZff. 

(a) (III) holds if X ED ( Y). In fact, then by formula (5) in §4 

If Y= Zff < ffX E Yff'VffX E Zff, 
so that, if we intersect both sides with ffX E Yff, we obtain (III). 

(I) 

(II) 

(III) 

(b) (III) holds if X, Y E v: and Z is a new element of v:+I· In fact, we 
choose U E D ( Y) and apply the special case of (III) proved in (a): 

ffUE Yff/\ffY=Zff < ffUEZff. 
We take the Boolean intersection of both sides with fiX= Uff and then the 
Boolean sum over all U E D(Y). Now applying formula (6) in §4 to the 
left-hand side and using distributivity, we obtain: 

ffX E Yff/\ffY=Zff < V ffX= Uff/\ffUEZff 
UED(Y) 

< V ffX=Uff/\ffUEZff=ffXEZff. 
UED(Z)= V,;' 
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III The continuum problem and forcing 

(c) (I) hold~ in V!+ 1 if (III) holds in v,:. We consider an element 
V ED (X) E v,:. By (a), we have 

IIVEXII/\IIX= Yll <liVE Yll· 
We take the Boolean intersection with II Y = Z II 

II v E X II/\ II X = Y II/\ II Y = Z II < II v E Y II/\ II Y = Z II· 
Here the right side is always <II V E Zll· In fact, if Y E V! this follows 
by part (b) or by the induction assumption, and if Y is a new element of 
V!+ 1 then it follows by part (a). 

We have thus shown that for all X, Y, Z E V !+ 1 and all V E D (X): 

II V EX II/\ II X= Yll/\ II Y = Z II < II V E Z II· 
Because a 1\ b < c implies b < a' V c in any Boolean algebra, we then 
obtain 

IIX = Yll/\ II Y = Z II < II VEX II' VII U E Z II, 
and hence 

!IX= YII/\I!Y=ZII < A !IVEXI!'VIIVEZII· 
UED(X) 

Interchanging X and Z, we find that for all V ED (Z) 

liZ= YII/\I!Y=XII < A I!VEZII'VIIV EX!!· 
UED(Z) 

These last two formulas, together with (5), clearly imply (I). 
(d) (II) holds in V!+ 1 if (I) holds in V!+l' In fact, let V E D(Z). By (I), 

we have 

IIX = Yll/\ II Y =VII< IIX =VII· 

We take the Boolean intersection with II V E Z II and then the Boolean sum 
over all V ED (Z): 

IIX= Y!l/\( V IIVEZII/\I!Y= VI!) 
UED(Z) 

< V liZ= VII/\ II V E Zll· 
UED(Z) 

Applying (!)a+ 1 in §4, we obtain (II). 
(e) (III) holds in V!+ 1 if (II) holds in V!+ 1• In fact, let U E D(Y). By 

part (a), we have 

II u E Yil/\ II y = z II < II v E z II· 

Intersecting with IIX = VII and applying (II) to the right-hand side, we 
obtain 

II X = u II/\ II v E y II/\ II y = z II < II X E z II· 
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Finally, if we take the Boolean sum over all U E D ( Y) and use formula 
( 1) in §4, we obtain (III). 0 

Obviously, parts (a)-(e) prove the inductive step for a to a+ 1. We are 
now in a position to establish the basic result of this section. 

5.2. Proposition. The axiom of extensionality 

x =y.:=;.'o'z(z E x.:=;.z Ey) 

is "true." 

PROOF. The formula II P.:=;. Q II(~)= I is equivalent to II P II(~)= II Q II(~). It is 
therefore sufficient to prove that for all X, Y E VB 

IIX= Yll = 1\ (liZ EXIIVIIZ E YII')A(IIZ EXII'VIIZ E Yll). 
ZEV 8 

The inequality > follows immediately from formula (2) in §4. To obtain 
the opposite inequality, we write two obvious corollaries of formula (III) in 
Lemma 5.1: 

IIX = Yll <(liZ E XII v liZ E Yll', 
IIX= Yll <(liZ EXI!'VIIZ E Yll, 

and we take the intersection over all Z. The proposition is proved. 0 

We note that formula (2) implies the following general extensionality 
property: for all X, Y, Z E VB 

IIX = Yll ;\II y E Zll = IIX = Yll ;\ IIX E Zll· 

5.3. Corollary. The axioms of equality in L1Set are "true." 

In fact (see Proposition 4.6 in Chapter II), the axioms of equality in our 
case consist of: the "true" formula x = x, the axiom of extensionality (in 
the form x=y=:.(P(x)=:.P(y)) with P(x)=zEx), and the "true" for­
mula x=y=:>(xEz=:.yEz) (in which P(x)=xEz), since the only 
atomic formulas P(x) in L1Set are z Ex and x E z. 0 

5.4. Remark. In most computations, we shall only need to know the values 
of IIX E Yll and IIX = Yll, and not the precise definition of the objects X 
and Y. In this connection, we note that the following two binary relations 
on VB coincide (as easily follows from (Ill) and the axiom of extensional­
ity): 

(a) IIX = Y11 =I, 

liZ E XII= liZ E Yll· 

We shall call such X and Y equivalent and write X- Y. 
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III The continuum problem and forcing 

6 The axioms of pairing, union, power set, 
and regularity are "true" 

6.1. The computations in the previous section show that the basic work in 
ensuring that the axiom of extensionality is "true" was already incorpo­
rated into the definition of the universe VB. The explicit formulas for 
recursively computing IIX E Yll and IIX = Yll reflected so many special 
properties of inclusion and equality that together they guaranteed that the 
general axiom must hold. 

In order to verify several of the other axioms, we must essentially define 
in VB analogues of certain operations in V, such as forming the unordered 
pair, the set of subsets, and so on. These operations can be defined by 
means of formulas in L1 Set. However, recall that, if P (x) is a formula with 
one free variable x, then the x~ E V for which P(x)(~) is true generally 
form a class and not a set. 

It will be convenient to introduce the auxiliary notion of a "random 
class" in VB. Using this concept, we shall often construct the operations in 
VB in two stages: the value of the operation will at first be a random class, 
which we then "identify" with a random set using a separate argument. 

6.2. Definition. 
(a) A random class is any function Won VB with values in B which 

satisfies the following extensionality condition: 

W(X)!\IIX= Yii= W(Y)/\IIX= Yjj, forallX, YE VB. 

(b) A random class W is said to be equivalent to a random set 
Z E VB (written W- Z) if 

W(X) = IIX E Zll, for all X E VB. 

6.3. EXAMPLES AND REMARKS 

(a) For any random set Z the function X~ II X E Z II is extensional by 
(II), §5, and so is a random class. By analogy, we often write IIX E Wll 
instead of W(X) if W is any random class. 

(b) There exist random classes which are not equivalent to random sets. 
One such example is the "universal" random class W(X) = I for all X. (If 
W were a set, we would have II WE Wll = I, contradicting the regularity 
axiom, which will be shown to be "true" below.) 

(c) Let W be a random class, and let a be any ordinal. We define the 
element W., E Vt+ 1 as follows: 

D ( W.,) = v:, Wa = the restriction of W to v: (as a function; see 4.2). 
It is easy to see that for all X E VB we have: 

IIX E Wall ,;;;; IIX E Wll· (I) 
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In fact, let U E v: and X E VB. We then have 

IIX = Ull/\ Wa ( U) = IIX = Ull/\ W( U) = IIX = Ull/\ W(X) < W(X), 

so that, by (6), §4: 

IIX E Wall= V II X= Ull/\ Wa ( U) < W(X) = IIX E Wll. 
uev! 

We shall often show that some class W which we are interested in is 
equivalent to a set by finding an ordinal a such that w- wa. It is clear 
from (1) that this follows if IIX E Wll < IIX E Wall for all X. 

(d) Let W, WI, and w2 be random classes. Then W', WI/\ W2, and 
W 1 V W2 are also random classes, since the extensionality condition is 
trivially verified for these functions. We shall write WIn w2 and WI u w2 
instead of W11\ W2 and W1 V W2, respectively. 

(e) Let W be a random class, and let X be a random set. We show that 
W n X is equivalent to a random set. More precisely, if D (X)= v:, then 
W n X -(W n X)a. In fact, for any Y E VB it follows by (6), §4 that: 

IIYE(WnXUI= V IIU=YII/\IIUE(WnX)all 
UEV! 

= V (IIU= YII/\IIUE WII)/\IIUEXII 
UEV! 

= v IIU= Yll/\11 y E WII/\IIU EXII 
UEV! 

=II Y E Will\ II Y E XII= II YEw n XII· 
This result implies that the separation axioms are "true" (see subsection 
4.9(b) of Chapter II). 

The following proposition gives a general method for constructing 
random classes. 

6.4. Proposition. Let P(x,yp ... ,yJ be a formula which does not contain 
any free variables besides x, y 1, ••• , y n. Let Y 1, ••• , Yn E VB be fixed. 
Then the function 

X~ W(X) = IIP(X, Yp ... , Yn)ll 

is a random class. 

Intuitively, W contains every set X with probability equal to the 
probability that P (X, ... , Yn) is true. Y1, ••• , Yn play the role of "con­
stants." 

PRooF. We use the "truth" of the following axiom of equality: 

11\fx \fyl · · · \fyn(x = Y~(P(x,yl, · · · ,yn)~P(y,yl, · · · ,yn)))ll = 1. 

If we take a point ~ in the interpretation class which c.ssigns to x, y, 
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y 1, ... ,yn the values X, Y, Y1, ... , Yn, respectively, then we find that 

IIX= Yll..;;; IIP(X, Y1, ... , Yn)II'VIIP(Y, Y1, ... , Yn)ll. 

or 

IIX = Yll 1\ W(X) < W( Y), 

so that W is extensional. 0 

We are now ready to verify the axioms. 

6.5. Proposition. The axiom of pairing 

'Vu Vw 3x 'Vz(z E x~z = uV z = w) 

is "true." 

PRooF. By definition we have 

II'Vu 'Vw 3x 'Vz(z E x<=?z = uV z = w)ll 

= 1\ A V 1\IIZEX<::?Z= uvz= w11. 
U W X Z 

Hence it suffices if, for any U, W E VB, we find an X E VB such that for 
all Z E yB 

liZ EXII =liZ= UIIVIIZ= Wll. (2) 

For fixed U and W we consider the right side of (2) as a function of Z. 
This function is a random class X by Proposition 6.4, since it corresponds 
to the formula z = U V z = W. We show that it is equivalent to a random 
set; more precisely, if U, WE v:, then X- Xa. By the remark at the end 
of 6.3(c), it suffices to verify that for all Z 

liZ E XII..;;; liZ E Xall· 

But since II U E Xall = 1, it follows by formula (II) in §5 that 

liZ= Ull..;;; liZ EXall• 

and similarly 

liZ= Wll..;;; liZ EXall• 

which gives the required inequality. 

6.6. Proposition. The axiom of union 

'Vx 3y 'Vu(3z(u E z (\z E x)~u Ey) 

is "true." 

0 

PROOF. We fix X E VB and construct a random set Y such that for all 
UE yB 

IIUEY11=113z(UEz/\zEX)II= V IIUEZIIAIIZEXII· 
ZEV8 
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By Proposition 6.4, there exists a random class Y with this property. We 
show that if D (X)= v:, then Y- Ya. Since D ( Ya) = D (X), we have 

IIU E Yall = V IIU= ZII/\IIZ E Yall 
ZED(X) 

= v IIU=ZII/\( v IIZEZIII/\IIZIEXII)· (3) 
ZED(X) Z 1 EV 8 

We show that the inner sum in (3) may be taken only over Z 1 E D(X). In 
fact, for any zl 

so that 

IIZ1 E XII= V IIZ1 = Zzll 1\ IIZz E XII, 
Z 2 ED(X) 

liZ E ZJ!I 1\ IIZ1 E XII= V IIZE ZJ!I 1\ IIZ1 = Zzll 1\ IIZz E XII 
Z2ED(X) 

< V IIZEZzii/\IIZzEXII· (4) 
Z 2 ED(X) 

Taking this into account, in (3) we first sum over Z for fixed Z 1 E D (X). 
Since D (Z1).;;; D (X), the sum over Z ED (X) coincides with the sum 
over Z E D(Z1), and is equal to II U E Z 1ll- Thus, 

II U E Yall = V II UE Z1ll 1\ IIZI E XII 
Z 1ED(X) 

= v IIUEZIII/\IIZIEXII=IIUEYII, 
Z 1EV 8 

by (4). D 

6.7. Proposition. The power set axiom 

Vx 3y Vz(z c x~z Ey) 

is "true." (Recall that z c xis abbreviated notation for Vu(u E z~u E 
x).) 

PRooF. We fix X E VB and construct a Y E VB such that for all Z E VB 

liZ E Yll =liZ c XII= 1\ II UE ZII'V IIU E XII· 
UE V 8 

By Propositi0n 6.4, the right side defines Y as a random class. We show 
that, if D(X) = v:, then Y- Ya+t· 

We first construct the element Za E v:+ 1 by considering Z as a random 
class. By (1) we have IIU E Zall';;;. IIU E Zll; so that 

liZ E Yll <;;; IIZa E Yll = IIZa E Ya+lll· (5) 
If we prove the inequality 

(6) 
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it will immediately follow from (5) and (6) that Y- Ya+I• since, by (II), §5, 

liZ E Yll <;;; IIZa E Ya+III J\ IIZa = Zll.,;; II Z E Ya+JII. 
It remains to verify (6). 

First let U E D(X) = v:. Then II U E Zall =II U E Zll, so that II U E 
Z" ¢=> U E Z II' = 0, and a fortiori 

II u E X II/\ II u E za ¢=> u E z II' = 0. (7) 
As U varies, the left side of (7) determines a random class of the form 
X n W, where W corresponds to the formula --,(u E Z 0 ¢=>U E Z). Since 
D (X)= V"B' it follows by 6.3(c) that X n W- (X n W)". But, according 
to (7), (X n W)" is the zero function on v:. Thus, II U EX n Wll = 0 for 
all U E VB. Consequently, 

II U E XII< II U E Z"¢=> U E Zll for all U. (8) 

To prove (6), we now write the left and right-hand sides separately (using 
the "truth" of the formula Z" = Z¢=>"i/u(u E Z"¢=>U E Z)): 

liZ E Yll = I\ II u E ZII'V II u E XII, 
UEV 8 

IIZa = Zll = I\ II U E Za¢=> U E Zll· 
UEV 8 

It is now clear that the inequality in (6) holds term by term. In fact, for 
II U EX II this follows from (8), and for II U E Z II' it follows because 

II U E Z"¢=> U E Zll =(II U E Zaii'V IIU E Zll) 

/\(II U E Zall VII U E Zll'), 
and II U E Z II'< II U E Zall' for all U. D 

6.8. Proposition. The regularity axiom 

"iix(3y(y E x)~3y(y EX 1\y n X= 0)) 

is "true." 

PRooF. We fix X E VB. The axiom with the "constant" X in place of x has 
the form R ~ S. We must show that II R ~ S II = 1. It suffices to prove that 
IJR II/\ IJSJJ' = 0, where 

IJRJJ= v IJYEXII, (9) 
YE V 8 

IJSIJ'= I\ JJYEXJI'v( v IIZEYIIAIIZEXII)· (10) 
YEV 8 ZEV8 

We suppose that IIRII/\IISII'=a*O, and show that this leads to a 
contradiction. It follows from (9) and (10) that there exists a Y E V 8 such 
that II Y EX II/\ a* 0. We choose Y to have the least rank of any element 
with this property. 
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It is again clear from (9) and (10) that 

IIYEXIIAa< V IIZEYIIAIIZEXII· 
ZEV 8 

On the right we may sum only over Z E D ( Y), without changing the value 

of the sum. Hence, there must exist a Z E D ( Y) such that 

II Z E X II ;\II Y E X II ;\a -=F 0, 

so that II Z E X II;\ a -=F 0. But the rank of Z is less than the rank of Y, 

contradicting the choice of Y. D 

7 The axioms of infinity, replacement, 
and choice are "true" 

7 .1. We begin this section by describing two more methods for construct­

ing random sets. The first of them, which is very widely used, solves the 

following problem. Suppose we are given a set of objects X 1 E ve, i E I, 

and a set of elements a1 E B. We would like to construct a random set X 

which contains each X, with probability a1, but such an X might not exist. 

However, it turns out that there always exists an X with IIX1 EX II > a1 for 
all i E I; moreover, there exists a least X with this property. 

7.2. Lemma. 
(a) Under the conditions in 7.1, the function X of Y 

II Y E XII= Va,AIIY= X,ll 
IE/ 

(I) 

is a random class X which is equivalent to a random set. In addition, 

IIX1 E XII > a1, and, if X' is any random class such that IIX1 EX' II> a1 

for each i, then II Y E X'll >II Y E XII for allY. 
We shall say that X (or the equivalent random set) collects the X1 with 

probabilities a1• 

(b) Under the same conditions, the function Z of Y 

II Y E 211 = Va;;\ll Y E X;ll (2) 
i 

is a random class Z which is equivalent to a random set. If we also have 

a,;\ ai = 0 for all i =/= j, then II Z = X1 11 > a1, and, for any random class Z' 

such that II Z' = X1 ll > a1 for each i, we have II Y E Z'll > II Y E Z II for all 
Y. 

We shall say that Z glues together the X1 with probabilities a1• 

PROOF. It is easily verified that the functions Z and X defined by formulas 
(1) and (2) are extensional. 
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There exists an ordinal a such that X; E v: for all i. We show that 
X- X" and Z- Z". For any Y E V 8 we have: 

II Y EX,[[= V II Y= U[[/\[1 U E Xall 
UE V0

8 

= V VII Y= Ulli\a;i\iiU= X;[[ 
UE v: I 

= V Va;AII Y= X;[IAIIU= X;[[. 
UEV,f I 

If we consider the term with U =X; on the right, we obtain a;;\ II Y =X;[[ 
< II Y EX" II, so that II Y EX II < II Y EX" II by (1), and the assertion 
follows by 6.3(c). 

Similarly, for any Y E V 8 we have 

[[ Y E Zafl = V V [[ Y = U[[ ;\a;;\ [[ U EX;[[ 
UEV,f i 

= V Va;;\[[YEX;[[;\[[Y=U[[. 
UEV,f i 

Since II Y E X;[l =VUE vs II Y = U[[ ;\II Y EX;[[, it follows that a;;\ II Y 
EX;[[< II Y E Zafl, and 11Y E Zll < [[ Y E Z,[[ by (2). 

Now let X' and Z' be any random sets with the properties in (a) and 
(b). It is clear from (1) that [[X; EX[[> a;. If [[X; EX'[[;;;. a; for each i, 
then IIY EX'[[= Vu IIY= U[IAIIUEX'II;;;. vi IIY=X;I[A[[X;EX'II 
>IIYEX[I by(l). 

Similarly, if a;;\ a1 = 0 for i =I= j, then it is clear from (2) that a;;\ II Y E 

Z II = a;(\ II Y EX;[[, so that 

a;;\[[X; = Z[[ = Va;AII Y EX;~ Y E Zll =a; 
y 

and [[X;= Zll >a;. Now if [[X;= Z'll >a; for each i, then 

II y E Z'll;;;. II y E Z'll ;\liZ'= X;[[ 

=II Y EX;[[!\ liZ'= X;[[;;;> a;;\ II Y EX;[[, 

so that II Y E Z'll ;;;>II Y E Z[[. 

Here is our first application of Lemma 7.2(a): 

7.3. Proposition. The axiom of infinity 

3x(0Ex;\V'u(uEx~{u} Ex)) 

is "true." 

D 

PROOF. When we proved that the axiom of pairing is "true," we con­
structed for any U, WE V 8 an element Z E V 8 (unique up to equiva­
lence) with the property that II Y E Z II = II Y = U V Y = W[[ for all Y. It is 
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natural to let { U, W}B denote this element Z, and let { U}B = { U, U}B. 
We now verify the axiom of infinity. We set X 0 = 0, X1 = 

{0}B, ... , X,= {X,_J)B, ... . Further, we let X E VB be the element 
which collects all the X; with probabilities l. We show that 

110 EX A 'v'u(u E X~{u} E X)ll = 1. 

It is obviously sufficient to prove that for all U E VB we have II U E X II < 
II{ U}B E XII, that is, by (1): 

In fact, since the formula u = X~ { u} = {X} is "true," and since xi+ I = 
{X;}B, it immediately follows that 

0 

7.4. Lemma. Let W be a random class. Then there exists an element X E VB 
such that 

V W(U) = W(X). 
UEV8 

The left-hand side may be represented in the form 113x(x E W)ll = II W 
=I= 011. Hence, intuitively, the lemma says that the probability that a given 
class is nonempty coincides with the probability that a suitable element 
occurs in it. 

PROOF. We first show that there exists an ordinal {3 such that 
V uevs W(U) = V uevs W(U). In fact, let ay = V uevs W(U), and 
for any a E B set y(a) .1 min(yiar >a) (or y(a) = 0 if aY-;, a for all y). 
Finally, set {3 = SUPaeB y(a). This is an ordinal, because B is a set. If 
y > {3, then aY ~ ap by monotonicity, but we cannot have aY > ap because 
of the choice of {3. 

Thus, let V u W(U) = V uevs W(U). We index all the elements in 
Vf by an initial segment of ordinals (by the axiom of choice!): Vf = 

{ Ua} aE/' We set 

Obviously aa A ay = 0 for a =I= y. Using Lemma 7 .2(b ), we glue together the 
sets Ua with probabilities aa(a E /). We obtain a set X satisfying the 
conditions IIX = Uall ;;;. aa ~ W( Ua). Using the extensionality of W, we 
find: 

W(X) ~ V IIX= UaiiAW(Ua)= V W(Ua)= V W(U). D 
aE/ aE/ UE yB 
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7.5. Proposition. The replacement axiom 

Vi 't:lu(Vx(x E u=:>3!y P(x,y, i)) 

=:>3w 't:ly(y E w<¢=>3x(x E uf\P(x,y, i)))) 

is "true" (here i = <z,, ... , zn)). 

PRooF. We fix a "vector" Z = <Z,, ... , Zn) with Z; E_yB and an element 
U E VB. We shall write P(x,y) instead of P(x,y, Z). If we write the 
axiom with the "constants" Z; and U in the form R =:> S, then we must 
prove that II R =:> s II = I. 

7.6. The special case: If IIRII =I, then liS II= I. 
We first show how the general case follows from this special case. Let 

a E B, and let Ba denote the set {bE B lb ,:;; a}. The operations on B 
induce a Boolean algebra structure on Ba with unit element 10 = a. The 
natural mapping B ~ Ba: b f4 b 1\ a is a homomorphism. An easy induc­
tion on a allows us to construct a surjective map of universes VB~ VBa: 
X f4 xa such that for all X, y E VB we have 

IIXa E Yall = IIX E Yll/\a, 

IIXa = Yall = IIX = Yll/\ a. 
Now, to prove Proposition 7.5 from the special case 7.6, we choose 

a= IIR II· Then IIR II a= 10 , so that 7.6 implies that liS II a= la. This means 
that IISII >a, and hence IIR=:>SII =I. (Here we have used 7.6 in vn"; 
clearly IIRIIa = IIRall, where Ra is the obvious image of R in vna.) 

7.7. PROOF OF 7.6. The condition IIR II= 1 means that for any X E vn 

IIX E Ull,:;; 113!y P(X,y)ll· (3) 

To show that liS II= I, it is sufficient if, given U E VB, we find aWE vn 
such that for all Y E VB 

II y E Wll = v IIX E Ull/\ IIP(X, Y)ll· 
XEV 8 

(4) 

It follows from 6.5 that the formula (4) defines Was a random class. We 
find an ordinal a such that w- wa. 

To do this, we first note that in (4) we may take the sum only over 

II y E Wll = v IIX E Ull/\ IIP(X, Y)ll (5) 
XED(U) 

(the argument here is the same as after formula (3) in §6). We now apply 
Lemma 7.4 to the class Wx(Y)=IIP(X, Y)ll· It follows that for every 
X ED ( U) there exists an element Yx E VB such that 

113y P(X, y)ll = IIP(X, Yx )II· (6) 

(Because 113!y P(X,y)ll,:;; 113y P(X,y)ll, we can use these Yx to estimate 
IIX E Ull with the help of (9) below.) 
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7 The axioms of infinity, replacement, and choice are "true" 

We set ax= min(al Yx E v:), and 

a= sup(axiX ED( V)), 

and then show that W- Wa for this a. We must verify that II Y E Wll ,.;;; 
II y E wa II for every Y. By (5) and by formula (II) in §5, this follows if for 
any X E D(U) we have 

IIX E VII AIIP(X, Y)ll,.;;; II Y= Yxll All Yx E Wall· (7) 

In the first place, by (3), (6), (5), and the definition of a, we have: 

IIX E VII,.;;; IIP(X, Yx )II, 

IIX E VII,.;;; II Yx E Wll =II Yx E Wall· 
(8) 

Further, we consider the following formula, which is "true" because it is 
deducible from the logical axioms and the axioms of equality: 

Vx(3!y P(x,y) AP(x,y1) A P(x,J2)~y 1 = J2). 

We thereby obtain: 

113!y P(X,y)IIAIIP(X, Y)IIAIIP(X, Yx)ll,.;;; IIY= Yxll· (9) 

Finally, it follows from (3), (8), and (9) that 

IIX E VII A IIP(X, Y)ll,.;;; II Y = Yxll A II Yx E Wall, 

i.e., we have (7). D 

7.8. Proposition. The axiom of choice is "true." 

PRooF. Recall that the axiom of choice has the form Vx 3y(Q ;\ R ;\SA 
T), where 

Q denotes: Vz(z Ey~3u 3w(z = <u, w))) ("y is a binary relation"); 
R denotes: Vu Vw1 Vw2(<u, w1) Ey A<u, w2) Ey~w1 = wz) ("y is a 

function"); 
S denotes: Vu(3w(<u, w) Ey)~u Ex) ("the domain of definition of y 

is contained in x"); 
T denotes: Vu(u =I= 0;\u E x~3w(w E u;\ <u, w) Ey)) ("the domain 

of definition of y coincides with x, andy chooses one element 
from each nonempty element of x"). 

We fix X E V 8 and construct the corresponding "choosing function" Y. 
To do this: 

(a) We index D (X) by an initial segment of ordinals: 

D (X)= { V0, V 1, ••• , Va, ... }, a E /. 

(b) For each Va E D(X) we use Lemma 7.4 to find an element Wa E V 8 

such that 

II wa E Vall = v II wE Vall· 
WEV 8 

135 



III The continuum problem and forcing 

(c) For each a E I we set 

aa =II ua E XII/\( v II u/3 E XJI'V II u/3 = Uall'). 
/3<a 

(d) Finally, we let Y denote the set which collects the "ordered pairs" 
( Ua, Wa) 8 with probabilities aa, a E /. Here, of course, 
< U, W) 8 = {{ u} 8 , { U, w} B} 0 

The idea of this construction is as follows. In each U" we choose the 
element wa which belongs to uo: "with the largest possible probability." 
We then put together the graph of the choice function Y from the "pairs" 
< ua, Wa)8 , where we take the pairs in the order they are indexed, but only 
include a given < Ua, Wa)8 to the extent that ua "was not already consid­
ered earlier as belonging to X." 

We now substitute X and Yin place of x andy in the axiom of choice, 
and, letting Q, R, S, and T now denote the corresponding formulas with 
these constants, we show that II Q II = II R II = II S II = II Til = l. We shall 
constantly be using the following formula, which follows from (l) and the 
definition of Y; 

JJZ E YJJ = V JJZ = ( Ua, Wa)8 lll\ aa. (10) 
a 

7.9. II Q II = l. By the definition of Q, this means that for all Z E V 8 we 
must have 

JJZ E Yll < V JJZ = (U, W) 8 JJ, 
U.W 

but this is obvious from ( 1 0). 

7.10. IIR II= l. By the definition of R, for any U, W 1, W 2 E V 8 we must 
prove the inequality 

II< u, wl>s E Yll/\ II< u, w2>s E Yll < II w' = W2JJ. 
Using (10), we rewrite the left-hand side in the form 

vII u = Ualll\ II WI= Walll\aa 1\ II u = Uflll/\ II W 2 = W/311/\ a/3. 
a,fl 

Since JJU= Uaii/\JJU= UflJI < liUa= U,all and JIUa= Uf3JJ/\aaf\af3=0 
for a =1= f3 (see the definition of a"), it follows that in this sum we need only 
consider the terms with a= {3. But such a term is <II W 1 = Wall/\ II W 2 = 
Wall< II W 1 = W 2 JJ, as required. 

7.11. II S II = 1. This is equivalent to the inequality 

II(U, W)8 E Yll.,;;; II u E XJJ. 
But, by (10), the left-hand side equals 

VII U= Ualll\ II W= Wall I\ a"< VII U= Ualll\ II W= Wall/\11 U" E XII 
a a 

_,;;; V Jl U= UaJII\ IIUa E XII= Jl U E XJJ. 
a 
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7 The axioms of infinity, replacement, and choice are "true" 

7.12. II TJJ = 1. We must prove that for any U E V 8 

II u E XJJ A II u* 011 < V 11 wE UJJ A JJ(U, W)8 E YJJ. (II) 
WEV8 

We first show that it suffices to prove (11) for U ED (X), i.e., for all U", 
a E /. In fact, suppose (11) holds for all Ua. Then for U E V 8 we have 

JJU EXJJ = V JJU= Uall!\JJUa EXJJ, 
a 

JIU*0ll = V JJU1 E VJJ, 
U 1EV 8 

and hence 

< V JJUt E Uall/\JJU= Vall!\JlUa EXJJ 
a, U 1 

(by (III) in §5) 

= V JJVa *011/\11 U= Uall !\JJUa E XJJ 
a 

< V JJ WE VaJJ !\ JJ( Ua, W) 8 E YJJ !\ JJ U = UaJJ 
a, WE V 8 

(by (11) for ua) 

"vII wE UJJAIJ(U, W)8 E YJJ. 
w 

(Here we used the fact that 

JJ( Ua, W)8 E YJJ ;\ JJ U = UaJJ 

= VII Ua = Ufill !\II W = WfJll 1\ afJ !\II U = Uall 
f3 

<VJJU= U/JJI/\IJW= WfJlll\a13 
f3 

= JJ(U, W)8 E YJJ.) 

Thus, it remains to prove (II) for U", a E /. Now 

II va * 011 = JJ3w(w E U.,)ll =vII wE U.,ll =II w., E U.,JJ. 
w 

Hence (11) can be rewritten 

II ua E XJJ (\II wa E Vall" vII wE Uall (\ ll<Va, W)8 E YJJ. (12) 
w 

We prove this by induction on a. (12) is obvious for a= 0, since the term 
on the right with W = W0 coincides with the left-hand side. Suppose (12) 
holds for {1 < a. 

By the definition of a", we have 

II ua E XJJ = aa v( v II u/3 E XJJ (\II u/3 = Uall)· fJ<a 
If we substitute this formula in the left-hand side of (12), we find that we 
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must prove two inequalities: 

a" 1\ II w" E Uall < vII wE Uall/\ II< Ua, W) 8 E Yll, (13) 
w 

II Up E XII/\ II u/3 = Uall/\ II wa E Uall 

<VII( U", W) 8 E Yll/\ II WE Uall, for all {3 <a. (14) 
w 

The inequality (13) is obvious if we look at the term on the right with 
W = W". The inequality (14) reduces to the induction assumption as 
follows. The left-hand side of (14) is: 

< II u/3 E XII/\ II u/3 = Uall/\ II w" E U/311 
< II u# E XII/\ II u/3 = Uall/\ II w/3 E Up II 

by the definition of W13 • Further, using the induction assumption and 
extensionality, we have 

II u/3 = Uall/\ II u/3 E XII/\ II w/3 E U#ll 

<vII wE U#ll/\ II< U#, W) 8 E Yll/\ II u/3 = Uall 
w 

<vII wE Uall/\ II< ua, W) 8 E Yll, 
w 

which completes the verification of the axiom of choice. D 

8 The Continuum Hypothesis is "false" for suitable B 

8.1. We recall (Lemma 7.2(a)) that the set X E V 8 collects the sets {X;} 
with probabilities a; E B(i E I) if II y E XII= vi II y = X;ll/\a; for all Y:, 
Using this definition, we can introduce a useful canonical mapping t ~ t 
from the von Neumann universe V to the universe V 8 • Let 0 = 0 (recall 
that II Y E 011 = 0 for all Y), and, if § has already been defined for all 
s E Va, then for t E va+ I we let i collect all the§ for s E t with probabilities 
I. In other words, for any Y E V 8 

II Y E ill= VII Y =ill· 
sEI 

(1) 

(Here the collecting set i is not uniquely defined, i.e., it is only defined 
modulo equivalence, so that, strictly speaking, we should also specify the 
rank of i, for example by saying that it equals the rank of t. This is not 
essential for us, however, since we shall only be interested in the truth 
functions, which do not change if we replace an object by an equivalent 
object.) 

We now formulate some additional conditions (besides completeness) 
which must be imposed on the Boolean algebra B for the purposes of this 
section. Recall that w0 is the first infinite ordinal, w1 is the first ordinal 
having cardinality > w0, and w2 is the first ordinal having cardinality > w1• 
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8.2. Conditions on B. 
(a) The countable chain condition, which, we recall, says that if we have 

a family of elements {a;}, i E I, such that a; =I= 0 and a; 1\ a1 = 0 for i =I= j, 
then I is at most a countable set. 

(b) There exists a family of elements b(n, a:) E B, indexed by the set 
w0 X w2, with the following property: if Z(a:) collects the elements fi, 
nEw0, with probabilities b(n,a), then [[Z(a:)=Z(,B)[[=O for a=l=-,8, 
a:, ,8 E "'2· 

The second condition has the following intuitive meaning. It is easy to 
see that /[Z(a:) c w0 [/ = I. In fact, this equality is equivalent to 
1/Vx{x E Z(a:)=9x Ew0)/l =I, i.e., to 

\fX E V 8 , [[X E Z(a:)[/ <[[X Ewo/f, 

and this is obvious from (1), since w0 collects the fi with probabilities I, and 
Z(a:) collects the fi with probabilities b(n, a:)< I. 

Thus, condition (b) means that we can find w2 distinct subsets Z(a:) c 
w0, so that, in the naive sense, we have card 'P(w0) > w1• This is precisely 
the negation of the Continuum Hypothesis. Of course, it is still necessary 
to show that this intuitive idea can be made into a proof. 

8.3. The existence of B with the required properties. We could use measur­
able sets, as in §3. However, in order to vary our approach, and to prepare 
for §9, we give another construction. Let {0, I} be the discrete two-point 
space, let I = w0 X w2, and let S = { 0, I} 1 be the space of vectors whose 
coordinates are indexed by I and take the values 0 or I. We introduce the 
direct product topology on S. It has a standard basis of open sets 
consisting of all vectors whose coordinates indexed by a finite subset ~ c I 
are fixed. 

If a c S, we set 

a' = the complement of the closure of a in S, 

and we set a"= (a')'. Sets a c S with a"= a are called regular open sets in 
s. 

8.4. Theorem. Let 

B = {a C SJa" =a}, 
af\b =an b, 
aVb=(aub)". 

Then B with the operations 1\, V, and ' is a complete Boolean algebra 
with the countable chain condition, and vi a;= ( u i a;)" for any family 
of a; E B. 

We omit the proof (see J. B. Rosser, Simplified Independence Proofs, 
Academic Press, New York, I969, Chapter 2). 
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8.5. Lemma. Under the conditions in 8.4, let 

b(n, a)= the set of vectors with 1 in the (n, a) place, 

and let Z (a) be defined as in 8.2(b). Then 

IIZ(a) = 2(,8)11 =0, for a =I= ,8. 

PRooF. By formula (5) in §4, we have 

IIZ(a)=Z(,8)11 = 1\ (b(n,a)Vb(n),,B)I\(b(n,a)'l\b(n,,B)'). 
nEwo 

The right side can only become larger if we replace 1\ by n and V by u ; 
here the primes ' coincide with the ordinary complements. If we had 
II Z (a)= Z ( ,8)11 =I= 0, then there would exist an element X in the standard 
basis of the topology (see the beginning of 8.3) which is contained in 

n (b(n, a) n b(n, ,8)) u (b(n, a)' n b(n, ,8)'). 
nEw0 

But this intersection consists of all vectors having the same (n, a)-coordi­
nate and (n, ,B)-coordinate for all n, while all coordinates except for a 
finite number range freely in any element X of the standard basis of the 
topology. 0 

8.6. Formulation of the negation of the Continuum Hypothesis. We shall 
prove that the following is "true": 

V x(("x is an ordinal"/\" x is not finite" 1\ Vy(y Ex =>"y 
-,CH: is finite"))=>3w("there is no function from x onto all of 

w"f\"there is no function from w onto 0'(x)")). 

Here: 

xis finite: 'v'y(y c x f\y =1= x=>"there is no function fromy onto all of x"). 

We leave the translation of the other abbreviated notation to the reader. 
The premise in -,CH says that "xis the first infinite ordinal," and the 

conclusion says that "w is a set having cardinality intermediate between 
that of x and that of 0' (x)." We shall abbreviate -,CH as follows: 

Vx( P(x)=>3w(Q1 (x, w) 1\ Q2 (x, w))}. (2) 

8.7. Reduction Lemma. Let P(x) and Q(x) be two formulas in the Zermelo 
-Fraenkellanguage having one free variable x and satisfying the proper­
ties: 

The formula 3!x P(x) is deducible from the axioms, and 

X0 E V 8 is an element such that 11P(X0 )11 =I. 

Then IIP(X)II = IIX = X0 11 for all X, and if IIQ(X0)11 = 1, it follows that 
IIVx(P(x)=> Q (x))ll = 1. 
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PROOF. We first note that 113x P(x)ll > 113! x P(x)ll =I, since all the 
axioms are "true" in V 8 , and the rules of deduction preserve "truth." It 
hence follows from Lemma 7.4 that there exists an object X0 E V 8 with 
IIP(Xo)ll = 1. 

Further, P ( x) 1\ P (y) ~ x = y is also deducible, so that, if we apply this 
with X in place of x and X 0 in place of y, we find that 

IIP(X)II < IIX = Xoll· (3) 

But IIP(X)II/\ IIX = X0 11 = P(X0)1\ IIX = X0 ll = IIX = X0 ll- Hence the in­
equality in (3) may be replaced by equality. 

Finally, we suppose that II Q (X0)ll = 1. Then, by what was just proved, 

IIP(X)ll = IIQ(Xo)ll/\ !IX= Xoll = IIQ(X)lll\ IIX = Xoll 

= IIQ(X)lll\ IIP(X)II, 

so that IIP(X)II < II Q (X)ll, and ll'lfx(P(x)~ Q(x))ll =I. 0 

This lemma can be applied to -,CH in the form (2), since the formula 
3! x P(x), where P(x) is the premise "x is the first infinite ordinal," is 
deducible from the axioms. We shall not give this formal deduction, and 
shall consider the uniqueness of w0 to be common knowledge. Now, by 
Lemma 8.7, to verify --,CH it suffices to show the following facts: 

8.8. II P (w0)ll = I. (In other words, w0 plays the role of X0 in our situation.) 

8.9. II Ql(wa. wl)ll = 1. 

8.10. IIQz<wo, wl)ll =I. (This then implies that Ji3w(QI(wo, w)/\ Qiwo, w))ll 
= 1, and completes the verification of the conditions of the lemma.) 

8.8. is verified almost mechanically, and we leave it as an exercise. 

8.11. VERIFICATION OF 8.9. We must show that, if B satisfies the countable 
chain condition, then 

113 a function from w0 onto all of w1ll = 0. 

The proof that follows carries over word for word to the more general case, 
when instead of w0 and w1 we take any pair s, t E V such that card 
s < card t and card s is infinite. 

We suppose that 

0 *a= li3J(fis a function!\ 'lfy(y E w1 ~3x(x E w0 !\ <x,y) Ej)))ll, 

and we show that this leads to a contradiction. There must exist an 
FE V 8 such that 

a < II F is a function!!!\ (;) · · · ). 

For every a E w1 we consider the term in 1\ Y • • • corresponding to 
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Y= a and use the fact that lla Ew111 = 1. We obtain: 

a < II F is a function II/\ ( y IIX E Woll/\ II<X, a)8 E Fll )· ( 4) 

By (1), we have 

IIX E woll/\ II<X, a)8 E Fll = V IIX =nil/\ II<X, a)8 E Fll 
n<wo 

= V IIX = nil/\ ll<n, a)8 E Fll, 
n<wo 

so that, if we sum first over X and then over n, we may write (4) in the 
form 

a < II F is a function II/\ ( v II <n, a)8 E Fll ). 
n<wo 

Hence, for every a< w1 there is an n(a) < w0 such that 

IIF is a functionll/\ ll<n(a), a)8 E Fll =I= 0. 

Then there exists an n0 and a subset ~ \;;;; w1 of cardinality w1 such that 

0 =I= aa = IIF is a function II/\ ll<no, a)8 E Fll, for all a E ~-

It remains to show that aa 1\ a13 = 0 for a =I= /3, which contradicts the 
countable chain condition on B. Now by the definition of a function 

aa 1\ a/3 = IIF is a function II/\ ll<no, a)8 E Fill\ ll<no, tJ)8 E Fll < II a= PI I, 

so that it suffices to show that a =I= f3 implies II a = PII = 0. 
In fact, if, say, y E a but y ti /3, then the formula (5) in §4 for II a = PII 

has a zero term, namely II y E a II' VII y E PI I· (To check that II y E PII = 0 if 
ytf.f3 we have to know that 111=811 =0 if y=!=fJ, but we only have to 
know this for y and 8 of lower rank than a and /3, so that the detailed 
proof uses induction on the rank.) 0 

8.12. VERIFICATION OF 8.10. We must show that 

113 a function from w1 onto 0'(w0 )11 = 0, 

that is, that 

113g( g is a function 1\ Vz(z c w0 ==?3y(y E w1 /\ <y, z) E g)))ll = 0. 

Suppose that for some G E V 8 we have 

0 =I= a= II G is a function II/\ ( fi.. · · · ). 

For every a < w1 we consider the term corresponding to Z = Z (a) (see the 
definition in 8.2 and 8.5), and we use the fact that 
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By (1), we have 

II y E wdl/\ II<Y, Z(a:))8 E Gil= v II Y= Pill\ II<Y, Z(a))8 E Gil 
P<wl 

= V II Y= Pill\ II<P, Z(a))8 E Gil· 
P<w1 

Summing first over Y, we rewrite (5) in the form 

0 ,.=a< IIG is a functionll/\ V II< ,8, Z(a))8 E Gil· 
P<wl 

Hence, for every a< w2 there is a f3(a) <"'I such that 

0 ,.= aa = II G is a function II/\ II< f3 (a), z (a))8 E Gil· 

Then there exists a /30 < "'I and a subset ~ c w2 of cardinality w2 such that 

0 "'= aa = IIG is a functionll/\ II< ,80, Z(a))8 E G II, for all a E ~· 

As in 8.11, we obtain a contradiction to the countable chain condition if 
we show that aa 1\ a13 = 0 for a ,.= {3. But this follows from 

aal\af3...; IIZ(a) = Z(/3)11 =0 

by Lemma 8.5. D 

9 Forcing 

9.1. By choosing the Boolean algebra B in various ways, one can use the 
corresponding models V 8 to show that many different assertions P are 
consistent with the Zermelo-Fraenkel axioms. But each choice of B for a 
given P such that liP II= 1 in V 8 presents a separate problem. 

There is another interpretation of this method which is closer to Cohen's 
original idea. From this point of view we start not with a universe V and a 
Boolean algebra B, but with an (often countable) transitive model M and 
an ordered set C of .. forcing conditions." It is usually more obvious how to 
choose a suitable C than how to choose a suitable B for proving that a 
given proposition P is consistent. One might say that B embodies the 
"physical meaning" of the problem, while C expresses its "logical mean­
ing." Anyway, it is not difficult to go from one version to the other, and in 
either case it takes about the same amount of work to verify the "truth" of 
the axioms. 

In this section we discuss the second version, using forcing, with most of 
the proofs omitted. The details can be found in Cohen's original article, 
and also in Jech's book Lectures in Set Theory with Particular Emphasis on 
the Method of Forcing, Springer-Verlag Lecture Notes in Mathematics 217, 
1971, and in J. R. Shoenfield's article, "Unramified forcing," Proc. Symp. 
in Pure Math., vol. 13, I, 357-381 (American Math. Soc., Providence, 
1972). 
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III The continuum problem and forcing 

9.2. Before introducing the general concept of forcing, we consider a 
special case which arises in a typical problem. 

Let X and Y be two sets, for example 9 (w0) and w2• We consider the 
proposition P : "card X ~ card Y," which in this special case is the 
negation of the CH. One possible approach to constructing a model (in the 
usual rather than Boolean sense) of L1Set in which Pis true, is as follows. 

We take our original countable transitive model M of set theory (i.e., of 
the special axioms of L1 Set), which was shown to exist in §7 of Chapter II. 
Let XM and Y M be the "representatives" of X and Y in M. (This means 
that if, say, X is defined by the formula 3! x P(x), then XM = x~. where~ 
is a point of the interpretation class for which IP(x)IM(~) = l; see §7 of 
Chapter II.) We assume that XM is infinite and Y M is nonempty. Then 
"from an external point of view" XM is countable and Y M is at most 
countable, so there automatically exists a function F which maps XM onto 
all of Y M· A natural idea would be to add (the graph of) F to M, i.e., to 
consider the least countable model N of the axioms which contains M and 
F. Then N has a map from X M onto Y M• but it is very likely that X N -:/= X M 
and Y N -:/= Y M· What we need in N is a map from X N onto Y N· 

As we have shown when discussing Skolem's paradox in Chapter II, at 
least for certain pairs (such as X= w0, Y = 9 (w0)), we cannot obtain a 
map from X onto Yin this way. In those cases when we can construct such 
a map, we must choose F very carefully. Cohen's idea was that F, rather 
than being chosen so as to satisfy some conditions, should be chosen so as 
to avoid reflecting any specific properties of M, i.e., F should be "generic." 
We shall formulate this more precisely. 

It turns out to be important to start not by choosing F directly, but by 
choosing the set 

G = {restrictions of F to finite subsets of X M } • 

Clearly, F is uniquely determined from G: F = U geGg (recall that a 
function is the same as its graph). Hence F is contained in any model 
which contains G. But now we must give an axiomatic characterization of 
the suitable G without using F explicitly. Here are the properties which G 
must satisfy: 

9.3. 
(a) G C C, where Cis the set of maps from finite subsets of XM to Y M· 
It is important that C EM, because the formula in L1Set which defines 

Cis (M, V)-absolute. We need this remark in order to motivate the general 
definitions later. 

(b) 0 E G; if pEG and q E C, where q Cp, then q E G; for any 
p 1,p2 E G there is apE G such thatp ;;;Jp 1 Up2• 

Suppose we have chosen such a set G of maps from finite subsets of X M 

to Y M· Then U geGg is also a map from some subset of XM to Y M· In 
order for this map to be defined on all of XM and to be surjective, it is 
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necessary and sufficient for the following additional conditions to hold: 

VZ E XM, G n {p E CIP is defined at Z} =F 0, 

VZ E Y M• G n { q E qq takes the value Z} =F 0. 

We call a subset D k C dense in C if for all p E C there is a q E D with 
p k q. The set of maps p defined at Z and the set of maps q taking the 
value Z are dense, and, moreover, are elements of M by the same 
consideration of (M, V)-absoluteness. Hence the two requirements at the 
end of the last paragraph are included in the last condition, that G be 
generic: 

(c) G n W=F 0 for all dense subsets DCC which are elements of M. 
Although it is not yet evident, it is precisely the condition that G be 

generic which ensures that the properties of the sets X M and Y M will be 
preserved as much as possible after we add G to the model. 

We now define the general concept of "forcing conditions." 

9.4. Forcing conditions. These are the elements in any partially ordered set 
(C, <) which has a maximal element 1. Usually C and < lie in the 
original model M. 

A set G is called generic over M (relative to C) if the following 
conditions hold: 

(a) G k C; 
(b) 1 E G; ifp E G and q E C, where q ;> p, then q E G; for any p 1,P2 E G 

there is apE G such thatp ~ p 1 andp ~ p 2; 

(c) G n D =F 0 for all dense subsets D k C with D EM (D is dense if, for 
allp E C, there is a qED with q ~ p). 

If the reader compares this definition with the special case in 9.3, he or 
she will notice that we have replaced k by ;> and 0 by 1. This is in 
keeping with Cohen's original point of view, according to which p ;> q if, 
when p is considered as a ''condition" imposed, say, on F, more F's satisfy 
p than q. (Each p fixes the restriction of F to some finite subset of X M.) 

9.5. The existence of generic sets. Let M and C be fixed. If M n <?I' (C) is 
countable, then for every p E C there exists a generic set G containing p. 

In fact; we index the elements of M n <?I' (X) as XI, x2, x3, ... ' and 
then set 

Pt=p, { Pn• p -
n+t- any q E Xn such that q <Pn• 

Finally, we set G = { q E Cl3n(pn ~ q) }. 

if Pn ~ q for all q E Xn; 
otherwise. 

Conditions (a) and (b) for G to be generic are trivial to verify. Condition 
(c) follows because, if D EM and Dis dense, then there exist nand q for 
which D = Xn, q E Xn, and q ~ Pn• so thatpn+t ED n G. 
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III The continuum problem and forcing 

9.6. The connection with Boolean models. As mentioned before, we have 
considerable freedom in our choice of the set C of forcing conditions and 
the generic subset G ~ C. Exactly how one "forces" a given proposition P 
was explained briefly in 9.2. We now show how to construct an axiom 
model M[G] which contains M and G, once C and G have already been 
chosen. 

The article by Shoenfield gives a direct construction, but we shall make 
use of an analogy with V 8 , as in Jech's presentation. In this approach 
M[G] is constructed in three basic steps: 

(a) Corresponding to the set C we construct a canonical complete Boolean 
algebra B. 

(b) We construct a Boolean universe M 8 over B which is "relativized" by 
means of M. 

(c) We construct a canonical maximal ideal Ic ~ B determined by G and 
the "fibre" of the universe M B over the quotient algebra B / Ic ,;;;;, 
{ 0, 1}. It is this fibre which will be the model M [ G ]. 

We now discuss these steps separately and in more detail. 

9.7. Ordered sets and Boolean algebras. Every Boolean algebra B has a 
canonical partial ordering: a ' b if a 1\ b =a. All elements of the structure 
of B are uniquely determined by this partial ordering. The induced 
ordering on B- {0} is separable. By definition, this means that, if a, b 'I= 0 
and a < b, then there exists c ' a, c 'I= 0 such that there is no d =F 0 for 
which d' b and d' c. (It suffices to take c =a 1\ b'.) Such b and c are 
called disjoint. 

Now let C be a fixed partially ordered set. We consider the class of 
(nonstrictly) order-preserving maps of C into different complete Boolean 
algebras B such that 0 is not contained in the image. 

9.8. Proposition. In this class of maps there exists a unique universal map 
e : C ~ B with the following properties: 

(a) e(c) is the maximal separable ordered quotient set of C such that 
c1, c2 E Care di~oint <=:>e(c 1), e(c2) E B are di~oint; 

(b) e(c) is dense in B- {0}. 

B can be realized as the algebra of regular open sets in the space C with 
the topology defined by the basis Uc = { x E Clx ' c }, c E C. 

Now we can indicate how Ic is constructed from the generic subset 
G~C: 

G1 ={bE Bl3p E G, e(p)' b}, 

lc=B\G1• 

It is not hard to prove that Ic is a maximal ideal in B, i.e., the kernel of a 
Boolean homomorphism B~{O, 1}. The set G1 is precisely the preimage of 
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I under this homomorphism. Since G is generic in C, we have the 
following property of G1: for any subset A(;;; B such that VaEAa = 1 and 
a 11\ a 2 = 0 whenever a 1 ¥= a 2 E A, there exists a unique element a E An G1• 

9.9. The universe M 8 . This universe is constructed from M and B in 
exactly the same way as V 8 was constructed from V and B, with one 
essential difference: all constructions are relativized with respect to M. This 
means that, instead of B, we take the algebra BM which "represents" Bin 
M (see 9.2); only ordinals a EM are used in the construction of M:, and 
so on. A rigorous presentation of these constructions would require much 
more formalization using the expressive means in L 1Set than seems desir­
able in this section. In such a presentation both the general plan and the 
details of the work would remain essentially the same as before. 

The basic result of these constructions is that to every closed formula P 
in L1Set with constants in M corresponds a Boolean truth value JIPII E 
BM. Here the value 1 corresponds to the axioms, and deductions preserve 
"truth." 

The next step cuts down the size of M 8 , again giving a transitive 
standard submodel. 

9.10. Construction of M[G]. For brevity, we shall write B instead of BM, 
and so on. The construction essentially consists in going from "random" 
sets X, Y E M 8 to ''determined" sets X, Y, where we say that X E Y if the 
truth value IIX E Y/1 goes to 1 under the homomorphism B~B/ IG = 
{0, 1 }, i.e., if JIX E Yll E G1 (see 9.8). More precisely, we inductively 
define 

i(0) = 0, 

and let M [ G] denote the image of the map i : M B ~ V. This notation is 
justified by the following result. Suppose that C and < belong to M and 
that the subset G (;;; C is generic. 

9.11 Proposition. M [ G] is a model for the Zermelo-Fraenkel axioms which 
contains M and G. If M is countable, then M[G] is the least such model. 

M[G] contains M for the following reason. If we let X~ X denote the 
map M ~ M 8 which is constructed as in 8.1, then it is easy to show that 

X=X. 
M[G] contains G because G = G', where G' is the object in M 8 which 

collects all the b, b E B, with probabilities b. 
M[G] is an axiom model basically because M 8 is a Boolean axiom 

model. However, here we use in an essential way the assumption that G is 
generic. (Shoenfield verifies this result directly, without using M 8 .) 

9.12. EXAMPLE. We return to the assertion "card 0' (w0) ~ w2" in 9.2. By the 
above discussion, to prove that it is consistent with the axioms we choose a 
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countable model M and then set: 

C = {maps of finite subsets of 0l ( w0 ) to w2}, 

G C C = a generic subset of C. 

If we consider a map from a subset of 6P ( w0) to w 2 as a function from 
w0 X w2 to {0, 1 }, and if, instead of "relative" constructions in M, we 
consider "absolute" constructions in v; then the Boolean algebra B that 
we obtain from C turns out to be the same algebra which was constructed 
in 8.3 and 8.4. This explains the appearance of B. The ideal /G did not play 
any role in §8 because we were not trying to construct a standard model. 

9.13. We conclude with a very general theorem of Easton, which shows 
how little we understand the behavior of the function 2k (k a cardinal). 

Let a be a limit ordinal. Its cofinality cf (a) is the least ordinal {3 such 
that a is the union of {3 ordinals less than a. An infinite cardinal k is called 
regular if cf (k) = k and is called singular if cf (k) < k. Konig (1905) 
proved that cf (2k) > k. 

9.14. Theorem (Easton, 1965). Let F be any (nonstrictly) monotonic function 
on a subclass of the regular cardinals which takes values in the class of 
cardinals and which satisfies: cf (~'tF(K)) > ~'tx· Then the assertion "V regu­
lar k E dom F, 2~'K = l'tF(K)" does not contradict the Zermelo-Fraenkel 
axioms. 

If the domain of F is a set, Easton's theorem can be obtained using a 
model of the form M[G], where M is a model in which the generalized 
continuum hypothesis holds (Godel proved that such an M exists; see the 
next chapter). If the domain of F is a class (for example, the class of all 
regular cardinals), the concept of forcing must be generalized to the case 
when C is a class. 

The question of the behavior of 2k for singular k has not yet been 
"solved" in this weak sense. 
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CHAPTER IV 

The continuum problem and 
constructible sets 

1 Godel's constructible universe 

1.1. In this section we introduce the subclass L c V -"Godel's construct­
ible universe" -and establish its fundamental properties. Perhaps the 
shortest description of L is that it is the smallest transitive model of the 
axioms of L 1 Set which contains all the ordinals. But the working definition 
of L, from which the name "constructible universe" is derived, is rather 
different. 

We consider the following operations F 1, ••• , F8 on sets: 

F 1 (X, Y) ={X, Y}, 

F2 (X, Y) =X\ Y, 

F3 (X, Y) =X X Y, 

F4 (X) = { UI3W((U, W) EX)}= dom X 

F5 (X) = {(U, W)IU, WE X; U E W} 

F6 (X)= { ( U1, U2, U3)1( U2, U3, U1) EX}, 

F7 (X)= { ( U1, U2, U3)1( U3, U2, U1) EX}, 

F8 (X)= {(Up U2, U3)I(U1, U3 , U2)EX}. 

We say that a set (or class) Y is closed with respect to an operation F of 
degree r if we have F(Z1, ••• , Z,) E Y for all Z 1, .•• , Z, E Y such that 
F(Z1, ••• , Z,) is defined. For every X E V we let g (X) denote the 
smallest set Y ::> X which is closed with respect to the operations 
F 1, ••• , F 8• It will later be shown (subsection 1.4) that g (X) actually is a 
set. The following construction is analogous to the definition of V. 
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IV The continuum problem and constructible sets 

1.2. Definition. 

L 0 = 0; 

La+ 1 = 0' (La) n g (La U { La}); 

La = U L13 , if a is a limit ordinal; 
fJ<a 

L= ULa. 

The elements of L are called constructible sets. 

The operations F 1, ••• , F8 and simple combinations of them, together 
with the transfinite recursion in the definition of L, exhaust the arsenal of 
primitive set theoretic constructions used in mathematics. This can be seen 
by looking at Bourbaki's "compendium of the results of set theory," upon 
which all subsequent material in their voluminous treatise on the founda­
tions of mathematics is based. The only way we could possibly (but not 
necessarily) leave L would be to apply the axiom of choice. This could 
happen provided that L is strictly less than V; but, as mentioned before, 
this question is undecidable in the Zermelo-Fraenkel axiom system (see 
also 5.16 below). Godel was of the opinion that L does not exhaust V, as 
are most specialists who accept the semantics of L1Set. 

Of course, the constructibility of the elements of L should not be 
understood in a finitistic sense. The sets we construct at the (a+ l)th stage 
are only the subsets of La which are obtained from the elements of the sets 
La and {La} using the explicit constructions F;. But when we consider all 
the ordinals indexing the stages, we see that L is hopelessly infinite. 
Nevertheless, in many respects the construction of Lis simpler than tha:t of 
V, and L seems to provide a convenient framework for mathematics. 

We now list some properties of L which follow easily from the defini­
tions. The specific nature of the operations F; plays a very secondary role 
in these properties. 

1.3. Ln = vn for all n .;;; Wo· This is true for Lo. Suppose it is true for Ln. It is 
clear from the definition that Ln E Ln+I and {X} E Ln+I for all X E Ln. 
Moreover, any subset of Ln can be represented as a finite difference 
(- · · (Ln \ { XJ}) \ { X 2 }) \ • • • \ {Xd where the X; E Ln are the ele­
ments not in the given subset. 

1.4. card L"' = card a for all infinite ordinals a. In fact, for X E V let 

3 8 

<I>(X) =XU U F;" (X X Y) U U F;" (X), 
i=l )=4 

where F"(X) = { F( Y)l Y EX} is the image ofF restricted to the elements 
of X. Then 1(X) = U ;:'= 0<1>n(X). It is hence clear that card 1(X) =card X 
if X is infinite. We now prove the assertion 1.4 by induction on a. 
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Obviously card La :> card a. Suppose that a is the least infinite ordinal for 
which card La> card a. By 1.3, we,have a> w0. a cannot be a limit 
ordinal, or we would have card La = L /3<a card f3 = card a. But the case 
a= f3 + 1 is also impossible, since in that case card La< card 1(Lp U 
{ Lp}) = card ( Lp U { Lp}) = card f3 = card a. D 

In particular, the result 1.4 shows that, beginning with w0 + 1, the 
inclusion La c va becomes a strict inequality, since card v..,o+ I = 2"'0 • Of 
course, this does not in principle exclude the possibility that 'f/ a 3{3 > a, 
Lp => V", but it seems that there is no such f3 even for a = w0 + I. 
1.5. Lis transitive: Y EX E La~ Y E La, i.e. LaC La+I· See subsection 
13 of the Appendix to Chapter II; the proof is no different for L. 

1.6. L is a big class: by definition, this means that for any X E V with 
X c L there exists a Y E L such that X c Y. 

On L we consider the function <P(x) which is equal to the least a for 
which x E La. Let X E V, X c L. We consider the map <P restricted to X. 
By the replacement axiom, the values of <P form some set Y. The elements 
of Yare ordinals. Let f3 = u Y. Then for each x EX we have f3 :> <P(x), so 
that X c Lw 

Effective numbering of L by ordinals. 
We order pairs of ordinals (a, /3) by the relation 

(a1, /3 1) < (a2, /32)~either max(a 1, /3 1) < max(a2, /32), 

or else these maximums are equal and a 1 < a2, 

or else these maximums are equal and a 1 = a2 

and /31 < {32• 

Further, we order triples (i, a, /3), where i = 0, ... , 8 by the relation 

(i 1, a 1, /3 1) < (i2, a2, /32 )~either (a 1, /3 1) < (a2, /32), 

or else (a 1, /3 1) = (a2, /32 ) and i 1 < i2 • 

We call these triples important. 

1.7. Lemma. The class of important triples is well-ordered by the relation <. 
In addition, the following assertions hold: 

(a) The next triple after (i, a, /3) has the form: 

( i + I, a, f3), if i < 7; 

(O,a+1,/3), ifi=8anda+I<f3; 

(0, a+ 1, 0), if i = 8 and a+ I = {3; 

(0, a, f3 + 1), 1j i = 8 and a> {3; 

(0, 0, f3 + 1), if i = 8 and a= /3. 

151 



IV The continuum problem and constructible sets 

(b) Limit triples have the form: 

<O, a, {3), if a+ I < f3 and a is a limit ordinal: 
this is the limit of <i, y, {3), y <a; 

<O, a, 0), if a is a limit ordinal: this is the limit of <i, y, a), y <a; 

<O, a, {3), if a ;;;> f3 and f3 is a limit ordinal: 
this is the limit of <i, a, y), y < {3; 

<O, 0, {3), if f3 is a limit ordinal: this is the limit of <i, a, y), a< {3, y < {3. 

PRooF. The proof follows immediately from the definitions. We shall 
illustrate this by showing explicitly how to find the least triple in any 
nonempty class C of triples. We set 

y =min{ max( a, f3 )l<i, a, {3) E C}; 

Cr = { < i, a, {3) E Clmax( a, {3) = y}. 

If cy does not contain any triples of the form <i, a, y ), then let f3o be the 
minimum of the third coordinates of triples in Cr, and let i0 be the least i 
such that <i, y, {30 ) E Cr. Then <i0, y, {30 ) is the least triple in C. Other­
wise, let c; consist of triples of the form <i, a, y) E Cr, let a0 be the 
minimum of the second coordinates in c;, and let i0 be the least i such that 
<i, a0 , y) E Cr. Then <i0, a0, y) is the least triple in C. 

The exact form of assertions (a) and (b) will be needed only in §5. The 
lemma implies that there exists a unique order-preserving isomorphism 

K : {ordinals} ==:> {important triples}. 

Using this isomorphism, we recursively define a numbering mapping 

N : {ordinals} ==:> L. 

Since we have a< y and f3 < y if y > 0, i > 0, and K{y) = <i. a, {3), we 
may set: 

{

La, fori= 0; 

N(y)= F;(N(a),N(/3)), fori=I,2,3; 

F;(N(a)), fori=4,5,6,7,8. 

1.8. Lemma. 
(a) The mapping N is correctly defined. 
(b) The image of N coincides with all of L. 

PRooF. 
(a) To verify correctness, it suffices to show that {La} E L and that the 

class L is closed with respect to the operations F;. In fact, then induction 
on y shows that N(y) E L if N(a) E L for all a< y. 
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Let X, Y E La. Since L is transthve (see 1.5), we easily find that 
F 1(X, Y), FiX, Y), and FiX) belong to 0l(L"), and hence to L,+ 1• For 
example, 

U E F4(X)~3W<U, W) E L"~{ U} E La~ U E La. 

Further, X X Y is a subset of the ordered pairs of elements in L,. We 
showed that the unordered pairs lie in La+~' so that the ordered pairs lie in 
L,+ 2, and finally X X Y E La+ 3 and F5(X) E La+ 4 • Analogously, the 
elements of F;(X) for i = 6, 7, 8 are ordered triples of elements in L,, so 
that F;(X) E Lo:+ 6. 

(b) Let Z be the image of N. We show by induction on a that Lac Z. If 
a is a limit ordinal and LY c Z for each y < a then also L, = U r<a LY C 
Z. Suppose a= {3 + 1 and L13 c Z, and let X E L". Then X E cpn(L13 U 
{ L 13 }) and we show X E Z by induction on n. 

(b1) n = 0. Then either X E L13 so X E Z by the induction hypothesis, or 
else X= L11 , in which case X= N (y) for y such that K (y) = <O, {3, 0). 

(b2) n>O. Let X=F;(Y,Z), i=l,2,3; Y,zEcpn- 1(L11 u{L11 }). By 
the induction hypothesis Y = N ( y 1) and Z = N ( y2) for some ordinals 
y 1, rz. Therefore X= N(y) where K(y) = <i, y 1, y2). 

Let X = F; ( Y), i = 4, ... , 8; Y E cpn- 1( L11 u { L13 } ). The verification is 
analogous. 

The lemma is proved. 0 

In §3 the numbering N will allow us to prove that a strong form of the 
axiom of choice is L-true. The fundamental step in the proof is to choose 
the element with the least N-number in each constructible set. 

2 Definability and absoluteness 

2.1. Let M c V be a non-empty class, and let P be a formula in L1Set. As 
in §7 of Chapter II, we shall consider the truth values IPIM(~) for~ EM, 
where we take the standard interpetation of L1Set in V restricted toM. We 
then say that the formula Pis M-true if IPIM = 1 for all~-

We shall also consider formulas "with constants in M," where we 
assume that the language L1Set has been extended so that its alphabet 
includes names for all the elements of M. We shall designate these 
elements by the same letters as in the metalanguage (X, Y, . . . for sets; 
a, [3, ... for ordinals, etc.), which we hope will not lead to confusion. We 
extend the definition of IPIM(~) to formulas with constants in Min the 
obvious way: we take Xt = X for any constant X and any point f 

2.2. Definition. Let X; EM, i = 1, ... , n. Sets of the form 

{ <yf, ... ,y~)l~ E M,yf EX; fori= 1, ... , n; IPIMW = 1} 

C X1 X··· X Xn 
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are called M-definable sets. Here P runs through all formulas with 
constants in M and free variables in the set {y1, ••• ,yn}· 

If P(y 1, ••• ,yn, Z 1, ••• , Zm) is such a formula (where the notation 
shows the constants and free variables) and if yf = Y;, we shall often write 
"P(Y1, ••• , Yn, Z 1, ••• , Zm) isM-true" instead of IPIM<O =I. 

The next proposition, which, in particular, is applicable to L, is a basic 
instrument for proving many assertions about L. 

2.3. Proposition. Let M c V be a transitive big class (see 1.6) which is closed 
with respect to the operations F 1, ••• , F8• Then all M-definable sets are 
elements of M. 

PROOF. The proof is by induction on the number of connectives and 
quantifiers in the defining formula P. 

(a) P(y 1, ••• ,yn; Z 1, ••• , Zm) is an atomic formula. It can have one of 
eight possible forms: the predicate can be either E or =, and on each side 
of E or = we can have either a constant or a variable. But all of these 
cases reduce to two: y1 Ey1 and y1 E ~· if we are willing to make the 
formula a little more complicated. For example, since M is transitive, we 
have 

"y = Z" defines the same set as Vz(z E Z¢:::)z Ey), 

"Z Ey" defines the same set as 3z(z = Z (\z Ey), 

and so on. We therefore analyze these two basic cases. 
(a1) y1 E Z. We have Z n X1 = Z \(Z \X1) EM since Z and X1 EM, 

and M is F2-closed; and we have XI X ... X x,_] X z n x, X ... X xn 
EM, since M is F3-closed. This last set is M-definable by the formula 

y1 E Z, because M is transitive. 
(a2) y1 Ey1. We use induction on n ;;;. 3. Let 

Y = { ( Y1, •••• , Yn)l Yk E Xk fork= 1, ... , n; Y1 E J} }. 

The case (i,j) = (n- 1, n). Let Xn-I U Xn c X EM. Then 

Y= 
XF6 (F5 (X)x(X1 X · · · xXn_ 2)n(Xn_ 1 XXn)x(X1 X · · · XXn_ 2 )). 

The case (i,j) = (n, n- 1). Again let Xn-I U Xn c X EM. Then 

Y= 
XF7 (F5 (X)X(X 1 X · · · XXn_ 2 )n(Xn_ 1 XXn)x(X1 X · · · XXn_ 2)). 

The case n ¢:. {i,j}. By the induction assumption, the set Y' which is 
M-defined by the formula y1 Ey1 in X 1 X • · · X Xn-i lies in M. But 
Y= Y' X Xn. 

The case n- I f/:- {i,j}. Let Y' be M-defined by the formula y1 Ey1 in 
X1 X··· X Xn-l X Xn. Then Y= F8(Y' X Xn_ 1). 
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2 Definability and absoluteness 

The case n = 2 reduces to the case n = 3 by taking the direct product 
with {0} and projecting. The projection of XI X ... X xn onto XI is 
F4 o · · · oF4 (n- I times). 

(b) Connectives. 1\ corresponds to intersection, and --, corresponds to 
taking the complement (relative to X 1 X · · · X Xn). M is closed with 
respect to these operations, and the other connectives can be expressed in 
terms of these two. 

(c) Quantifiers. It suffices to verify 3. This corresponds to projecting, 
because M is a big class. More precisely, let Y be M-defined by the 
formula 3yn+ IP(yl, ... 'Yn' Yn+ I) in XI X ... X xn" We have: 

< Y 1, ••• , Yn) E Y ~ 

there exists a Yn+l EM such that P( Y1, ••• , Yn+l) isM-true. 

To each < Yl, ... , Yn) E XI X ... X xn we associate the least ordinal 
a for which there exists yn+ I EM n va such that p ( Yl, ... , yn+ I) is 
M-true, if there is such a Yn+l· This gives rise to a function on Y c X 1 

X · · · X Xn. Let A be the set of its values, and let f3 = U A. Then 
X = M n V11 is a set, and X c M. Since M is a big class, there exists 
Xn+l EM such that X c Xn+l· By the induction assumption, the M-defin­
able subset Y' c XI X . . . X xn X xn +I consisting of those points 
<Y1, ••• , Yn+l) for which P(Y1, ••• , Yn+l) isM-true, belongs toM. But 
Y = Fi Y'), and M is closed under F4 . 

The proposition is proved. 0 

In order to be able to use Proposition 2.3, we need criteria for verifying 
M-truth. As remarked in §7 of Chapter II, the basic technical tool for this 
is the notion of absoluteness. A formula P is called M-absolute ((M, V)­
absolute i_Q the terminology of Chapter II), if JPJM(~) = JPJ v(~) for all 
~ E M c V. The standard method of proving that a formula is M-true is to 
prove that it is V-true and M-absolute. 

The following lemma provides us with a large class of M-absolute 
formulas. 

2.4. Lemma. 
(a) Atomic formulas are M-absolute for all M. 
(b) If the formulas P, P 1, and P2 are M-absolute, then so are the 

formulas -,p and P 1 * P2 (where * is any connective). 
(c) Suppose that the class M is transitive, and is closed with respect to 

an operation f of degree r. If the formula P is M-absolute, then the 
"restricted quantifier" formulas 

are also M-absolute. 

'Vx(x Ef(y 1, ••• ,y,)=;.P), 

3x(x E f(y 1, ••• , y,) 1\ P) 
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PRooF. Part (c) is the only assertion that might not be completely obvious. 
Before proving it, we make one remark. The formula x Ej(y1, ••• ,y,) is 
written in a suitable extension of L1Set, and may be assumed to be 
V-equivalent to some formula P(x,y 1, ••• ,y,) in L1Set (with constants in 
M) for which 'v'y 1, •.• , 'v'y, 3!x P or a restricted version of this formula is 
deducible from the Zermelo-Fraenkel axioms. This P determines the 
operationf. We also allow the case r = 0; thenfis simply a constant in M. 

We shall identify f with its standard interpretation, i.e., we shall denote 
terms by j(Y1,. ·_:__c YJ EM for Y1, ••• , Y, EM. 

Now let ~EM, y/=Y;EM, Q=3x(xEj(y 1, ... ,y,);\P), Y= 

f( Y1 •••• , Y,) E M. Then 

IQIMW = sup (IX E YIM·IPIM(f)), 
XEM 

where the f E M are variations of ~ along x such that x~' = X. Since P is 

absolute, it follows that IPIM(f) = IPI v(f>, and since M is transitive, it 
follows that, if X tF- M, then IX E YIM =IX E Yl v = 0. Hence, on the 
right we can write V everywhere in place of M and can let f run through 
all variations of ~ along x in V with x~' =X. The resulting expression 

equals I Q I v(~). 
The quantifier 'v' can be handled analogously, or else can be reduced to 

3. The lemma is proved. D 

We shall abbreviate the restricted quantifier formulas in 2.4 (c) as 

('v'x Ej(y 1 •••• ,y,))P, (3x Ej(y 1, •••• y,))P, 

respectively. 
If all the quantifiers in a formula Q are restricted in this way, we say 

that Q is a 2:: 0-formula. 
As a first application of the results in 2.3 and 2.4, we prove the 

following fact. 

2.5. Proposition. All ordinals are constructible. 

PROOF. Suppose that this is not the case, and that {3 is the least noncon­
structible ordinaL All of the elements in {3 are contained in La. Since L is 
transitive, it follows that all y ~ {3 are nonconstructible. Hence, 

{3 = { xl(x is an ordinal;\ x E L.J is V-true}, 

If we show that "V-true" may be replaced by "L-true" here, we Im­
mediately have a contradiction, since then {3 E L by Proposition 2.3. 

To do this, it suffices to verify that the formula "x is an ordinal" is 
L-absolute. Using the regularity axiom, from which •(y Ey) is deduc­
ible, we can write this formula in the following 2::0-form: 

('v'y E x)('v'z Ey)(z Ex) 

1\ ('v'y 1 E x)('v'h E x)(y 1 Ef2 V Y2 Ey 1 V Y1 =h) 

and then apply Lemma 2.4. D 
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3 The constructible universe as a model for set theory 

3 The constructible universe as a model 
for set theory 

3.1. Theorem. The Zermelo-Fraenkel axioms are L-true. 

PRooF. The general principle for verifying the axioms is to note that every 
set whose existence is stipulated in a given axiom can be represented as a 
set defined by a ~0-formula with constants in L. We only occasionally 
have to perform a direct verification that a subformula is L-absolute. 

(a) Empty set. This axiom is equivalent to the ~0-formula -,3x(x E 0), 
which is V-true. 

(b) Extensionality. This axiom can be represented in ~0-form. In addi­
tion, in subsection 4.8 of Chapter II we verified this axiom for any 
transitive class. 

(c) Pairing. A direct computation of the L-truth function gives I, since L 
is closed with respect to forming pairs. 

(d) Regularity. This follows by a direct computation using the transitiv­
ity of L. 

(e) Union. Here it is somewhat more complicated to reduce the axiom to 
a ~0-formula. The axiom is written in the form 

Vx 3y Vu(3z(u E z 1\z E x)<=?u Ey). 

Let ~ E i, let f be any variation of ~ along x, and let X= xe E L. We 
must show that 

l3y Vu(3z(u E z 1\z E X)<=?u Ey)IL (f)= I. 

It suffices to find a Y E L such that 

1Vu(3z(u E z 1\z E X)<=?u E Y)IL =I, 

i.e., such that for all U E L 

l(3zEX)(UEz)IL=IUE YIL· 

We can clearly take Y = U z EXZ if we show that Y is constructible. Since 
L is transitiye, we know that all the elements of Yare constructible. Hence, 
there exists a constructible set Y' such that Y' ::J Y. Then Y can be 
represented as follows (where we replace V-truth by L-truth using Lemma 
2.4): 

Y= { UIU E Y'; (3z EX)( U E z) is L-true }. 

Now the required assertion follows by Proposition 2.3. 
In_ what follows we shall usually omit explicit mention of the points 

~E L. 
(f) Power set axiom Vx 3y Vz(z c x<=?z Ey). We fix X E L, form the 

set Y = ~(X) n L of constructible subsets of X, and show that Y is 
constructible. In fact, let Y' ::J Y, where Y' is constructible. Then by 
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Lemma 2.4 

Y = { ZIZ E Y'; (Z c X) is L-true }, 

because Z c X has the ~0-form ('r;/ z E Z)(z EX). Now a direct computa­
tion gives 

l'r;/z(z c X ~z E Y)IL = 1. 

(g) Infinity. This axiom is L-true because of the constructibility of the 
set { 0, { 0}, { { 0}}, ... } , which can be represented in the form 

{ Yl Y E Lwo; [ Y = 0 V (3y E LwJ( Y = { y}) J is L-true}. 

(h) Replacement. Let z = <z 1, ••• , zn>· This axiom is written in the form 

'r;fz 'r;/u('r;/x(x E u=?3!yP(x,y, z)) 

=?3w 'r;/y(y E w~3x(x E u 1\ P(x,y, i)))). 

We fix Z 1, ••• , Zn E L, Z = <Z 1, ••• , Zn), and U E L. It is sufficient to 
consider the case when the premise is L-true, i.e., when, for all X E L, 

lx E U=?3!yP(X,y, z)IL =I. 

We must find a value WE L of w for which the conclusion is L-true. We 
set W' = a constructible set containing as elements all constructible Y for 
which 

(3x E U)P(x, Y, Z) is L-true. 

This set exists because, since the premise of the axiom is L-true, it follows 
that each X E U corresponds to at most one constructible Y. We then set 

W= { Yi YEW'; (3x E U)(P(x, Y, z)) is L-true}. 

This set is constructible by Proposition 2.3, and it follows from the way it 
is defined that 

l'r;/y(y E w~3x(x E u 1\P(x,y, z)))IL = 1. 

(i) Axiom of choice. The main intuitive point in the verification is the 
numbering N of the universe L that was constructed in 1.8. But the formal 
verification is much more complicated here than in the previous cases. A 
fair amount of work is needed to give a formalization of the construction 
in 1.7-1.8 which is sufficiently detailed to prove the following fact: 

3.2. Proposition. There exists a formula N (x, y) in L with two free variables 
such that 

(a) For any X, Y E V, the formula N (X, Y) is V-true if and only if X is 
an ordinal and Y = N (X). 

(b) N(x,y) is L-absolute. 
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We shall postpone the proof until §5, and shall make use of this 
proposition to verify the axiom of choice. We divide this verification into 
two steps. 

3.3. UNIVERSAL CHOICE FUNCTION. Let X E L be a nonempty set. We 
construct the function Y which for every nonempty Z E X chooses the 
element U in Z with the least N-number (see 1.8): 

Y= {<z, U)IZEX, UE U X'; UEZ(\3w(N(w, U)(\\fz(zEZ 
X' EX 

~(z = UV\fw'(N(w', z)~w E w')))) is V-true }· 

We want to prove that Y E L. By Proposition 2.3, this holds if we can 
define Y by means of the L-truth of a formula. We are not allowed 
mechanically to replace V by L, since it is not immediately obvious from 
its external form that this formula is L-absolute. We proceed as follows: 
taking into account the constructibility of the ordinais, we take all ordinals 
which occur as the least N-numbers of the elements of the constructible set 
U X'ExX' = U (X), and we find a constructible set W which contains 
these ordinals. Then we replace 3w by 3w E Wand \fw' by \fw' E Win 
the formula. The set Y does not change, and now V-truth may be replaced 
by L-truth, as can be seen by using Proposition 3.2 and Lemma 2.4. 

3.4. We now compute the L-truth value of the axiom of choice: 

\fx(x ofo 0~3y(y is a function(\domy = x 

(\ (\fz E x)(z ofo 0~y(z) E z))). 

It suffices to show that, if we take a nonempty X E L and the constructible 
choice function Y E L in 3.3, then 

I Y is a functioniL = ldom Y = XIL = i(\fz E X)(z ofo 0~ Y(z) E z)IL =I. 

The third formula here is V-true, and is written in ~0-form except for the 
subform ula Y (z) E z, which can be replaced by 
(\fu E U(Y))((z, u) E Y~u E z). Thus, the third formula is L-absolute 
and hence L-true. 

We verify that the first two formulas are absolute in §5. They are V-true 
by construction. This completes the proof of Proposition 3.1. D 

We note that the same argument shows the following: all the axioms, 
with the possible exception of the axiom of choice, are M-true for any 
transitive big class M which is closed with respect to the operations 
Ft, ... , Fs. 

159 



IV The continuum problem and constructible sets 

4 The Generalized Continuum Hypothesis 
is L-true 

4.1. We wish to show that the assertion "card ~ (wa) = wa+ t is L-true. A 
certain amount of caution is essential here, because cardinality is not an 
L-absolute notion. If Y is a constructible set, let cardL ( Y) be the least 
ordinal f3 for which there exists in L a one-to-one onto function f : Y ~ /3. 
Hence "card (Y) =card (Z)" is L-true iff cardL(Y) = cardL(Z). Note that 
although cardL ( Y) ;;:. card ( Y), equality fails if there are one-to-one onto 
functions Y ~ f3 in V, but no such function lies in L. The cardinal wa in L 
is the ath ordinal f3 > w0 such that cardL( /3) = /3. Thus wa in L may not 
coincide with the "real" wa, that is, with wa in V. 

We shall show that for each ordinal f3 and each constructible X c f3 
there is an ordinal y with X E Lr and cardL(Y) = cardL(/3). Hence ~(/3) 
n L c Lr, where f3 + is the least ordinal greater than f3 such that 
cardL ( f3 +)=I= cardL ( /3). The L-truth of the Generalized Continuum 
Hypothesis will then follow if we show the L-truth of "card ( f3 +) = f3 + ." 

Our proof exploits throughout a proposition that requires a good deal of 
work formalizing the construction of L within L1Set. 

4.2. Proposition. There exists a formula L( x, y) of L1 Set with two indepen­
dent variables such that 

(a) for any X and Y in V, L(X, Y) is V-true~ Y is an ordinal and 
X ELy; 

(b) for any transitive model M c V of the axioms (without the axiom of 
choice), the formula L(x, y) is M-absolute. In particular, it is L­
absolute. 

We again postpone the proof until §5. 

4.3. Lemma. Let X\": f3 be constructible. Then X E Lr for some ordinal y 

such that cardL(y) = cardL(/3). 

PRooF. In this deduction, in addition to Proposition 4.2 we use versions of 
Propositions 7.3 and 7.6 of Chapter II which apply to the constructible 
universe. They are formulated precisely and proved below, in subsections 
4.5 and 4.6. 

Suppose that X c f3 is constructible. Let 8 be an ordil!.al sue.!! that 
X E L6• We enlarge the alphabet of L1Set by adding names 8 and X for 8 
and X. Let (.; be the set of formulas 

{axioms of L1 Set} U { L (X, § ) } . 

Let N0 cL be the set /3U{X}u{8}. By Proposition 4.5 there is a 
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constructible set N such that N0 c N, all formulas in 5 are (N, £)­
absolute, and cardL (N) = cardL ( /3). Thus (N, E) is a model for the 
axioms and, by Proposition 4.2 (a), for L(X, g). Now N might not be 
transitive, but then by Proposition 4.6 there is a transitive axiom model 
(MLe)_ and a constructible isomorphism f: (N, E )~(M, e). Hence 
L(X, ~)is M-tru~and C<!rdL(M) = cardL(N). What are the interpretations 
of the constants X and ~ in M? 

Since the set /3 c N is transitive, it goes to itself under the isomorphism 
f; hence so does the set X c /3. Let ~M be the image of~ under f. Si_nc~ by 
Proposition 4.2(b) the formula L(x, y) is M-absolute, and L(X, ~) is 
M-true, it follows that L(X, ~M) is V-true, so that ~M is an actual ordinal 
and X E L8 • Moreover, since ~ME M and M is transitive, ~M c M; hence 

M 

cardL(~M).;;; cardL(M). Letting y be the larger of ~M and /3, we have 
card L ( y) = card L ( /3) and X E Lr. The lemma is proved. D 
4.4. DEDUCTION THAT THE GCH IS £-TRUE FROM THE LEMMA. Let /3 + be 
the smallest ordinal greater than /3 such that cardL(/3 +)=I= cardL(/3). Then 
Lemma 4.3 implies the V-truth of the formula 

Vz(z E L~(z c /3~z E Lr )). 

Since "z E LfJ+" (i.e., the formula L(z, /3+)) is L-absolute, it follows that 

Vz(z c /3~z E LfJ+) 

is L-true. Now if /3 is the cardinal wa in L then /3 + is the cardinal wa+ 1 in 
L. Hence for each a we have shown the L-truth of 

We claim that the following formula is also L-true: 
I 

card( Lw.+J = wa+ I· 

Since "card(0'(wa)).;;; wa+ t is formally deducible in L 1Set from the pre­
ceding two formulas, and since all the axioms are L-true, this will show 
that the GCH is L-true. 

Our claim is verified thus: In subsection 1.4 we proved that card(L..) = 
card(y) for each ordinal y. Indeed, that proof can be formalized in L1Set, 
using the formula L(x, y) of Proposition 4.2. That is, the assertion 
"Vy{card(LJ = card(y))" is deducible from the axioms (see 5.17). Since 
the axioms are L-true, this assertion is then L-true. But since "card(wa+ 1) 

= wa +I" is trivially L-true, the claim follows. This completes the proof. D 

4.5. Proposition. Let 5 be a constructible countable set of L-true formulas in 
the language L1Set, and let M 0 be a constructible set. Then there exists a 
constructible set M :J M 0 , cardL(M).;;; cardL(M0) + w0, such that all of 
the formulas in 5 are (L, M)-absolute. 

PRooF. The general scheme is the same as in subsection 7.3 of Chapter II, 
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but some additional precautions are required. The main point is to prove 
that, if P(x,ji),j=(y 1, ••• ,yn), is a formula in 0, then there exists a 
constructible set M => M 0 with cardL(M).;;; cardL(M0) + w0 which can be 
constructed constructibly from P and has the property that 3x( P ( x, j)) is 
(L, M)-absolute. After this we must verify constructible closure over all 
P E0. 

We reproduce the construction in s~bsection 7.3 of Chapter II. We 
construct the set M; by induction. Let Y = < Y 1, ••• , Yn) E M; X · · · X 
M;. We let M;(Y) denote the class {XjP(X, Y 1, ••• , Yn) is L-true}. We let 
M;( Y) denote 0 if M;( Y) is empty, and M;( Y) n La for the least a for 
which this intersection is nonempty, otherwise:.Since Lix,y) is absolute 
(see §5), it is not hard to see that the function M;, dom M; = M; X · · · X 
M;, is constructible. Because the constructible axiom of choice holds in L, 
we can obtain a constructible function F; by choosing one element from 
each nonempty M;(:Y'). Let N, be the set of values of M;. This set is 
constructible, since all of our constructions are absolute; and, if M; is 
infinite, then cardL(N;) = cardL(M;). We set M;+ 1 = M; UN; and M = U 
M;. The set M has the required properties; obviously, cardL(M) + w0 = 
cardL(M0 ) + w0 in L. The formal transition from {M;} toM is realized by 
considering a function which "closes" M 0 , as in subsection 5.11 below. D 

4.6. Proposition. For every constructible set N such that the extensionality 
axiom is N-true there exist a unique constructible transitive set M and 
isomorphism f: (N, E )~(M, E). 

PRooF. The plan of proof is the same as in subsection 7.6 of Chapter II. 
First let "j is a continuous (a + 1 )-sequence" be the formula "a is an 
ordinal"/\"! is a function";'\domf= a+ 1 /\('V/3 E a+ 1)(/3 a limit 
ordinal==;;f(/3)= uyE/if(y)). This formula is shown to beL-absolute as 
in subsection 5.14 below. Now consider the L-absolute operation cf>(Z) = 
{XIX EN !\X n N c Z}, and let 0N be the unique member of N such 
that 0N n N = 0. Finally, let 1/;(x,y) be the formula 

(3f)("fis a continuous (x +I)-sequence" /\f(O) = 0N !\ 

x(V/3 Ex)(f(/3+ l)=ct>(J(/3)))/\y=j(x)). 

Then t/; is L-absolute, as can be shown as in subsections 5.14 and 5.15 
below, and 1/;(x, y) is L-true if and only if y = Nx in the sense of Chapter 
II, subsection 7.6. 

We now set N= UaNa={zl(3a)(3ycN)(t/;(a,y)/\zEy)}. We 
show that N = N. Clearly N c N, and if N \ N = Y were nonempty, it 
would follow by the regularity axiom, which holds in L, that 3Z (Z E Y !\ 
Z n Y = 0). For this Z we would have Z c N, hence Z C Na for a 
suitable a, so that Z E Na+I• which is a contradiction. 
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The implication Z c N==>3a(Z C Na), which we have used here, 
follows because there exists an absolute function on N which associates to 
each X the least a for which X E Na. The replacement axiom shows that 
there exists an ordinal a0, namely, the least upper bound of the values of 
this function, for which N = N = N,. . This ordinal, which is fixed for N, 

0 

occurs in our subsequent construction, which is verified to be absolute as 
in §5. 

Let "h is a constructing (a+ I)-sequence for N, M" be the formula ''h 
is a continuous (a+ 1)-sequence",/\h(O) = {<0N, 0)} /\"(V/3 E a) 
(h(/3+ I) is a function,/\domh(/3+ l)=N1H 1 /\the value of h(/3+ I)) 
on any X E Np+ 1 is the set of h( /3)-images of elements of X n N)." Then 
for each a there is a unique such h; let M,. be the image of h(a). For 
a = a0 we obtain a function h : N ~ M = Mao' where M is our desired 
constructible set and h is a constructible E-isomorphism. 

The proposition is proved. D 

5 Constructibility formula 

5.1. The purpose of this section is to prove Propositions 4.2 and 3.2. Both 
proofs are extremely straightforward, and simply consist in writing out 
explicitly the formulas L(x,y) and N(x,y) and verifying that the condi­
tions in Lemma 2.4 apply. But since these formulas are very long, we 
perform the verifications in a series of "blocks," in order to improve their 
appearance and to make the interpretation and verification of the condi­
tions in 2.4 easier. As soon as a block (subformula) is constructed and its 
absoluteness is verified, we replace it by an abbreviated notation in the 
next formula. 

The material within each subsection is arranged in the following order: 
first the abbreviated notation for the formula which is being constructed 
and shown to be absolute in the subsection; then the complete form of the 
formula; and finally any remarks that may be needed regarding absolute­
ness. The "complete form" of the formula may contain abbreviated nota­
tion for subformulas. If such a subformula has not yet been interpreted in 
detail and shown to be absolute, this is done right after the complete form. 

By absoluteness we mean "M-absoluteness for any transitive model M 
for the axioms without the axiom of choice." 

Subsections 5.2-5.15 are devoted to the formula L(x,y), and subsec­
tions 5.I8-5.20 are devoted to the formula N(x,y). As the material we are 
dealing with accumulates, we shall allow ourselves to omit more and more 
details and to rely on the reader's experience. 

The formulas 

z = ( F;(x,y), 
Fj (y), 

i = I, 2, 3; 

}=4, 5, 6, 7, 8. 
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5.2. z = {x,y}: ('VuE z)(u = x V u = y);\x E z I\Y E z. This whole for­

mula is clearly absolute by Lemma 2.4. From now on we shall not even 

comment on such simple cases. 

5.3 z = x\y: ('VuE z)(u Ex;\ u ~y);\('Vu E x)(u ~y~u E z). 

5.4. z = x Xy: ('Vu 1 E x)('Vu2 Ey)((u 1, u2) E z) 

;\('VuE z)(3u1 E x)(3u2 Ey)(u = (u 1, u2)) 

(u 1, u2) E z: (3v E z)(v = (u 1, u2)); 

U = ( U 1, u2): ('V V E U )( V = { U J} V V = { U I, u2 }) 

;\{uJ} Eu;\{u1, u2} Eu; 

{ u1, u2 } E u: (3v E u)( v = { u1, u2}). 

5.5. Z = Fiy) = domy: ('VuE z)(3v E U U (y))((u, v) Ey) 

;\('VuE U U (y))('Vv E U U (y))((u, v) Ey~u E z). 

Here U U appears because (u, v) = {{u}, {u, v}} Ey~u, v E U U 
(y ). This formula is absolute, since a transitive model is closed with respect 

to the operation U (see 3.l(e)). We shall write U 2 = U U, and so on. 

5.6. z = F5(y): ('VuE z)(3v Ey)(3w Ey)(v E w ;\ u = (v, w));\('Vv E 

y)('Vw Ey)(v E w~(v, w) E z). 

5.7. z = F6(y): ('VuE z)(3u 1 E U 4(y))(3u2 E U 4(y))(3u3 E U 2(y))((u 1, 

U2, u3) Ey 1\ u = (u3, u1, u2));\('Vu1 E U4(y)) ('Vu2 E U4(y)) ('Vu3 E 

U 2(y))((u1, u2, u3) Ey ~ (u3, u1, u2) E z). Here U 4 appears for the same 

reason as U 2 in 5.5. The formulas(u 1, u2, u3) Ey, etc., are shown to be 

absolute in the same way as in 5.4. 
The operations F7 and F8 are treated analogously to F6• 

The formulas 

_ (F/'(xxx), 
y- Fj" (x), 

5.8. y = F;"(x X x), i = I, 2, 3: 

fori= l, 2, 3; 

for)= 4, 5, 6, 7, 8. 

('Vu Ey)(3u1 E x)(3u2 E x)(u = F;(u 1, u2)) 

/\('Vu 1 E x)('Vu2 E x)(F;(u 1, u2) Ey), 

where F';(u1, u2) Ey: (3v Ey)(v = F;(u 1, u2)). 

5.9. y = Fj"(x),j = 4, ... , 8: ('Vu Ey)(3v E x)(u = Fj"(v));\('Vv Ex) 

(Fj"(v) Ey). 
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5.10. y = <l>(x) (see 1.4): 

(Vz Ey)(z E xV z E F{' (x X x)V · · · V z E F8' (x)) 1\(Vz E x)(z Ey) 

(\ (Vz E F{' (x X x))(z Ey) (\ · · · (\ (Vz E F8'y(x))(z Ey). 

The class L is closed with respect to the operations F';". In fact suppose, 
for example, that i ;;;. 4, and let X E L. Let U E L be a set containing all 
F';( Y) for Y E X. Then 

F;" (X)= { ZIZ E U, (3y E X)(Z = F;(y)) is V-true }. 

Since the formula Z = F';(y) has been shown to be absolute, we may 
replace "V-true" by "L-true" here, and then apply Proposition 2.3. Thus, 
the formula y = <I>(x) is £-absolute by Lemma 2.4. 

If M is an arbitrary transitive model, then the verification that M is 
closed with respect to F;" is somewhat different. Namely, the formula 
V x 3!y(y = F';"(x)) is obviously V-true. The formal deduction of this 
formula does not use the axiom of choice. Hence, the formula isM-true for 
any transitive model M. We therefore have Y EM if X EM, where 
Y = F';"(X). We shall use this device many times in what follows. 

5.11. ••g closes x," which is short for: "g is a junction on w0, and 
g(n) = <I>n(x) for all n E w0." We write the formula with the constant w0 

and the free variables g and x: 

Here: 

"g is a function" I\F4 (g)= w0 /\g(O) = x 

(\ ('o'n E w0 ){ g(n + 1) = 0(g(n))). 

(a) "g is a function": 

('o'u Eg)(3u1 E U 2(g)}(3u2 E U 2(g)}(u = (u1, u2)) 

/\(Vu1 E U 2(g))(Vu2 E U 2(g))(Vu3 E U 2(g)} 

(<u1, u2) E g (\ (u1, u3) E g~u2 = u3). 

(b) g(O) = x: (0, x) E g. 
(c) g(n + 1) = <l>(g(n)): 

·(3yE U 2(g))((n,y)Eg/\(nu {n}, <I>(y))Eg), 

where 

(nu{n},<l>(y))Eg: {3uE U 2(g)){3vE U 2(g)} 

(u=nu {n}/\v=<l>(y)/\(u,v)Eg). 

Since w0 EM, the formula 5.11 is now easily seen to be absolute by the 
previous results. 

In 5.11 we took the liberty of using g and n for variables of L1Set in 
order to make the formulas intuitively clearer. In what follows we shall 
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also use a, /3, K, and N as variables, thereby temporarily ignoring our 
convention of only using small letters at the end of the Latin alphabet. 

5.12. y E h: 3g("g closes x" ;\(3n E w0)((n,y) E g)). Here the quantifier 
over g is not restricted. Since the formula under the 3g sign is absolute, we 
may conclude directly from the definition I IL(~) =I I v(O, ~EM, that 
y E g x is also absolute, provided we show that, for any X E M, the 
function G E V which closes X lies in M. The formula 'tlx 3! g ("g closes 
x") is obviously V-true. If we formalize the verification of this fact, we see 
that this formula is deducible from the axioms without the axiom of 
choice. Hence it is M-true. This implies that for any X EM we have 
GEM. 

5.13. y E q}'(x) n g (xu { x }): ('tlz Ey)('tlv E z)(v Ex) ;\y E g (xU { x }). 

5.14. "j is the constructing (a+ I)-sequence," which is short for: "a is an 
ordinal" ;\"j is a function" ;\domj =a+ I ;\('tl f3 E a+ l)(f(/3) = Lp)· 

Here: 

(a) ('tl /3 E a + l)(f( /3) = Lp): 

(V/3 Ea+ l){(f3isalimitordinal~J(/3)= U 1 epf(y)) 

A(i(/3 +I)= qf(f(/3)) n g{J(/3) u {J(/3)}))). 

(b) "/3 is a limit ordinal": "/3 is an ordinal";\('tla E /3)(/3 "'=au {a}) 

(c)f(/3)= U 1Epf(y): (3vE U 2(J))(v= U 1 epf(y);\(/3,v)Ef); 

v= U 1 Epf(y): ('tluEv)(3yE/3)(uEj(y)) 

A('tlu E U 3(J))(u Ej(y)~u E v); 

u Ej(y): (3w E U 2(J))((y, w) Ej ;\ u E w). 

(d)J(/3 +I)= qJ~(f(/3)) n g{J(/3) u {J(/3)}): 

(3u E U 2(!) ){ ( /3 + I, u) Ej ;\ ('tlv E u) 

( v E qf(j( f3 )) n g{J( /3) u {J( /3)})) 

1\ Vv( v E qf(j( /3)) n g{J( /3) U {J( /3) })~v E u)); 

vEqf(j(f3))n g{J(/3)u {J(/3)}): 

( 3 u E U 2(!) )( ( {1, u) E j ;\ v E qJl ( u) n g ( u U { u}) ). 

Finally, in order to verify directly that the subformula 

Vv(v E qf(j(/3)) n g{J(P) u {J(f3)})~v E u) 
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is M-absolute, it suffices to show that M is closed with respect to the 
operation X~ 0'(X) n 1(X u {X}). But M is closed with respect to both 
g and X~ 0'(X) n M, so the verification is complete. 

5.15. L(x,y): "y is an ordinal and x ELy": "y is an ordinal" /\3f("f is 
the constructing (y +I)-sequence" /\(3z E U 2(J)}((y, z) Ej 1\x E z)). 
Since the quantifier 3j is not bounded, in order to verify this last absolute­
ness statement we must show that the constructing ( Y + 1 )-sequence F is 
an element of M for any ordinal Yin M. We use the same argument as in 
5.12: the formula Vy(y is an ordinal~3!f(j is the constructing (y +I)­
sequence)) not only is V-true, but also is deducible from the axioms 
without the axiom of choice; therefore it isM-true. 

This completes the proof of Proposition 4.2. 0 

5.16. Remark. The formula Vx 3y L(x,y) is often written in the form: 
V = L, and is called the axiom of constructibility. The absoluteness of 
L(x,y) implies that the following formula is L-true: 

IVx 3y L(x,y)IL = inf sup IL(X, Y)IL = inf sup IL(X, Y)l v= 1. 
XEL YEL XEL YEL 

Hence, this formula is consistent with the Zermelo-Fraenkel axioms. On 
the other hand, V = L implies the Generalized Continuum Hypothesis 
(GCH), and, since the negation of the GCH is also consistent with the 
Zermelo-Fraenkel axioms, it follows that ---,( V = L) is consistent with the 
axioms. 

We now proceed to the proof of Proposition 3.2. This proof follows the 
same plan as the proof of Proposition 4.2. We return to the conventions 
and constructions in 1.7-1.8. 

5.17. Remark. In subsection 4.4 we exploited the fact that the assertion 
"a> w0 ~card(La) =card( a:)" is formally deducible from the axioms of 
L1Set (without the axiom of choice). We may now see that such a formal 
deduction can be obtained by exactly mimicking the proof in subsection 
1.4. Indeed, from the definition of L(x,y) we have the formal deducibility 
of "La+l = 0'(L0 ) n 1(La U {L,.})" and "[3 a limit ordinal~Lp = 
U yEpLy". Moreover, the following are deducible: "card(X) < w0~ 
card(X) < card(0'(X)) < w0 " and "card(X) > w0 ~ card(1(X)) = 
card(X)". As a result, the assertions "card(Lw) = w0", "card(La) > 
w0 ~ card(L., + 1) = card( La)'' and "[3 a limit ordinal ~ 
card(Lp) = card( U rEPLr}" are all deducible. And from these and the 
axioms of L1Set the desired assertion may be deduced (using, in particular, 
the deducibility of "card(w0) = w0", "a:> w0 ~card(o: +I)= card( a:)", "[3 
is a limit ordinal~ [3 = U rEfJy" and in addition an instance of transfinite 
induction on the ordinals, which is of course also formally deducible in 
L1Set). 
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5.I8. The formula H ( K, x): K is a function 1\ x is an ordinal 1\ dam K = x 
+I 1\ K(O) = (0, 0, 0) /\('t/y Ex+ I)(K(y) is an important triple 1\K(y 
+ I) is the next important triple after K (y )) 1\ (y is a limit ordinal=> K (y) 
= limzEy K(z)) is absolute. 

We shall not analyze the subformulas which have been considered 
before. The following subformulas remain: 

(a) "K (y) is an important triple 1\ K (y + I) is the next important triple 
after K(y)" 

(b) K(y) = limzEy K(z). 

We shall have to use the absoluteness of the auxiliary formula "y = 
x(i)•" which is short for: "x is an important triple (i.t.) andy is the ith 
coordinate of x," where i = I, 2, or 3. That is: 

{3u1 E U 3(x))(3u2 E U 3(x))(3u3 E U (x)) 

X (x = (u 1, u2, u3) 1\ u1 is an ordinal 1\ u1 < 8 

1\ u2 is an ordinal 1\ u3 is an ordinal 1\y = u;). 

The complete form of (a) is: 

(3u E U (K))(3v E U (K))(<y, u) E K 1\ (y +I, v) E K 

1\ u is an i.t./\ v is the i.t. after u ). 

According to Lemma 1.7(a), "u is an i.t./\ v is the i.t. after u" can be 
written in the form V7~ 1 C;(u, v), where C;(u, v) is the formalization of the 
ith alternative in 1.7(a). For example, 

cl: u is an i.t./\ vis an i.t./\u(l) < 71\ v(l) = U(J) + I 

1\ v<2> = u(2) 1\ v(3) = u(3); 

C2 : u is an i.t./\v is an i.t./\u(l) = 81\ u<2> +I< u<3> 

/\v(I) = 01\ v(2) = u(2) + I 1\ v(3) = 0. 

The other C; are analogous, and are absolute for the same reasons. 
The complete form of (b). Here we need to k.now that the following 

auxiliary formulas are absolute: 

u= U K(z)(i)•i=2or3: ('t/vEu)(3zEy)(v=K(z)ul) 
zEy 

1\('t/z Ey)(3v E u)(v = K(z)u>); 

v = K(z)(i): (3w E U (K))((z, w) E K/\ w is an i.t./\v = w(i))· 

Then, using Lemma 1.7(b), we explain the formula K(y) = limzEyK(z) as 
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follows: 

K(y)(tl = 

0 ;'\3u2 3u3 (u2 = U K(z)(2) !\ u3 = U K(z)(3) !\ i~ D;(u2, u3, y )), 
z Ey z E:y 

where the alternatives D; have the following structure, depending on "how 
K ( z) approaches K (y )"; 

D 1: u2 E u3 !\ u2 is a limit ordinal!\ ( (3z Ey )( K (z)(3) = u3 ) 

~K(y)(z) = u2 !\K(y)(3) = u3); 

D2 : u2 = u3 !\ u2 is a limit ordinal!\ ( (3z E y )( K ( z )(3) = u3) 

1\('Vz Ey)(K(z)(l) E u2 ) ~K(y)(2) = u2 !\K(y)(3) = 0); 

D3 : u2 ~ u3 !\ u3 is a limit ordinal/\((Vz Ey)(K(z\3) E u3 ) 

~K(y)(2) = u2 E K(y\3l = u3 ); 

D4 : u2 = u3 !\ u2 is a limit ordinal!\ ( (V z E y )( K (z )(2) E u2 

1\K (z )(3) E u3) ~ K (y )(2) = 0 !\ K (y )(3) = u3). 

It is therefore obvious that the D; are absolute. Even though the 
quantifiers 3u2 and 3u3 are not restricted, there is no problem, since, when 
Kt;, yt; E L, this formula can only be V-true if uf and uf are uniquely 
determined ordinals, and lie in L, which gives us L-truth. 

5.19. The formula S(N, x): "xis an ordinal;'\N is a function;'\dom N 
= x + 1 I\ ('fly.;;;; x + l)(N(y) is a constructible set with N-number y)" is 
absolute. 

We shall need to know that the following auxiliary formula is absolute: 

y = (x);, i = l, 2, 3, where K(x) = <(x)p (x2), (x)) 

(not to be confused with the formula y = x(i) in 5.16, which occurs here as 
a subformula): xis an ordinal;'\3K(H(K, x);'\(3u E u (K)){(x, u) E K 
1\Y = u(;J)). Even though 3K is not restricted, this does not cause any 
problem, because, for every ordinal xt; E L, the value of Kt; making 
H(Kt;, xt;) V-true lies in L. In fact, the V-true formula 

Vx(x is an ordinal~3!K(H(K, x))) 

is deducible from the axioms without the axiom of choice, and hence is 
L-true. 

We now return to S(N, x). We need only show that the subformula 
"N(y) is a constructible set with N-number y" is absolute. By definition, 
this subformula can be written as v~=OQ;(y, N), where the alternatives 
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have the form: 

Q0 : (y) 1=0J\(y,L(y))EN; 

Q;. 1 .;;; i < 3: (y) 1 = i 1\ (y, F; ( N ( (y )2), N ( (y )3))) E N; 

Q;, 4 < i < 8: (y) 1 = i 1\ (y, F;(N((y)2))) EN. 

The absoluteness of the subformulas that have not been analyzed is 
clear from the following complete forms of these formulas: 

(a) (y, L(y),) EN: (3z E U(N))((y, z) EN 1\z E L(y),); 

z = L(y),: (3u Ey + l)(u = (y)2 1\z = Lu); 

z = Lu: ('ltv E z)(v E Lu)l\ 'o'v(v E Lu==>v E z). 

We can veri.JY directly that the last subformula, with the unrestricted quanti­
fier 'o'v, is absolute, since Lu E L for any ordinal U, and L is transitive. 

(b) (y, F;(N((yh))) EN, i = 4, ... ' 8: 

(3u, v, wE U (N))(u = (y)2 /\ (u, v) EN(\ w = F;(v) (\ (y, w) EN). 

(c) (y, F;(N((Yh), N((yh))) EN, i = 1, 2, 3: 

(3u2, u3, v2, v3, wE U (N))(u2 = (y)2 1\u3 = (y)3 /\(u2, v2) EN 

/\(u3, v3) EN(\ w = F; (v2, u3) 1\ (y, w) EN). 

5.20. The formula N(x,y): "xis an ordinalJ\y = N(x)" is absolute. 
In fact, this formula is written in the form 

3N(S(N, x + 1)/\(x,y) EN). 

There is no problem with 3N being unrestricted, since we can apply the 
same type of argument as we have used many times before: for any ordinal 
x~ there is a unique N~· making this formula V-true, and then N~· E L, 
since the formula 'o'x (x is an ordinal=:-3! N(S(N, x + 1))) is deducible 
from the axioms without the axiom of choice, and hence is L-true. 

This completes the proof of Proposition 3.2. 0 

6 Remarks on formalization 

Godel's theory, to which this chapter is devoted, is usually presented in a 
more syntactic version. We shall now briefly describe the system of basic 
ideas and the most important changes in the proofs in this version, in 
which the least possible appeal is made to the semantics. 

6.1. Let Q(x) be a formula in L1Set with one free variable x. Let ZF be the 
set of all the (logical, special, and equality) axioms of L1Set except for the 
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axiom of choice. Q (x) is said to be transitive if 

ZFf-(Q(x);\y E x)::;.Q(y). 

6.2. The relativization P Q of a formula P in L1 Set relative to Q is defined 
by induction on the number of connectives and quantifiers in P: 

(x Ey)Q is Q(x) !\ Q(y)::;.x Ey; 

(x=y)Q is Q(x)!\Q(y)==;ox=y; 

( -,P)Q is -,(P Q); 

(P 1 * P2)Q is (P1)Q * (P2)Q, for any connective * ; 

(VxP)Q is 'v'x(Q(x)==;.P); 

(3xP)Q is 3x(Q(x)(\P). 

6.3. Q(x) is called an (internal) model of L 1Set if for any axiom P E ZF we 
have 

ZFf-PQ. 

This model is transitive if Q is transitive. 
A formula P(y 1, ••• , Yn) is called Q-absolute if 

ZFf-(Q(yt)/\ · · · 1\Q(yn))::;.(P~PQ). 

6.4. The connection between these concepts and our earlier ones is as 
follows. Every formula Q(x) determines a class M= {X E VIQ(X) is 
V-true }. This class M has the property that 

'v'~ EM, 

for any formula P (as can easily be proved by induction on the number of 
connectives and quantifiers in P). Thus, to give a syntactic reformulation 
of our proofs we must make the following changes throughout; 

(a) We only consider classes M which are defined by formulas Q, and all 
references toM are replaced by references to Q. 

(b) We everywhere replace "Pis V-true" by "Pis deducible from ZF." 
(c) We everywhere replace "Pis M-true" by "PQ is deducible from ZF." 
(d) We everywhere replace "Pis M-absolute" by "Pis Q-absolute." 

In order for the new assertions on deducibility from ZF to become 
sufficiently obvious, we must either do some additional work formalizing 
the proofs or else give more careful intuitive proofs. In particular, we must 
find finite subsets of ZF from which the various facts are deducible. The 
basic results are stated as follows in the new syntactic language: 

6.5. 3y L(x, y) "is" a transitive internal model of L 1Set. 

6.6. ZFf-(Axiom of choicehy L(x,y)" 
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6.7. ZFf-(Generalized Continuum HypothesishY L(x,y)· 

6.8. Thus, a completely syntactic version of Godel's theory would consist 
of all the deductions implicit in 6.5~.7, without any commentary. Of 
course, such a treatment has never been written. The formula 3y L(x, y) 
alone takes up several pages; without appealing to semantics, it would be 
impossible either to think up, or to explain, or even to copy down all this 
without making mistakes. The deductions of all the required relativized 
formulas P3Y L(x,y) would also be extremely long. This situation gives us an 
instructive example of what was discussed in "Digression: Proof" in 
Chapter II. 

7 What is the cardinality of the continuum? 

After all we have learned about the Zermelo-Fraenkellanguage and axiom 
system, it might seem naive to return to this question. But we must do so if 
we consider mathematical meaning to be our primary concern. 

Some specialists in the foundations of mathematics espouse a different 
point of view. Namely, they answer that the question itself is meaningless. 
It seems that Paul Cohen himself tends toward this viewpoint, at the same 
time admitting that "this is a hard decision" (P. Cohen, Comments on the 
foundations of set theory, Proc. Symp. Pure Math., vol. XIII, part I, 
American Math. Soc., Providence 1971, p. 12). 

From this point of view it is natural to reject almost the entire semantics 
of L1Set, including all the Va starting with a= w0 + 1 in the von Neumann 
universe. No half-way solutions can help matters, especially since ques­
tions concerning higher axioms of infinity or the so-called "measurable 
cardinals" are in an even worse position than the CH. 

It thus becomes necessary to try to find alternative languages and 
semantics. Here the differences of opinion are wide and irreconcilable. The 
most clear-cut position is that of the constructivists, although even among 
them there are different shades of opinion. The constructivists do not 
recognize infinity as a usable concept, and reject noneffective existence 
proofs. (It turns out that in practice they often replace these noneffective 
proofs by a more carefully differentiated word usage-"there cannot not 
exist," or "there quasi-exists"-which is nearly synonymous with certain 
linguistic precautions adopted in classical texts.) In our opinion, the 
shortcoming in their point of view is that constructivism is in no sense 
"another mathematics." It is, rather, a sophisticated subsystem of classical 
mathematics, which rejects the extremes in classical mathematics and 
carefully nourishes its effective computational apparatus. 

Unfortunately, it seems that it is these "extremes"-bold extrapolations, 
abstractions which are infinite and do not lend themselves to a constructiv­
ist interpretation-which make classical mathematics effective. One should 
try to imagine how much help mathematics could have provided twentieth 
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century quantum physics if for the past hundred years it had developed 
using only abstractions from "constructive objects." Most likely, the stan­
dard calculations with infinite dimensional representations of Lie groups 
which today play an important role in understanding the microworld, 
would simply never have occurred to anyone. 

It is not impossible that a new (or a completely forgotten old) concep­
tion of the continuum, in which the continuum has no "cardinality," could 
be found in the course of a deep investigation of the external world. The 
notion of a set consisting of elements may actually only be adequate for 
finite or countable sets, and "higher infinities" may turn out to be 
abstractions from objects of a completely different type. 

Physics seems to point up a difference in principle between "counting" 
and the Eudoxos-Dedekind idealization of measurement. The counting 
procedure applies to regions of attraction-"attractors" (R. Thom)--which 
are units not having sharp boundaries. The parts of a unit, even if they 
have physical meaning, are nevertheless attractors of a different sort. But 
even these ideas apparently stop making sense in the microworld. 

If nature has a fundamentally statistical aspect, it might be fruitful to 
consider mathematical models in which the statistical aspect appears as an 
undefined concept. The unexpected richness of the nonstandard interpreta­
tions of classical mathematics in Boolean-valued models agrees with the 
suggestion that all the words we say should be understood in a new way. 

7.2. We now discuss a less radical point of view on the continuum 
problem, according to which this question of its cardinality is meaningful. 
Then the main problem once again becomes how to determine the place of 
the continuum on the scale of alephs. 

Cohen concludes his book with the following opinion: "A point of view 
which the author feels may eventually come to be accepted is that CH is 
obviously false . . . . C is greater than Nn, Nw, Na where a = Nw etc. This 
point of view regards C as an incredibly rich set given to us by one bold 
new axiom, which can never be approached by any piecemeal process of 
construction." 

We thus have a conjectural estimate from below for C, and nothing 
more-not even a conjecture as to whether the cardinal C is regular or 
singular. 

Of course, the real problem consists not only in guessing a plausible 
conjecture, but in supporting it with sufficiently convincing indirect evi­
dence for it to become widely accepted, even if not proved. What sort of 
evidence could this be? In discussing new axioms for set theory, Godel 
writes: 

"there may exist ... other (hitherto unknown) axioms of set theory which 
a more profound understanding of the concepts underlying logic and 
mathematics would enable us to recognize as implied by these concepts. 

"Furthermore, however, even disregarding the intrinsic necessity of 
some new axiom, and even in case it had no intrinsic necessity at all, a 
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decision about its truth is possible also in another way, namely, induc­
tively by studying its "success," that is, its fruitfulness in consequences 
and in particular in "verifiable" consequences, i.e., consequences demon­
strable without the new axiom, whose proofs by means of the new axiom, 
however, are considerably simpler and easier to discover, and make it 
possible to condense into one proof many different proofs. The axioms 
for the system of real numbers, rejected by the intuitionists, have in this 
sense been verified to some extent owing to the fact that analytic number 
theory frequently allows us to prove number theoretic theorems which can 
subsequently be verified by elementary methods. A much higher degree of 
verification than that, however, is conceivable. There might exist axioms 
so abundant in their verifiable consequences, shedding so much light 
upon a whole discipline, and furnishing such powerful methods for 
solving given problems (and even solving them, as far as that is possible, 
in a constructivistic way) that quite irrespective of their intrinsic necessity 
they would have to be assumed at least in the same sense as any well 
established physical theory." (K. Godel, What is Cantor's continuum 
problem?, Amer. Math. Monthly, vol. 54, no. 9, 1947). 

There is little to add here to this ardently expressed hope. But see §8 of 
Chapter VII, where it is shown using an idea of Godel's own that any new 
independent axiom can shorten to an arbitrary extent the proofs of 
suitable assertions which are provable without the axiom. This result 
somewhat weakens our confidence in pragmatic criteria for truth. 
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CHAPTER V 

Recursive functions and Church's thesis 

1 Introduction. Intuitive computability 
1.1. The first part of this book was primarily concerned with mathematical 
proof; we showed that the analogous concept in formal languages is that of 
formal deduction, after which the most interesting results were that certain 
intuitive mathematical assertions (such as the Continuum Hypothesis and 
its negation) are not deducible. 

Our primary concern in the second part of the book is the notion of a 
determinate computational process, that is, the processing of information, or, 
briefly, the notion of an algorithm. In §2 we give a precise and presumably 
complete characterization of everything that can be obtained using com­
putational algorithms. Then the most interesting results turn out to be 
assertions that certain intuitively defined functions cannot be computed by 
an algorithm (Chapter VI). 

Both the theory of proof and the theory of computation can be 
presented in a large part independently of one another. This is the 
approach we have adopted, even though it does not correspond to the 
historical development. But when the machinery of both theories has been 
developed to a certain point, it becomes possible to apply each theory to 
investigate the other. The third part of the book is devoted to such 
applications. 

In this section we describe informally the main focal points of the 
theory of computability. We appeal to the reader's intuitive notion of 
algorithms, which can be conveniently used to illuminate the structure and 
interrelations of the basic concepts. 

When we make these concepts precise in the next section, we shall not 
give a description of the algorithms themselves, but rather of their results, 
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i.e., computable functions. The concept of an algorithm seems to lose too 
much in any formalization, while the notion of algorithmic computability 
seems not to lose anything essential. 

1.2. We now introduce several simple basic concepts. Let X and Y be two 
sets. A partial function (or mapping) from X to Y is any pair < D (f), f) 
consisting of a subset D (f) c X and a mapping f : D (f)--> Y. Here D (f) 
(instead of the earlier dom f) is called the domain of definition of j; f is 
defined at a point x EX if x E D (f); f is nowhere defined if D (f) is 
empty; and there exists a unique nowhere defined partial function. 

We let Z + = {I, 2, 3, ... } denote the set of natural numbers, excluding 
zero. (It is not necessary, only convenient, to exclude zero.) If n > 1, we let 
(z+y denote the n-fold direct product of z+ with itself, i.e., the set of 
ordered n-tuples (x 1, ••• , xn), x1 E z+. It is convenient to let (Z+)0 denote 
the set consisting of an arbitrary element, denoted "· ." The basic objects 
of our concern will be partial functions from (Z+)m to (z+r for various m 
and n. When we classify these functions according to their computability, 
the reader can think of the word "program" as referring to a program for a 
universal computer which is written without regard to time or memory 
limitations. Here every program for computing a function has a special 
"blank space" in which to insert the value of the argument. 

1.3. The basic informal definitions. (a) A partial function f from (Z+)m to 
cz+y is called computable if there exists a "program" which, whenever a 
vector x E (Z+)m is entered in the input, gives as output 

f(x), if XED (f); 

0, if X tt D (f). 

Here 0 merely indicates that f is not defined at x; we could allow the 
output in this case to be anything not in cz+y. 

(b) A partial functionffrom (Z+)m to (Z+y is called semi-computable if 
there exists a "program" which, whenever a vector X E (z+r is entered in 
the input, gives f(x) as output if x E D (f), and either gives 0 as output or 
else works infinitely long without stopping if x tt D (f). 

In particular, computable functions are semi-computable, and everywhere 
defined semi-computable functions are computable. 

(c) A partial function f is called noncomputable if it does not satisfy 
condition (b) (and a fortiori (a)). 

1.4. Comments 
(a) The most basic of these three concepts is semi-computability, since 

computability reduces to this property. In fact, to determine whether a 
semi-computable function is computable, we proceed as follows. 
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Let X c Y be two sets. By the characteristic function of X in Y we mean 
the function Xx : Y ~z+ such that 

xx(x) = { i: if x EX; 
if X fj X. 

Note that Xx is everywhere defined on Y. 
Now letfbe a semi-computable function from (Z+)m to (z+y. Iff were 

computable as well, then the characteristic function of D (f) would also be 
computable: simply add to the program which computes f the instructions 
"send 0 to 2, and anything not 0 to 1, and print as output." Conversely, if 
XDtfl is computable, then so is f: in front of the program which semi-com­
putes f, put the program which computes XD(fl and then the instruction to 
give 0 as output immediately if XD(fl(x) = 2 and to continue with the 
program for f with x as the argument if Xv(f)(x) = 1. Thus, since the 
everywhere defined function Xv(f) is computable if and only if it semi­
computable, we hav~ f is computable <;=;> f is semi-computable and Xv(f) is 
semi-computable. Later, we shall first formalize the concept of semi-com­
putability, and then take the right side of this equivalence as the formaliza­
tion of computability. 

(b) There exist noncomputable functions. In fact, any program is a finite 
text in a finite alphabet, so that the set of programs is countable, while the 
set of all functions z+ ~z+ is uncountable. (For a critical discussion of 
this argument, see 1.5 below.) 

AN EXAMPLE OF A NONCOMPUTABLE FUNCTION. We consider the language of 
arithmetic SAr which was described in § 10 of Chapter II, and number the 
formulas of this language as explained in § 11 of Chapter II. We define a 
function f by stipulating that 

{ 

= 1, if the xth formula is true in the standard 
f ( x) interpretation ; 

is not defined, if the xth formula is false. 

The function f is noncomputable. In Chapter VII we shall see that this 
follows because the set D (f) is not definable in arithmetic, by Tarski's 
theorem. 

In other words, it is impossible (even in principle) to distinguish the set 
of all number theoretic truths by writing a single program (even a very 
long and complicated one) which could tell from a statement's formulation 
whether it is true. Of course, to prove this result requires a much deeper 
analysis of the concept of computability. 

(c) There exist functions which are semi-computable but not computable. 
We first give a typical example of a program which semi-computes a 
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function. We consider the following function f from z+ to z+, which is 
defined in terms of Fermat's problem: 

{
=I, 

j(n) 

is not defined, 

if there exists x,y, z E z+ for which 
xn+2 + yn+2 = zn+2; 

otherwise. 

Here is a program which semi-computes j: after entering n in the input, 
run through all vectors (x, y, z) in a suitable order. (For example, accord­
ing to increasing x + y + z, and for given x + y + z, in lexicographic 
order.) For each such vector verify whether or not xn+l + yn+l = zn+ 2. If 
this equation holds, give 1 as output; otherwise, go on to the next (x, y, z ). 

Hence, j is semi-computable. But it is not known whether or not f is 
computable. According to Fermat's conjecture, f is nowhere defined (and 
hence computable!). The strongest theoretical results known concerning f 
-the so-called criteria of Kummer, Wieferich, Vandiver, and others-may 
be regarded as a sort of approximation to proving that] is computable, not 
that f is nowhere defined. That is, in order to verify the Fermat conjecture 
successively for various values of n, we must perform a (machine) com­
putation (whose size grows rapidly with n) to determine XD(fJ at the point 
n, when this determination is possible. 

There is an analogous example of a semi-computable function which we 
actually know is not computable. In Chapter VI we prove that there exists 
a polynomial P(t, x 1, ... , xn) with integer coefficients such that the 
function 

{ 
= 1, 

g( t) 

is not defined, 

if the equation p ( f, X 1, ••• , Xn) = 0 is SOlVable 
with x 1, ••• , Xn E zq; 
otherwise, 

is not computable. This function is semi-computable by the same argument 
as in the case of the function connected with Fermat's equation. 

1.5. Critical discussion of the above proofs. Before proceeding further, we 
consider from a more critical point of view, for example, the argument in 
1.4(b). The first weak point that catches our attention is that we did not 
say precisely what a program is. But this is not essential; for any fixed 
definition we choose, a program must in any case be a text in a finite 
alphabet if it at all corresponds to our intuitive notions, and there are 
countably many such texts. A much stronger objection to the argument 
goes roughly as follows: what justification do we have for working with 
just one definition of what a program is? Could there perhaps exist an 
increasing hierarchy of precisely describable "methods of computation," so 
that, for every function from z+ to z+ we could choose a corresponding 
program which could compute this function? 

A fundamental discovery in the theory of computability was that this 
last question has a negative answer. We now have a unique and final 
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formal notion which corresponds to the intuitive idea of semi-computabil­
ity. It can be stated as follows: 

1.6. Church's Thesis (weakest form). It is possible to give explicitly: 

(a) a family of basic semi-computable functions; 
(b) a family of elementary operations which, starting from any semi-com­

putable junctions, allow new semi-computable functions to be con­
structed; 

with the property that arry semi-computable function can be obtained in a 

finite number of steps, where each step consists in applying one of the 
elementary operations to the functions constructed before and those in the 
family (a). 

1.7. Comment. Church's thesis will be given a precise formulation in the 
next section: the basic functions and the elementary operations will be 
given explicitly. The exact mathematical theory of computability begins at 

that point. But it seemed important to indicate first the general significance 
of the discovery that such families of functions and operations exist at all 

and can even be given explicitly, a result that is far from obvious. 
This is an experimental fact, one of the most important discovered by 

logic. In the next section we discuss evidence of its value and usefulness. 
Now we merely note that this fact is related to the finiteness of the basic 

logical and set theoretic principles of mathematics (implicit, for example, 
in L 1 Set), but is not identical to this finiteness. 

2 Partial recursive functions 

2.1. In this section we give the precise definition and the basic properties of 
a class of partial functions from (Z+)m to (Z+t which we take as an 

adequate formalization of the class of semi-computable functions. We give 

the definition in a way parallel to the statement of Church's thesis in 1.6. 

2.2. The basic functions 

sue: z+ -'>z+, suc(x) = x + 1; 

t<nl: (z+r -'>Z+, t<nl(x 1, ••• , xn) =I, n;;;. 0; 

prt : (z+r -'>z+, prt(xl, ... , Xn) =X;, n ;;;. 1. 

2.3. The elementary operations on partial functions 
(a) Composition (or substitution). This operation associates to every pair 

of partial functions j from (Z+)m to (z+y and g from (z+r to (z+y the 
function h = gof from (z+)m to cz+y which is defined as follows: 

D (go f)= j- 1 (D (g))= { x E (z+)mlx ED (f), j(x) ED (g)}; 

(gof)(x) = g(f(x)). 
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(b) Juxtaposition. This operation associates to partial functions .h from 
(Z+)m to cz+r·, i = I, ... , k, the function Ut• ... ,fd from (Z+)m to 
(Z+t, X · · · X (z+p which is defined as follows: 

D ( Ut, ... , fk ) ) = D Ut ) n · · · n D (fk ) ; 

Ut, ... ,fk)(xl, ...• xm) = <ft Cxt, ... , xm), ... ,fk(xt, ... , xm)>. 

(c) Recursion. This operation associates to a pair of partial functions f 
from cz+t to z+ and g from cz+r+Z to z+ the partial function h from 
(z+r+ 1 to z+ which is defined by recursion on the last argument: 

( 
h(x 1, ••• , xn, 1) = f(x 1, ••• , .xn) (initial condition); 

h(x 1, ••• , Xn, k +I)= g(x 1, ••• , Xn, k, h(x 1, • •• , .xn, k)), fork;;;. 1 

(recursive step). 

The domain of definition D (h) is also defined by recursion: 

(x 1, ••• , .xn, 1) ED (h)<;=;>(.x 1, ••• , xn) ED (f), 

(x1, ••• , xn, k +I) ED (h)<;=;>(.x 1, ••• , .xn, k) ED (h) and 

(x 1, ••• , .xn, k, h(x1, ••• , .xn, k)) ED (g) fork> I. 

(d) The p,-operator. This operation associates to a partial function f from 
cz+r+ l to z+ the partial function h from cz+r to z+ which is defined as 
follows: 

D(h) = { (.xl, ... '.xn)l3xn+l;;;. l,f(xl, ... '.xn, Xn+l) =I and 

(x 1, ••• , xn, k) ED (f) for all k < .xn+ t}; 

h(xl, ... , xn) = rnin{.xn+tlf(.xl, ... , Xn, xn+l) =I}. 

The general role of p, is to introduce "implicitly defined" functions, as is 
often done in many areas of mathematics. Three remarks about the 
definition of p, should be made at this point. First, we obviously chose the 
minimaly withf(x 1, ••• , xn,y) = 1 in order to ensure that the function h 
is single-valued. The second observation is that, at first glance, it might 
seem that the domain of definition of h is artificially narrow. If, for 
example, we havef(.x 1, ••• , .xn, 2) =I andf(.x 1, ••• , .xn, 1) is not defined, 
then we have taken h(.x 1, ••• , xn) to be undefined, rather than equal to 2. 
This is done because we want to preserve intuitive semicomputability in 
going from f to h, as will be discussed in somewhat greater detail below 
(see 2.7(a)). 

Finally, we note that all the operations before p,, if applied to every­
where defined functions, give an everywhere defined function. This is 
obviously not the case for p,. Thus, p, is the only one of the operations 
which causes partial functions to arise unavoidably. 
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2.4. Definition. 
(a) A sequence of partial functions f 1, ••• ,JN is called a partial 

recursive (respectively primitive recursive) description of the function 
fN = fif 

f 1 belongs to the family of basic functions; 

J;, i > 2, either belongs to the family of basic functions, or else is 
obtained by applying one of the elementary operations 
(respectively one of the elementary operations other 
than p.) to certain of the functionsf1, ••• ,J;_ 1• 

(b) A function f is called partial recursive (respectively primitive 
recursive) if it admits a partial recursive (respectively primitive recur­
sive) description. 

(The analogy with the definition of a deduction in a formal language 
immediately catches our attention, and can sometimes be of use.) 

2.5. Church's lbesis (usual form) 
(a) A function f is semi-computable if and only if it is partial recursive. 
(b) A function f is computable if and only if both f and Xv(f) are partial 

recursive. 

Remark on terminology. Everywhere defined partial recursive functions 
are also called general recursive functions. If the domain of definition is 
either clear or not essential in a given context, we simply use the term 
"recursive." (Note that every primitive recursive function is general recur­
sive.) 

2.6. Use of Church's thesis. Before discussing in detail the arguments 
supporting Church's thesis, we indicate how it is used in practice in 
mathematics. Two basic applications are especially evident in the litera­
ture. 

(a) Church's thesis used for a definition of algorithmic undecidability. 
Suppose we have a countable sequence of mathematical "problems" 
P 1, Pl> .... Further, suppose that each problem has a "yes" or "no" 
answer, and that the conditions in Pn are written out "effectively" as a 
function of n. Such a sequence P = (Pn) is called a "mass problem." We 
associate to such a problem a function f from z+ to z+: 

D (f) = { i E z+ J P; has "yes" for an answer}; 

f(i) = 1, ifi ED (f). 

A mass problem P is called algorithmically decidable if the functions f and 
Xv(f) are partial recursive. Otherwise P is called algorithmically undecid­
able. We also distinguish the case when only XD(f) is not partial recursive 
from the case when even f is not partial recursive. The second type of 
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undecidability is worse than the first; we saw examples of this in §I. 
Finally, a whole hierarchy of "degrees of undecidability" can be rigorously 
defined and investigated. 

A well-known example of a mass problem is the problem of word 
identities in groups. Let G be a finitely defined group, and let a 1, ••• , a, E 
G be elements. A "reduced word" in a 1, ••• , a, is an expression of the 
form a;~'· · · a;:', where k > I, £1 = ±I, and £1 = fJ+I whenever~=~+ 1• We 
number all the reduced words and ask the question Pn: "Does the nth 
word represent the unit element of the group G?" The "mass problem" 
(Pn) turns out to be algorithmically decidable for certain groups G and 
elements a 1, ••• , an and algorithmically undecidable for others (Novikov, 
Boone, Higman). The function fin this case is always partial recursive, but 
XD(fl is not always (see Chapter VIII). 

For another example of an undecidable problem, this one connected 
with Diophantine equations, see Chapter VI. 

(b) Church's thesis as a heuristic principle. The intuitive notion of 
"semi-computability" at first seems broader than the notion of "partial 
recursiveness," and many problems concerning partial recursive functions 
become much easier if we replace the conditions in the problems by 
informal ideas and allow such ideas to be used to solve the problems. For 
example, the formula e = lim (I + ( 1/ n)) and the Euclidean algorithm 
make it intuitively clear that the functions f, g : z+ ~z+ given by 

f(n) =the nth digit in the decimal expansion of e, 

g(n) =the nth prime number 

are computable, but the verification that they are recursive requires rather 
painstaking constructions. 

Church's thesis allows us to solve such problems in two stages: (1) 
finding an informal solution using any intuitive algorithms we need; and 
(2) formalizing the solution. The second stage presupposes a certain 
proficiency in finding a partial recursive description for a wide variety of 
semi-computable functions, and Church's thesis assures us that such a 
description exists. 

As proofs of recursiveness become more and more numerous in the 
literature, it becomes increasingly common to go through only the first 
stage of the solution; a striking example of this is Hartley Rogers' book, 
Theory of Recursive Functions and Effective Computability (McGraw-Hill, 
New York, 1967). We shall also take such liberties toward the end of this 
book. All the same, there is a certain danger in this practice. It is possible 
that the habit of increasingly using informal arguments delayed the dis­
covery of such a fundamental fact as the result that recursively enumerable 
sets and Diophantine sets coincide. 
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2.7. Arguments in support of Church's thesis 
(a) First of all, the basic functions clearly must be computable, no 

matter how we precisely define the notion of computability. Furthermore, 
when the elementary operations are applied to semi-computable functions, 
they again give a semi-computable function. A program to semi-compute 
the latter function can easily be put together from the programs which 
semi-compute the original functions. We shall only consider the case of the 
p.-operator in detail, leaving the simple construction of the other three 
programs to the reader. 

In the notation of 2.3(d), let f be a semi-computable function from 
cz+r+ I to z+. In order to compute h(xl, ... ' xn), we go through the 
vectors <x1, xl> ... , xn, I), (x1, ••• , xn, 2), ... in the order of increasing 
last coordinate, and compute the values of j at these vectors. If 
(x1, ••• , xn) E D(h), where h is obtained from f by applying the p.­
operator, then the program for f successively computes 

j(x1, ••• , Xn, 1), ... ,j(x1, ••• , xn,Y- 1), 

and finally f(x 1, ••• , xn,y) =I. The least suchy, if it exists, must be given 
as output; it will be the value of hat the point (x1, ••• , xn>· On the other 
hand, if it turns out that one of the values f(x 1, ••• , xno k) (before we 
reach!= I) is not defined, then either the program which semi-computes! 
will work infinitely long, or else it will give an answer not in z+, which 
must then be given as output. But then, by definition, h is not defined at 
the point (x1, ••• , xn), and the behavior of the program for h still agrees 
with the definition of h being semi-computable. 

From all this we conclude that partial recursive functions are semi-com­
putable. However, the stronger part of Church's thesis is the converse: 
semi-computable functions are partial recursive. (The definition of computa­
bility in terms of semi-computability is simply taken from § l without any 
changes.) As has been said, this result is an experimental fact. The 
experimental evidence for it is divided into several classes, which we 
consider in (b)-(d) below. 

(b) In the literature we find a huge collection of recursive descriptions of 
various computable and semi-computable functions. See, for example, 
Rozsa Peter, Recursive Functions (Academic Press, New York, 1967). We 
shall give part of this list in the next section. We also find certain 
techniques for composing recursive descriptions which are applicable to 
entire classes of (semi-) computable functions. Every time an author has 
tried to find a partial recursive description of a (semi-) computable 
function, he has met with success. 

(c) Turing proposed a mathematical characterization of an abstract 
computer, and gave strong arguments to the effect that this computer is 
universal, i.e., it can (semi-) compute any (semi-) computable function. His 
arguments came from a detailed analysis of the characteristic features of 
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determinate computational processes. (We again recall that we have not at 
all concerned ourselves with formalizing computational processes, but only 
with the results of such processes.) It turned out that the class of functions 
which are semi-computable by Turing machines exactly coincides with the 
class of partial recursive functions. 

(d) Church, Post, Markov, Kolmogorov, Uspenski1, and others have 
proposed other determined schemes for processing information of a gen­
eral (not necessarily number theoretic) character. In all cases it has turned 
out that if the sets of input and output are numbered in a suitable 
"effective" way, these methods lead to a class of maps from z+ to z+ 
which coincides with some subclass of the partial recursive functions. 

For further discussion of Church's thesis, we refer the reader to the 
literature; see, in particular, S. Kleene, Introduction to Metamathematics 
(Van Nostrand, New York-Toronto, 1952). 

3 Basic examples of recursiveness 

3.1. In this section we give a short list of recursive functions and a selection 
of basic techniques for proving recursiveness. Both these lists will subse­
quently be enlarged when needed (in particular, see Chapter VII). 

3.2. (a) sum2 : (Z+)2 -->Z+, (x 1, x2)~ x 1 + x 2• 

Use recursion on xb starting from the initial condition 

x 1 + 1 = sumlx 1, 1) = suc(x 1) 

and applying the recursive step 

x 1 + k + 1 = sum2(x 1, k + 1) = suc(sum2(x 1, k)). 

(b) sumn: (z+y_,.z+, (x1, ••• , xn)~ L7= 1 xi, n;;. 3. 

Suppose that we already know that sumn-l is recursive. We can obtain 
sumn by juxtaposition and composition as follows: 

sumn = sum2o(sumn_ 1o(prt, ... , prnn_ 1), prnn). 

Another version is to use recursion on xn, starting from the initial condi­
tion sucosumn-l and applying the recursive step 

n-1 

L xi+ k + I= suc(sumn(x 1, ••• , xn_ 1, k)). 
i=l 

This choice of recursive descriptions, even of "natural" ones, will become 
even more numerous as the functions become more complicated. 

3.3. (a) prod2 : (Z+)2 -->Z+, (x 1, x2)~ x 1x 2 • 

Use recursion on x2, starting from the initial condition x 1 and applying the 
recursive step 
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(b) prodn : (z+y ~z+, (XI, ... , Xn) ~ XI ... Xn, n > 3. 

prodn =prod2 o(prodn_ 1o(prt, ... , prnn_ 1), pr:). 

3.4. (a) z+~z+, X~ x..:...l ={ ~,-1, 
Use recursion with the functions 

f: (z+)0 ~z+, · ~ I; 

if X> 2; 
if X= 1. 

g = PG : (z+)2 ~z+, (x 1, x2) ~ x 1• 

(b) cz+f~z+: 

. {x1 -x2, ifx1 >x2; 
(xi, x2)~ xi- Xz = 1, if X 1 <( x 2• 

This "truncated difference" is obtained by applying recurswn to the 
functions 

f(x 1) = X 1 ..:... 1; 

g(x 1, x2, x 3 ) = x 3 ..:... 1. 

3.5. F: (z+r~z+, where F is any polynomial in XI, ... ' xn with integer 
coefficients which only takes values in z+. 

If all the coefficients in F are nonnegative, then F is a sum of products 
of the functions prt : (x1, ••• , xn) ~ X;. Otherwise, we write F = F+ -
F-, where F + and F- have nonnegative coefficients, and at all points of 
cz+r the nontruncated difference coincides with the truncated difference 
F + ..:... F- because of the assumption concerning F. 

We shall often use the recursiveness of the function (x1 - x 2) 2 + I, or 
h = (f- gf + I, where f and g are recursive. This technique allows us to 
identify the set on whichf= g with the "level set of hat 1," i.e., the set on 
which h = 1. 

3.6. "Step functions": for each a, b, Xo E z+, the function defined by 

{
a for x < x 0, 

s_:~h(x)= b', 
for x > x0. 

If x 0 = 1, we obtain this function by recursion with initial value a and all 
the succeeding values b. In the general case we set 

s.:·h(x)=sr·b(x+ l..:...xo)· 
0 

3.7. rem(x, y) =the remainder in [1, x] (since we cannot use zero!) when y 
is divided by x. 

We have: 
rem(x, I)= I, 

rem(x,y +I)= { 
I, 

sucorem(x,y), 

if rem(x,y) = x; 

if rem(x, y) =I= x. 
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We now apply a somewhat artificial technique. We consider the step 
functions= s~· 1, i.e., s(l) = 2 and s(x) =I if x;;;. 2, and we set 

<P(x,y) = s((rem(x,y)- x) 2 + 1). 
Obviously, 

rem(x,y) =I= x.;=;.<P(x,y) =I, 

rem(x,y) = x.;=;.<P(x,y) = 2, 

so that 

rem(x, y + I)= 2 suc(rem(x, y)) -=-- <P(x, y) suc(rem(x, y )). 

This gives a recursive definition of rem. 
We next describe this technique in a more general form. 

3.8. Suppose h is defined by "recursion with conditions," i.e., 

h(x1, ••• , xn, I)= j(x 1, ••• , xn); h(x1, ••• , Xn, k + 1) 

= glx,, ... 'xn, k, h(x,, ... 'xn, k)), 

if the condition C;(x 1, ••• , x", k, h) holds, i =I, ... , m, where the ex­
haustive and mutually exclusive conditions C; are given in the form 

with <P; an everywhere defined recursive function which only takes the 
values I and 2. Then we can write the recursive step as follows: 

m 

h(x 1, ••• , x", k +I)= 2 L g;(x 1, ••• , x", k, h(x1, ••• , xnk)) 
i=l 

m 

_:__ L (g;<P;)(x 1, ••• , xn, k, h(x 1, ••• , Xn, k)). 
i=l 

This device allows us to show that the following functions, which will be 
needed later, are primitive recursive: 

3.9. ( ) { the integral part of y I x, 
qtx,y = I, 

ifylx>I; 
if y I X< I. 

We have: 
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qt(x, I)= I; 

rqt(x,y), 

qt(x,y +I)= lqt(x,y) + 1, 
I, 

if rem(x,y +I) =I= x; 

if rem(x, y +I)= x andy+ I =I= x; 

ify +I= X. 
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We reduce the conditions to the standard form 3.8 using the functions 

s((rem(x,y + 1)- x)2 + 1), 

s((rem(x,y + 1)- x) 2 + l)·s((x- y- I?+ 1), 

s({x-y-1)2 +I), 

where s = s/· 2 and s= sr· 1• 

3.10. rad(x) =the integral part of Yx. 
We have: 

rad(l) = 1, 

rad(x +I)= lrad(x), 
rad(x) + 1, 

if qt(rad(x) + 1, x + 1) < rad(x) + 1; 

if qt(rad(x) + 1, x + 1) = rad(x) + 1. 

The reduction of these conditions to the standard form 3.8 will be left to 
the reader. 

3. 11. (a) min(x, y ): 

min(x, 1) = 1, 

. { min(x,y), 
mm(x,y +I)= 

min(x,y) + 1, 

(b) max( x, y): analogous. 

3.12. If f(x 1, ••• , xn) is recursive, then 

if X.;;;; y; 

if X> y. 

Sf= ~ f(x 1, ••• , xn~l• k) and Pf= IT f(x 1, ••• , Xn~l• k) 
k~l k~l 

are recursive. 
In fact, 

Sf(x 1, ••• , xn~ 1, Xn + 1) = Sf(x 1, ••• , xn) + f(x 1, ••• , Xn + 1), 

Pf(x 1, ••• , xn~ 1, xn + 1) = Pf(x 1, ••• , xn)·f(x 1, ••• , xn + 1). 

3.I3. If f(x 1, ••• , xn) is recursive, then so are the functions obtained from f 
by: 

(a) any permutation of the arguments; 
(b) adding any number of "dummy" arguments; 
(c) identifying the elements of any subset of the arguments 

(J(x, x) instead of f(x, y ), and so on). 

In fact, all of these functions can be obtained from f and the various 
prt using composition and juxtaposition. 
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3.14. A map f: (Z+)m ~(z+r is recursive if and only if all of its components 
prtof are recursive. 

This is obvious. 
In conclusion, we note that all the specific functions described above 

are primitive recursive, and that all the above general operations, when 
applied to primitive recursive functions, yield primitive recursive functions. 
Starting in the next section, we shall make essential use of the p.-operator, 
which was defined in 2.3( d). 

4 Enumerable and decidable sets 

4.1. Definition. A set E c (Z+t is called recursively enumerable if there 
exists a partial recursive function f such that E = D (f) (the domain of 
definition of f). 

The discussion in§ 1 and §2 showed that recursive enumerability has the 
following intuitive meaning: there exists a program which identifies the 
elements x in E but which might not identify the elements not in E. Later, 
in 4.12 and 4.18, we shall give another intuitive description of recursively 
enumerable sets which is more closely related to the etymology of the 
name: these are sets all of whose elements can be obtained using a suitable 
"generating" program (perhaps with repetitions and with no indication of the 
order in which the elements occur). 

The concept of a recursively enumerable set occupies a central place in 
the theory of computability, alongside the concept of a partial recursive 
function. It will later be clear, in particular from Proposition 4.15, that 
either of these concepts can be reduced to the other one. However, only by 
using both ideas together do we obtain the flexibility necessary for efficient 
proofs. 

We begin with the following simple fact. 
Recall that the level set at m (or simply them-level) of a function f from 

(z+ t to z+ is the set E c D (f) such that 

x E E=f(x) = m. 

4.2. Proposition. The following three classes of sets coincide: 

(a) Recursively enumerable sets. 
(b) Level sets of partial recursive functions. 
(c) Level sets at I of partial recursive junctions. 

(a) c (c). Suppose that E is recursively enumerable, so that E = D (f), 
where j is partial recursive. Then E = the 1-level of the function 
I(lloj. 

(b)= (c). The m-level of j coincides with the !-level of (j- m)2 + I. The 
function (j- mf + l is partial recursive whenever f is, by Proposi­
tion 3.5. 
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(c) c (a). Suppose that E is the 1-1evel of a partial recursive function 
f(x 1, ... , xn). Set 

g(xl, ... , xn) = min{yi(J(x 1, •.• , xn) -1)2 + y = 1 }. 

Obviously, g is partial recursive and E = D (g). D 

The following much more difficult assertion, along with its corollaries, 
constitutes the central result of this section. 

4.3. Theorem. The following two classes of sets coincide: 

(a) Recursively enumerable sets. 
(b) Projections of level sets of primitive recursive functions with values in 

z+. 

4.4. FIRST PART OF THE PROOF. We first recall that, if we are given a set 
E c (z+y+m, then its projection ("onto the space of the first n coordi­
nates") is the set F c (z+y which is defined as follows: 

<xi' ... , xn) E: F 

~3<yt, · · · ,ym) E: (z+)m, <xt, · · ·, xn,Yt• · · · ,ym) E: E. 

(From this point on, we shall not adhere to the practice in Part I of using 
different notation for "variable coordinates" and for particular values of 
the coordinates.) We similarly define the projection "onto the coordinates 
with indices (i1, ••• , in) c (l, ... , n + m)." The number m is called the 
codimension of the projection. The canonical map E- F (as well as its 
image) is also customarily called a projection, but this is not likely to cause 
any confusion. 

For the time being we shall call projections of level sets of primitive 
recursive functions primitive enumerable sets. The first part of the proof 
consists in showing that primitive enumerable sets are recursively enumer­
able; the second part consists in verifying the converse implication. 

Thus, letf(xl, ... , xn, xn+l• ... 'xn+m) be a primitive recursive func­
tion, and let E be the projection of its 1-level onto the first n coordinates. 
(We need only consider 1-levels because of the consideration used once 
before: the k-level off coincides with the 1-level off'= (f- kf + 1.) We 
explicitly construct a partial recursive function g such that E = D (g). 

We distinguish three cases, depending on the codimension of the projec­
tion: m = 0, m = 1, and m;. 2. 

Case (a): m = 0. Then E =the !-level of f~E is recursively enumer­
able, by Proposition 4.2 (where g is constructed explicitly). 

Case (b): m = I. Let 

g(xl, · · ·' xn) = min{xn+tlf(xl, · · · 'Xn, Xn+l) = 1}. 
Obviously, g is partial recursive, and D (g)= E. (Notice that we have used 
here the fact that D (f)= (Z+)"+ 1.) 
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Case (c): m > 2. We reduce this case to the previous one using the 
following lemma, which is also important in many other situations and is 
of interest in its own right (as a statement that there is no notion of 
dimension in "recursive geometry"). 

4.5. Lemma. For each m > 1 there exists a one-to-one mapping t<mJ : z+ ~ 
(Z+)m such that 

(a) The function t/m) = pr;mo t<m) is primitive recursive for all I .;;;; i .;;;; m. 
(b) The inverse function T(m) : (Z+)m ~z+ is primitive recursive. 

4.6. How the lemma is used. Suppose that the lemma is true. We apply it to 
the situation in case (c) in 4.4 as follows. Form> 2 we set 

g(x 1, ••• , Xn,y) = f(x 1, ••• , Xn, tjml(y), ... , t~ml(y)). 

Obviously, g is primitive recursive iff is. It is easy to see that E coincides 
with the projection of the 1-level of g onto the first n coordinates. Since 
this is a projection of codimension I, we have reduced this case to the 
previous one. 

4.7. PROOF OF THE LEMMA. The case m = I is trivial. We use induction on 
m, starting with m = 2. 

Construction of t<2>. We first construct T<2>: (Z+)2 ~z+ explicitly by 
setting 

T<2>(x 1, x 2 ) = t((x 1 + x 2 ) 2 - x 1 - 3x2 + 2). 
It is easy to see that, if we list the pairs (x 1, x2) E (z+f in "Cantor order," 
i.e., according to increasing x 1 + x 2 and, among those with given x 1 + x 2, 

according to increasing x 1, then T<2>( x 1, x 2) will be precisely the index of 
the pair (x 1, x2 ) in this list. Thus, T<2> is a one-to-one correspondence and, 
moreover, is primitive recursive (where we use Proposition 3.5 and then the 
recursiveness of qt in 3.9 to take care of the ~ ). 

The calculation of the pair (x 1, x2) as a function of its index y is an 
elementary problem, and results in the following formulas for the inverse 
function t(2): 

tj2>(y) = y- ~ [ V2y- ~ - ~] ( [ V2y- ~ - k] + I) 
rf>(y) = [ V2y- ~ - ~ J - tj2>(y) + 2. 

Here [z] denotes the integral part of z. The verification that these functions 
are primitive recursive using the results (and techniques) of §3 is left to the 
reader as an exercise. 

Construction of t<m>, m > 3. Suppose that t<m-l) and T(m-IJ have already 
been constructed with the required properties. We first set 

(m)( ) _ (2)( (m-1)( ) ) T X 1, ... , Xm - T T X I, ..• , Xm _ 1 , Xm . 
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It is clear that 'T(mJ is one-to-one and pnrmtlve recursive. Solving the 
t. (2)( (m -I)( ) ) - · t t bt . th equa Ion 7" 7" x 1, ••• , xm-l , xm - y m wo s eps, we o am e 

following formulas for the inverse function t<mJ: 

~~ml(y) = t?l(y), 

timl(y) = tfm-ll(f12l(y)), 1,;;;; i,;;;; m- 1. 

The t/m) are primitive recursive by the induction assumption. This com­
pletes the proof of the lemma, and by the same token the first part of the 
proof of Theorem 4.3. 0 

SECOND PART OF THE PROOF. We must now show that every recursively 
enumerable set is primitive enumerable. We begin with the following 
property of the class of primitive enumerable sets. 

4.8. Lemma. The class of primitive enumerable sets is closed with respect to 
the following operations: finite direct product, finite intersection, finite 

union, and projection. 

PROOF. Let £, E' C (z+y and £ 1 C (Z+)m be three primitive enumerable 
sets which are projections of the 1-levels of the primitive recursive func­
tions f, j', and f 1, respectively: 

x = (x1, ••• , xn) E E ~3y= (y 1, •.• ,y,), f(x,y) = 1, 

X= (x1, ••• , xn) E £ 1~3z= (z 1, ••• , zq), 

u = (u 1, ••• , um) E £1~3v= (v 1, ••• , V5 ), 

We then have: 

f'(x, z) = 1, 

f 1(u, v) = 1. 

E X £ 1 =a projection of the 1-level of the function 
g(x, u; y, v) = f(x, y) ·f1(u, v); 

E u E' =a projection of the 1-level of the function 
g(x; y, z) = (f(x, y)- 1)(f'(x, z)- 1) + 1; 

En E' =a projection of the 1-level of the function 
g(x; y, z) = f(x,y) f(x, z). 

Closure with respect to the projection operation is clear from the defini­
tion. Lemma 4.8 is proved. 0 

Now let E be a recursively enumerable set. We realize E as the 1-level 
of a partial recursive function f from (z+y to z+ using Proposition 4.2, 
and we note that, to prove that E is primitive enumerable, it suffices to 
show that the graph f 1 C (z+y X z+ off is primitive enumerable. In fact, 
it is clear that E = the !-level of f = the projection of the set 
r1 n [(z+y x {1} J onto the first n coordinates. Here the set {1} cz+ is 
primitive enumerable (for example, by 3.6) so that, if we prove that r1 is 
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primitive enumerable, it will follow from Lemma 4.8 that the same is true 
for E. Thus, our problem is finally reduced to the following form: we must 
prove that the graph of a partial recursive junction f is primitive enumerable. 
To do this we verify that first, the graphs of the simplest functions are 
primitive enumerable; and second, if we apply any of the elementary 
operations to functions having primitive enumerable graphs, then the 
resulting function also has a primitive enumerable graph. 

Graphs of the basic junctions 

rsuc c (z+f =the !-level of (xl + 1- x2)2 + 1, 

ft<•• C (Z+)"+ l =the 1-level Of Xn+ I• 

rpr;" c (z+r+ l =the 1-level of (x;- xn+ 1)2 + 1. 

Stability under juxtaposition. Let] and g be partial functions from (Z+)m 
to (z+y and (Z+)q, respectively. Suppose that r1 and f 8 are primitive 
enumerable. Then r(f,g) c (Z+)m x (z+y x (Z+)q coincides with the inter­
section 

(r1 x (Z+)q) n perm(f8 x (z+y), 

where perm : (Z+)m X (Z+)q X (z+y ~<z+)m X (z+y X (Z+)q is the oper­
ation of permuting the last two factors: 

<x<ml, y<ql, z(pl) ~ <x<m>, z(pl, y<ql). 

It is clear from Lemma 4.8 that fu. gJ is primitive enumerable. 
Stability under composition. Let g be a partial function from (Z+t to 

(Z+)m, let f be a partial function from (Z+)m to (Z+)1, and let h =Jog. 
Then rh =the projection of the set (r8 x (z+y) n ((z+)" x r1) onto 
(z+t x (z+y_ As before, if r1 and f 8 are primitive enumerable, then so is 
f h by Lemma 4.8. 

The stability relative to recursion and the I-t-operator is much subtler. 
We shall need the following elegant and useful lemma. 

4.9. Lemma. There exists a primitive recursive function Gd(k, t) (Godel's 
junction) with the following property: for any NEz+ and any finite 
sequence al, ... , aN E z+ of length N, there exists t E z+ such that 
Gd(k, t) = ak for alii < k < N. (In other words, the function Gd allows 
us to consider integers as encoding arbitrarily long sequences of in­
tegers: Gd(k, t) is the kth member of the sequence encoded by t, and 
the existence assertion assures that each sequence has an encoding.) 

PRooF. We first set 

gd(u, k, t) =rem( I+ kt, u) 

and show that gd has the same property as Gd if we are allowed to choose 
<u, t) E (Z+)2. Once we show this, we can set Gd(k, y) = 
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gd(f\2l(y), k, tf2l(y)), where t(2): z+ ~cz+f is the isomorphism in 
Lemma 4.5. (It is not really essential to remove the extra parameter in 
gd(u, k, t), but working with Gd(k, t) will make some of the formulas 
shorter.) 

Thus, suppose we are given a!, ... ' aN E z+. We first choose X E z+ 
so as to satisfy X;;. Nand 1 + kX! > ak for all 1 < k < N. We then set 
t =X!. It is easy to see that, if k 1 =I' k2 and k 1, k2 < N, then 1 + k 1X! and 
1 + k2X! are relatively prime, since any common divisor would have to 
divide (k1 - k2)X!, i.e., would have to consist of primes <X, but no such 
prime divides 1 + k 1X!. 

By the Chinese remainder theorem, there exists a solution u E z+ of the 
system of equations 

u = ak mod(l + kX! ), 

It is then obvious that 

1 < k < N. 

gd(u, k, t) = rem(l + kt, u) = ak, 1 < k < N. 

We now continue with the proof of Theorem 4.3. 

0 

4.10. Stability relative to the JL-operator. Let f be a partial function from 
(Z+)n+I to z+, and let 

g(x1, ••• , xn) = min{ylf(x 1, ••• , xn,y) = 1 }. 

Recall that the domain of definition of g consists of those <x1, ••• , xn) for 
which such a y exists and <x 1, ••• , xm k) ED (f) for all k less than the 
least suchy. We want to prove that, if r1 is primitive enumerable, then so 
is rg. 

Suppose that r1 is the projection onto the first n + I coordinates of the 
1-level of a primitive recursive function F: 

<P = f(xl, · · · , Xn+ 1) 

~3<yi, · · · ,ym), F(xl, · · ·, xn+l• cp,yi, · · · ,ym) = 1 

(where <P has been used to denote the argument of F which becomes the 
value of f). As in 4.4, it suffices to consider the case m = 1, since, if m ;;. 2, 
then we can use Lemma 4.5 to replace the vector <y1, ••• , Ym) by a single 
y, and if m = 0, then we can introduce a "dummy argument" yon which F 
does not actually depend. 

Thus, let m = 1. We introduce a function G of the arguments 
x 1, ••• , xn, y,y, t, t 1 by setting s(l) = 2, s(x) = 1 for x;;. 2, and 

k;;. 1, 
y-1 

G = F(x1, •.• , xn, y, 1,y) IT s(Gd(k, t))· Fk. 
k=l 

Here m =I = 1 by definition. It is easy to see that G is primitive recursive, 
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since it is obtained by recursion on y from two other functions which are 
obviously primitive recursive. We shall show that rg is the projection of the 
1-level of G onto the coordinates (x1, ••• , xn, y). 

The inclusion pr(G =I) c rg. Let <xi, ... ' Xn, y,y, t, tl) be a point in 
the 1-level of G. We must verify that (x1, ••• , xn) ED (g) and that 
y = g(x1, ••• , xn)· In other words, we must show that 

j(xl, . .. 'xn, y) = 1; 

f(x 1, ••• , xn> k) is defined and > 1 for all k"" y- 1. 

Since G = I at the given point, it follows that all the factors in G equal 1 
there. In particular, F(x 1, ••• , xn, y, 1, y) = 1, which implies that 
f(xl, ... 'Xn, y) = 1, because rf is the projection of the 1-level of F. If 
y = 1, there is nothing more to be proved. 

Suppose y > 1. Since the kth factor in the product rrr;, 11 equals 1, we 
obtain: 

s(Gd(k, t)) = 1 ~Gd(k, t) > 2, 

Fk = 1 ~Gd(k, t) = j(x1, ... , Xn, k) > 2, 

as required. 
The inclusion fg c pr(G = 1). Let (x1, ••. , xn, y) E fg. We must choose 

values for the remaining coordinates y, t, and t 1 in such a way as to make 
all the factors in G equal to 1. 

First of all, (x1, ••• , xn, y, 1) E f 1 by the definition of g. We find the 
necessary value of y by lifting this point from r1 to the 1-level of F. If 
y = 1, we may choose arbitrary values oft and t 1• 

Suppose y > 1. We then find t from the system of equations 

Gd(k, t) = j(x 1, • •• , xn, k), for al11 < k"" y- 1. 

(Here the right side exists by the definition of D(g).) 
Finally, for each k "" y- 1 we lift the point 

(x1, ••• , xn, k, Gd(k, t)) E f 1 

to a point on F = I having additional coordinate y<kl, and then we find t 1 

from the system of equations 

1"'k<y-l. 

This makes all the factors in rrr:. II equal to 1. In fact, s(Gd(k, t)) = 1, since 
Gd(k, t) = f(xp ... , xn, k) > 2 for k < y - I, and, finally, Fk = 
F(x 1, • •• , xn, k, Gd(k, t), Gd(k, t 1)) = I by the definition oft and t 1• 0 

4.11. Stability relative to recursion. We now carry out the last step in the 
proof of Theorem 4.3. 

Let f and g be partial functions of n and n + 2 variables, respectively, 
and let h be the function of n + I variables which is obtained from f and g 
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using recursion: 

h(x1, ••• , xn, 1) = j(x 1, ••• , xn), 

h(x1, ••• , Xn, k + 1) = g(x 1, ••• , Xn, k, h(x1, ••• , Xn, k)). 

We must show that, if r1 and r 8 are primitive enumerable, then so is rh. 
Let F and G be primitive recursive functions whose !-levels project onto 

rf and rg, respectively: 

cp = j(x1, ••• , xn)~3y, F(x1, ... , xn, cp,y) = 1, 

y = g(x1, ... , xn+ 2)~3z, G(x1, ... , xn+ 2, y, z) = 1, 

where, as in 4.10, it suffices to consider the case when the projection 
codimension is 1. 

We shall explicitly construct a function H whose 1-level projects onto 
rh. H will be a function of the arguments x 1, ... , xn+ 1, 11,y, t, t1 (where 11 
is the argument which becomes the value of h). We set: 

s(l) =I, s(x) = 2, for X> 2; 

Gk = G(x1, ... , xn, k- I, Gd(k- 1, t), Gd(k, t), Gd(k, t 1)); 
Xn+ I 

H = F(x1, ... 'xn, Gd(I, t), y). s [ ( 11- Gd(xn+ 1• t))2 + 1] II Gk. 
k=2 

(We take l1"k·;:;2=l if xn+ 1=1.) As in 4.10, we easily verify that His 
primitive recursive. 

The inclusion pr(H= 1) crh. Let <x1, ... , xn+l• 11,y, t, t 1) be a point 
on H = I. We must show that h(x1, ... , xn+ 1) = 11· Since the second factor 
in H equals I, we first obtain 11 = Gd(xn+ 1, t). If we also have xn+ 1 =I, 
then setting the first factor in H equal to I gives: 

11 = Gd(I, t) = f(x1, ... , xn) = h(x1, ... , Xm I). 

Now suppose xn+ 1 > I. In this case, using the equation Gk = 1 we find 
that for all 2 .;;; k .;;; xn+ 1 

Gd(k, t) = g(x1, ••• , xn, k- 1, Gd(k- I, t)), 

and using the equation F = 1 and the definition of h we find that 

Gd(l, t) = j(x1, ... , xn) = h(x1, ... , xn, 1). 

If we increase k from k = I to k = xn + 1 and use the recursive definition of 
h, we see by induction on k that Gd(k, t) = h(x1, ... , xn, k) and, in 
particular, 

11 = Gd(xn+ 1, t) = h(x1, ... , Xn, xn+ 1). 

The inclusion rh c pr(H = 1). We are given a point 

<x1, ... ' xn+l• h(x1, ... 'xn+1)) Erh. 
We let 11 = h(x1, ... , xn+a. We must also choose values of y, t, and t 1 so 
as to make H equal to I. 
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If xn+ 1 = 1, we choose t so that Gd(l, t) = h(x1, ••• , xn, 1) = 
f(xl, ... 'xn)• We then lift the point (xl, ... 'Xn, Gd(l, t)) E rf to a point 
on F= 1. This gives us the value of y; t 1 may be chosen arbitrarily. 

Now let xn+ I > 1. We first find t from the system of equations 

Gd(l, t) = f(x 1, ••• , xn) = h(x 1, ••• , xn, I); 

Gd(k, t) = h(x1, ••• , xn, k) = g(x1, ••• , Xn, k- l, Gd(k- 1)), 

X2.,.; k.,.; Xn+l· 

We then find y by lifting the point (xl, ... ' Xn, Gd(l, t)) E rf to the 
1-level of F. This makes the first two factors in H equal to 1. 

We next lift the points 

(xl, ... 'xn, k- 1, Gd(k- 1, t), Gd(k, t)) Erg, 2.,.; k.,.; Xn+ I 

to the 1-level of G by adding coordinates z<k), and then solve the following 
system of equations for t 1: 

Gd(k, t 1) = z(k), 2 < k < Xn+l· 

This makes the Gk factors in H equal to 1. 
The proof of Theorem 4.3 is complete. D 

4.12. Explanation of the term "recursively enumerable set." Theorem 4.3 
shows that, if E is recursively enumerable, then there exists a program 
which "generates" E (see 4.1 ). In fact, suppose E is the projection onto the 
first n coordinates of the 1-level of the primitive recursive function 
f(x 1, ••• , xn,y). The program that generates E must run through the 
vectors (x1, ••• , xn,y), say in Cantor order, compute fat each vector, and 
give (x1, ••• , xn> as output if and only if f equals 1 (compare with 
Corollary 4.18 below). Unlike programs of the type described in §1, which 
can become stuck forever on an element not in E, a generating program 
sooner or later gives us any given element of E, and nothing other than 
such elements. However, if E is empty, we might never find this out. 

We conclude this section by discussing the properties of the so-called 
decidable sets. Intuitively, E c (Z +)" is decidable if there exists a program 
which for every element of (Z+)" tells whether or not it belongs to E. 

4.13. Definition. A set E c (Z+)" is called decidable if both it and its 
complement are recursively enumerable. 

In §5 and in the next chapter we show that there exist sets which are 
recursively enumerable but not decidable. This result is closely connected 
with Godel's incompleteness theorem, which is the subject of Chapter VII. 

4.14. Theorem. The following three classes of sets coincide: 

(a) sets whose characteristic function is recursive; 
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(b) level sets of general recursive (i.e., everywhere defined partial recur­
sive) functions; 

(c) decidable sets. 

PRooF. The relations (a)= (b) and (b) c (c) are obvious from what has 
already been proved. It thus remains to show that (c) c (a). 

Let E c (Z+r be a decidable set, and let E' be its complement. By 
definition, E = D (f) and E' = D (j') for certain partial recursive functions 
f and j'. We may even assume that f = 1 and j' = 2 (where they are 
defined). We consider r1 U rf' c (Z+t X z+. This union is obviously the 
graph r 8 of the characteristic function g of the set E. It is clear from the 
proof of Lemma 4.8 that r 8 is recursively enumerable whenever r1 and rf' 
are. Hence, the partial recursiveness of g is implied by the following result, 
which is also of independent interest. 

4.15. Proposition. In order for a partial function g from (z+t to z+ to be 
partial recursive, it is necessary and sufficient that its graph r 8 be 
recursively enumerable. 

PRooF. Necessity has already been proved. 
We verify sufficiency. Since r 8 is recursively enumerable, there exists a 

primitive recursive function G(x1, ••• , xn, y, z) (see 4.10) such that r 8 = 
the projection of the 1-level of G onto (x1, ••• , xn, y). We set 

H(x1, ••• , Xn, u) = G(x1, ••• , Xn, tf2>(u), tf>(u)), 

where u ~ (tf>(u), tf>(u)) is the primitive recursive isomorphism z+ ~ 
(Z+i described in 4.5 and 4.7. H is obviously primitive recursive. Finally, 
we set 

h(x1, ••• , xn) =min{ uiH (x1,. 0. , xn, u) = 1}. 
This is a partial recursive function whose domain of definition coincides 
with D (g) and which easily allows us to compute g: 

g(x1, ••• , xn) = tf2>(h(x1, o o., xn)). 

Thus, g is partial recursive, and the proof of Proposition 4.15 and Theorem 
4.14 is complete. 0 

4.16. Corollary. Every partial recursive function g has a description in which 
the p.-operator is only applied once. 

4.17. Corollary. Every partial recursive function g which is everywhere 
defined has a description g 1, ••• , gN = g in which all the functions g; are 
everywhere defined. 

In fact, the description whose last part (starting with G) was constructed 
in 4.15 has this property. 
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V Recursive functions and Church's thesis 

4.18. Corollary. The class of nonempty recursively enumerable sets coincides 

with the class of sets of values of primitive recursive junctions. 

In fact, the set of values of a function f is a projection of the graph of f. 
Conversely, let E c (Z+t be a nonempty enumerable set that is the 
projection onto the (x1, ••• , xn)-space of the !-level of a primitive recur­
sive functionj(x 1, •.• , xn,y). Let <e1, ••• , en) be an arbitrary member of 
E. Then E coincides with the set of values of the primitive recursive 
function 

if not. D 

4.19. Corollary. 

(a) Finite sets and their complements in (z+t are decidable. 
(b) Every partial junction from (Z+)m to (z+t with a finite domain of 

definition is recursive and computable. 

In fact, the one-point set {a} c z+ is a level for a suitable sum of two 
step functions, and its complement is a level for another such sum. 
Decidability is preserved under finite union and intersection, so we have 
(a) for n = 1. Then the isomorphism T(n) allows us to infer this result for all 
n. 

This also implies (b), since the graphs of the mappings in (b) are finite, 
and therefore enumerable. 

5 Elements of recursive geometry 

5.1. Let E c (Z+)m be an enumerable set. We consider the structure on E 

given by the following data: 

(a) 0 = {E'IE' c E, E' is enumerable}. 
(b) For every E' E 0, R(E') = UID (f)= E', f: E' -z+ is recursive}. 

We let 0l =the set of pairs <E', R(E')), E' E 0. 
We shall show that the structure { 0, 01} has much in common with the 

structure "a topological space together with a sheaf." This allows us to find 
natural interpretations for certain well-known results about enumerable 
sets, and to ask new questions suggested by analogies with other geometri­
cal theories. 

We begin with some simple observations. 
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5.2. S is a lattice, i.e., it is closed with respect to finite unions and 
intersections. 

Since S is not closed with respect to arbitrary infinite unions, we 
cannot consider S as the system of open subsets of E in some topology. 
Nevertheless, in subsection 5.9 below we show that S is stable with respect 
to an important class of infinite unions. We shall say that S determines a 
quasitopology on E (which has properties similar to those of Grothendieck 
topologies, but does not satisfy all the axioms of the latter). 

5.3. Let E', E" E S and E' c E". Then the restriction of functions to E' 
gives a mapping R(E")~R(£'): f'r----"? fiE'· 

In fact, let cE' E R(£') and c£' = 1 onE'. Then fiE'= feE' is recursive 
whenever f and c£' are. 

5.4. Let E' = U Z= 1Ek, where E', EkES. Suppose that the fk E R(Ek) and 
are compatible on intersections: 

Vi,}..; n, .hiE,ns = /iiE,ns· 
Then there exists an (obviously unique) function f E R( E ') such that V k ..; 
n,fiE = fk. 
W~ need only verify that f E R(E'), since there obviously exists a 

function f: £' ~z+ which is "glued together" from the k But the graph 
off is the union of the finitely many enumerable graphs f_r, c E' X z+, and 
so is itself enumerable. We then use Proposition 4.15. 

The results 5.3 and 5.4 allow us to consider ~ as a sheaf on the 
quasitopology S. 

5.5. Let £ 1 and £ 2 be enumerable sets, and let f: £ 1 ~ £ 2 be a recursive 
function. Then f induces a morphism of the corresponding quasitopologies with 
sheaves in the following sense: 

(a) If E' c £ 2 is enumerable, then f- 1(£') C E 1 is enumerable. 
(b) For every E' C £2> composition with f determines a mapping 

f:,: R(E')~R(f- 1 (£')). 

The first part follows because c1-'(£') = cE.of is recursive whenever cE' 
and fare; the second part is obvious. 

One might get the impression that the pair (S, ~) completely char­
acterizes E independently of the imbedding E c (Z+)m. However, this is 
not the case. 

5.6. Proposition. Let E 1 and £ 2 be enumerable infinite sets. Then there exists 
a bijection f: £ 1 ~ £ 2 such that f and f- 1 are (partial) recursive. f 
induces an isomorphism (S 1, ~1 )~(S2 , ~ 2 ). 

PRooF. We establish the following more precise facts: 
(a) If E c z+ is infinite and decidable, then there exists a general 
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recursive bijection f : z+ ~ E for which j- 1 is (partial) recursive and is an 
increasing function. The converse is also true. 

(b) If E c z+ is infinite and enumerable, then there exists a general 
recursive bijection f: z+ ~ E with j- 1 (partial) recursive. 

First suppose E is decidable, and let g(x) = 2 for x E £, g(x) = 1 for 
x ft E, and h = cE'· We set 

f(z)- min{y(~, g(x)- y- z )' + I- I}- the zth element of E. 

It is easy to see that 

( 
x ) { is equal to the index of x 

f- 1 (x)= ~ g(y)-x h(x) ~anele~entofE,if:EE; 
Y- 1 1s not defmed, otherwise. 

Now suppose E is enumerable. By Corollary 4.18, there exists a primi­
tive recursive function g : z+ ~ E whose image coincides with E. We shall 
adjust g so that it becomes bijective. We set 

F= { k E z+l'v'i < k, g(i) ¥= g(k) }. 

This set is decidable, since it is the 1-level of the following primitive 
recursive function h: 

h(1) = 1; 
k-1 

h(k) = n s( (g(i)- g(k))2 + 1 ), fork;;;. 2; 
i=1 

s(x) = { 1, for x.: 2, 
2, for x- 1. 

By the previous result, there exists a recursive bijection g' : z+ ~F. Let 
j =gog'. Since giF : F ~Eisa bijection, it follows thatf: z+ ~ E is also a 
bijection. The inverse function is partial recursive because 

j- 1 (x) = min{yi{J(y)- x)2 + 1 = 1 }. 

The proposition is proved. D 

Because of this result we usually consider the imbedding E c (Z+)m to 
be an essential element of the structure on E. In particular, we call £ 1 and 
£ 2 isomorphic if there exists a bijection between them which is induced by 
a recursive bijection of the ambient spaces. 

The complete classification of enumerable sets up to isomorphism is not 
known, but many subtle results have been obtained in the theory of 
"reducibilities." We shall only go so far as to show, using a theorem which 
will be proved in the next chapter, that not all enumerable sets are 
decidable. 
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5.7. Families. Suppose that m > 0 and B is a set. By a family of m-sets (or 
an m-family) over the base B we mean any mapping B~0'((Z+)m). If 
Ek c (Z+)m is the image of k E B under this mapping, we also denote this 
family by {Ed. We call the set E = { (x, k)lx E Ed C (Z+)m X B the total 
space of the family. 

Similarly, we call a mapping B ~{partial functions from (Z+)m to z+} 
a family of m-functions over the base B. We call the function f: (x, k) 
~ fk(x) for x ED (fk) the total function of the family. 

A family of m-sets (resp. m-functions) is said to be enumerable, if 
B C (Z+t for some n, and if the total space is enumerable in (z+r X 
(z+r (resp. the total function is partial recursive on (Z+)m X (z+y). 

If { Ek} is enumerable, then the set { k E B I Ek is non empty} is enumer­
able, since it is a projection of the total space E. Each of the Ek is 
enumerable, since it is the intersection E n (Z+)m X { k }. 

Similarly, if {jk} is enumerable, then the set { k E B lA is not the 
nowhere defined function} is enumerable, since it is a projection of the 
domain of definition of the total function f. Each of the fk is partial 
recursive, since it is the restriction off to the enumerable set D (f) n (z+r 
X {k}. 

If {fd is an enumerable family of m-functions, then { D (fk)} is an 
enumerable family of m-sets (with total space D (f)), and {rf.} is an 
enumerable family of (m + I)-sets (with total space r1, or more precisely, 
rf after a permutation of its factors). 

An enumerable family { Ek} (respectively {fd) is said to be versa/ if 
every enumerable m-set (resp. any partial recursive m-function) is among 
the elements of the family. [(The word "versa!" is borrowed from algebraic 
geometry, after removing the prefix "uni" which would indicate that each 
term in the family could only occur once.)] In §8 of the next chapter we 
show that versa! families exist for each m. This is one of the central results 
of the theory, since total spaces and total functions of versa! families are 
the starting point for practically all investigations of undecidability. Here 
we limit ourselves to the simplest and most fundamental application: 

5.8. Theorem. Let {Ed be a versa/ family of !-sets over the base B c z+. 
Then the set 

F= {klk E Ek} 

is enumerable, but is not decidable. 

PRooF. Let E C z+ X z+ be the total space of the family. Then F = the 
projection of E n (diagonal in z+ X z+) onto the first factor, and therefore 
is enumerable. 

On the other h~nd, for every k E B we have F = z+ \ F=!= Ek, since ~ 
belongs to either For Ek, but not to both. Since {Ed is a versa! family, F 
cannot be enumerable. The theorem is proved. 0 
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We now show how to use enumerable families to strengthen the results 
in 5.2 and 5.4. We return to the notation at the beginning of the section. 

5.9. f9 is closed with respect to taking the union of the elements of any 
enumerable family of subsets of E. 

In fact, suppose that {En is such a family and E' is its total space, 
where E' C (Z+)m X (Z+y. Then 

U Efc= the projection of E' on (Z+)m. 
kEB 

5.10. Suppose that {fd is an enumerable family of partial functions on 
E, Efc = D(A), E' = U keB Efc, and 

'Vi,j E B, ];IE'nE' = ];;.IE'n£'· 
I ") I "] 

Then there exists a unique function f E R(E') which is glued together from 
theA. 

In fact, the graph r1 is enumerable, since it is the union of the 
enumerable family of enumerable sets r./k. 
5.11. After these remarks it is natural to consider thefollowing system of 
ideas by way of analogy with the theory of spaces with sheaves. 

(a) Let E = U keBEk be a covering of an enumerable set by an 
enumerable family. Then for any n ~ 1 the family {Ek, n · · · n E~c,l 
<k1, • •• , k,) E B"} is also an enumerable covering of E. In fact, let 
E' =the total space of {Ek} c EX B, and let 

E"' = { <x1, ••• , x,, k 1, ••• , k,)lx; E Ek,• i = 1, ... , n} 

-;::::, E' X · · • X E' (n times). 

Then the total space of the family { Ek I n . . . n Ek.} is isomorphic to 
(diagonal in E") X B" n E"'. 

(b) Using the same notation, we define the "recursive product" RII, c 
II<k,, .... k.>en•(Ek, n · · · n Ek) as follows: RII0 = R(E), RII, =the set of 
enumerable families {f<k,, ... , k.>} over B" such that 

f<k, ..... k.> E R(Ek, n · · · n E~c,). for n ~ 1. 

(c) For every n ~ 0 we have the following boundary mappings: 

i = l, ... , n +I : 

(at ( • • • f(k 1, ... , k.) • • • ) )<11, ... , /n+l) 

= f<J,, · · .. f,_,, !,+,, · ..• '·+•>IEt,n · · · n£t.+ 1 

(Note that we really do not have a;"(RII,) c RII,+ 1.) 
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It is possible to associate various types of "recursive Cech cohomology 
groups" of the covering U kEBEk to the object 

ao ai 
0 . ~ Rll = R(E) ~ RII I =t RII2 ~ 

o a1 ~ 
2 

It would be interesting to study such cohomology groups. The result 5.10 
shows that this complex is "exact at the first term." 

The reader should not find it hard to imagine what other geometrical 
concepts would look like in this context. In particular, it would be 
worthwhile to study the quotients of enumerable sets by enumerable 
equivalence relations. Higman's theorem (see Chapter VIII) gives a char­
acterization of groups in the category of such objects. 

We conclude by giving several results on the structure of 0. Because of 
Proposition 5.6, we need only consider subsets of z+; that is, we take 
0 = {E'IE' cz+, E' enumerable}. 

5.12. Proposition. There exist enumerable subsets F c z+ having an infinite 
complement, such that for any infinite E E 0 we have F n E =I= 0, so that 
F n E is infinite. 

Such F are called simple. From a topological point of vtew they 
resemble dense open sets. 

PRooF. Let {Ed be a versal family of 1-sets over z+ with total space 
E c z+ x z+. We set E' =En { (x, k)lx > 2k}. Since E' is enumerable, 
there exists a primitive recursive function with image E': 

g = (gl, g2): z+ """""'?£'. 

Let h(k) =min{ zl giz) = k }, let f(k) = g1(h(k)), and let F denote the set 
of values of f. F has an infinite complement, since f(k) > 2k. The intersec­
tion of F with an infinite Ek is nonempty, since any value of g1(z) when 
giz) = k lies in Ek n E' =I= 0. The proposition is proved. D 

5.13. Proposition. 
(a) The quotient lattice 0 /(finite sets) has nontrivial maximal ele­

ments. 
(b) Every nonsimple enumerable set with an infinite complement is 

contained in such a maximal element. 
(c) There exist simple enumerable sets with an infinite complement 

which are not contained in any nontrivial maximal set. 

We refer the reader to Rogers' book for the proof of these and many 
other results. 
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CHAPTER VI 

Diophantine sets and 
algorithmic undecidability 

1 The basic result 

1.1. In §4 of Chapter V we showed that enumerable sets are the same thing 
as projections of level sets of primitive recursive functions. The projections 
of the level sets of a special kind of primitive recursive function-poly­
nomials with coefficients in z+ -are called Diophantine sets. We note that 
this class does not become any larger if we allow the coefficients in the 
polynomial to lie in Z. The basic purpose of this chapter is to prove the 
following deep result: 

1.2. Theorem (M. Davis, H. Putnam, J. Robinson, Ju. Matijacevic, G. 
Cudnovskii). All enumerable sets are Diophantine. 

The plan of proof is described in §2. §§3-7 contain the intricate yet 
completely elementary constructions which make up the proof itself; these 
sections are not essential for understanding the subsequent material, and 
may be omitted if the reader so desires. 

In §8 we use Theorem 1.2 to prove the existence of versal families of 
enumerable sets and functions. Recall that in §5 of Chapter V this result 
was shown to·imply that enumerable sets exist which are undecidable, a 
fact we shall use in subsection 1.3 below. 

In §7, which stands somewhat apart from the rest of the chapter, we 
define the Kolmogorov complexity of recursive functions, establish the 
basic properties of this concept, and prove that the problem of computing 
the complexity is algorithmically undecidable. 

In Chapter VII the following corollary of Theorem 1.2 will be used in 
an essential way: enumerable sets are definable in L1Ar. In fact, by their 
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l The basic result 

very definition, Diophantine sets are defined by formulas of the form 
3x1 • • • 3x,(p), where pis an atomic formula. 

In the remainder of this section we describe the principal applications of 
Theorem 1.2: settling Hilbert's tenth problem, constructing polynomials 
which take only and all prime number values in Z +, and so on. 

1.3. Hilbert's tenth problem. Hilbert stated it as follows: 

"Suppose we are given a Diophantine equation with an arbitrary number 
of unknowns and with rational integer coefficients. Give a way in which it 
is possible to determine after a finite number of operations whether or not 
this equation is solvable in rational integers." 

We show that the combination of Theorem 1.2, Theorem 5.8 of Chapter V 
(which follows from Theorem 1.2), and Church's thesis implies that this 
problem is undecidable. 

First of all, any natural number is the sum of four integer squares 
(Lagrange). Hence j(x1, ••• , x,) = 0 is solvable in (Z+)" if and only if the 
equation f(l + ~~= 1 y;~ • ... , 1 + ~~= 1 y~ = 0 is solvable in (Zt". Conse­
quently, it is sufficient to show that the mass problem "determining 
whether or not there are solutions in (Z+)" (see subsection 2.6 of Chapter 
V) is algorithmically undecidable. 

Let E c z+ be an enumerable set which is not decidable. We represent 
E as the projection onto the /-coordinate of the 0-level of the polynomial 
it= f(t; x 1, ••• , x,), wherej E Z[t, x 1, ••• , x,]. The equationit0 = 0, t0 E 
z+, has a solution if and only if t0 E E. By the discussion in §2 of Chapter 
V, the corresponding mass problem for the family {it} is algorithmically 
decidable if and only if the characteristic function of E is computable. But, 
by our choice of E, this characteristic function is only semi-computable. 

Thus, solvability in integers cannot even be determined algorithmically 
for a suitable one-parameter family of equations. The number of un­
knowns in the equation, and, in general, the codimension of the projection 
in Theorem 1.2, can be reduced to 13 (Matijacevic, Robinson). The precise 
minimum is not known, although it is an interesting problem. 

Finally, it should be noted that the construction of a Diophantine 
representation for any enumerable set E is completely effective in the sense 
that, given a recursive description of f with D (f) = E or of g with 
g(Z+) = E, we can write out the corresponding polynomial explicitly. The 
same holds for the construction of versal families, of an enumerable 
undecidable set, and so on. These are all constructive assertions, and not 
simple existence theorems. 

1.4. Polynomials which represent the prime numbers. The search for "explicit 
formulas" for prime numbers was a traditional occupation of dedicated 
number theory enthusiasts for many centuries. Euler found the polynomial 
x 2 + x + 41, which takes a long series of only prime values. But it has long 
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been known that the set of values at integer points of a polynomial f in 
Z[x 1, ••• , xnl cannot consist entirely of prime numbers: for example, if p 
and q are two sufficiently large primes, then the congruence f = 0 mod pq 
can be solved (in infinitely many ways). On the other hand, the problem 
becomes solvable in the class of primitive recursive functions: the function 
{ i ~ the ith prime} is itself primitive recursive (see §I of Chapter VII), 
but for trivial reasons. 

The nontrivial statement of the problem and the problem's solution 
involve Theorem 1.2: the set of prime numbers is the set of all positive 
values at points in (z+r of a certain polynomial in Z[x 1, ••• , xnl (or, if we 
prefer, n may be replaced by 4n; see the reduction step in 1.3). Matijacevic 
showed that there is a suitable polynomial of degree 37 in 24 variables. 

This is actually a general result which has nothing to do with the 
specific properties of prime numbers: 

1.5. Proposition. Let E c z+ be a Diophantine set. Then there exists a 
polynomial g E Z[x0, ••. , xnl such that E coincides with the set of 
positive values of gat points in cz+r+ 1. 

PRooF. Let E be the projection of the 0-level of the polynomial 
f(x0, x 1, •.• , xn) onto the x0-coordinate. We set 

Clearly, the positive values of g are precisely the elements of E. 0 

It remains only to use the fact that the set of prime numbers is 
decidable, and hence Diophantine by Theorem 1.2. 

The following sets are also sets of positive integer values of polynomi­
als: 

1.6. The sequences { 1, 10, 100, ... , Hf, ... } and { 1, 22, 33', ••• , nn (n 
times), ... }. 

It is amazing that the values of the corresponding polynomials can drop 
to zero and below in neighborhoods of points where these values are so 
large. 

1.7. The Fermat set {nln > 2 and xn + yn + zn = 0 is solvable in Z}. Thus, 
the variable n can be moved from the exponent to the coefficients of a 
Diophantine equation. 

1.8. The set { lOe., 102e2, ... ' wnen, ... }, where f; is the ith digit after the 

decimal point in the decimal expansion of e (or 'fT or ~, or any other 
"computable" irrational number). 

1.9. The set of all partial fractions in the continued fraction expansion of e, or 
3 

'IT, or \12. 
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We recall that in the case of ~ it is not known whether this set is 
finite or infinite. 

These examples show that many number theoretic questions reduce to 
problems of the solvability of Diophantine equations. In Chapter VII we 
shall see that, in a certain sense, "almost all of mathematics" reduces to 
such problems. 

2 Plan of proof 
2.1. In this section we introduce some auxiliary notions and give the plan 
of proof for Theorem 1.2. 

We shall temporarily introduce a class of sets which are intermediate 
between enumerable and Diophantine sets. In order to define this class, we 
consider the map which to every subset E c (z+r corresponds the set 
F c (z+r which is given by the following rule: 

We shall say that F is obtained from E by applying the bounded universal 
quantifier to the nth coordinate. We define similarly the operation of 
applying the bounded universal quantifier to any coordinate. 

2.2. Definidon-Lemma. Consider the following three classes of subsets of 
(z+r for each n. 

(I) Projections of level sets of primitive recursive functions. 
(II) The least class of sets which contains the level sets of polynomials 

with integer coefficients and which is closed with respect to taking 
finite direct products, finite unions, finite interesections, projections, 
and applying the bounded universal quantifier. 

(III) Projections of level sets of polynomials with integer coefficients. 

The following assertions hold for these classes: 

(a) The class (I) coincides with the class of enumerable sets, and the class 
(Ill) coincides with the class of Diophantine sets. We shall call sets in 
the class (II) D-sets. 

(b) (I) :> (II) :> (III). 

PRooF. 
(a) In Theorem 4.3 of Chapter V we showed that the class of primitive 

enumerable sets coincides with the class of enumerable sets. The rest of (a) 
merely consists of definitions. 

(b) Only the inclusion (II) c (I) is not completely obvious. First of all, 
the m-level set of a polynomial f is the same as the 1-level set of the 
primitive recursive function (f- m i + I. Hence, to verify (II) c (I) it 
suffices to show that the class (I) is closed with respect to (finite) direct 
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VI Diophantine sets and algorithmic undecidability 

product, union, intersection, and the bounded universal quantifier. All 
except for the last of these were established in Lemma 4.8 of Chapter V. 

Finally, suppose F is the image of a primitive enumerable set E under 
the bounded universal quantifier: 

<xi, ... ' xn-1• xn> E F<;=}\;;/k.;;;; xn, (x,, ... 'Xn-1• k) E E. 

Starting with the function f(x 1, ... , xn_ 1, xn; y 1, ... , Ym) whose 1-level 
projects onto E, we want to construct a function g whose !-level projects 
onto F. A natural idea is to consider as an approximation tog the product 

x, 

II J(x], ...• xn-1• k;yik• ...• Ymk), 
k=l 

where the Y;k are "independent variables." The only problem is that the 
number of arguments of this "function" increases with xn. To deal with 
this, we apply the Godel function Gd(k, t), which was defined in subsec­
tion 4.9 of Chapter V. The function g will now depend on x 1, ••• , xn and 
on m additional arguments t 1, ••• , tm: 

IT f(x 1, ••• , Xn-I• k; Gd(k, 11), •.• , Gd(k, tm)). 
k= l 

This function is primitive recursive, because the kth factor is obtained 
from f and Gd by substitution and identifying arguments, and then g is 
constructed from such factors by recursion. 

We now verify that the set F is the projection of the 1-level of g onto the 
(x 1, ••• , xn)-coordinates. In fact, if g(x1, ••• , tm) = 1, then for all I .;;;; k 
.;;;; xn we have j(x1, ••• , k, Gd(k, t 1), ••• , Gd(k, tm)) = 1, i.e., for all l .;;;; 
k < xn the point (x1, ••• , xn_ 1, k) belongs to E. This means that 
(x 1, .•• , xn) E F. 

Conversely, if (x 1, ••• , xn) E F, then for I .;;;; k .;;;; xn we can lift the 
point (x1, •.• , xn_ 1, k) to the !-level of f. Let they-coordinates of the 
resulting point be y 1 k• •.• ,ym k· We solve the following system of equa-
tions for the t;: · · 

Gd(k, t;) = Y; k• for all 1 < k < xn. 

This is possible by the fundamental property of Gd. The resulting values 
for the t;, along with x 1, ••• , xn, make g equal to one. This completes the 
proof of Lemma 2.2. D 

2.3. The plan for the rest of the proof of Theorem 1.2 is as follows. In §3 
we show that the classes (I) and (II) coincide, and in §§4-7 we show that 
(II) and (III) coincide. 

2.4. Remark. In the course of proving Lemma 2.2, we obtained the 
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3 Enumerable sets are D-sets 

following facts, which should always be kept in mind in what follows: 

(a) In the definitions of the classes (1)-{111) we may always replace "level 
sets" by "1-level sets" (by going fromf to (f- mi +I). 

(b) All of the classes (1)-{III) are closed with respect to (finite) products, 
intersections, unions, and also projections. (The proof of this for the 
class (I) in Lemma 4.8 of Chapter V is also applicable to the class 
(III).) 

We encounter much greater difficulty in treating the bounded universal 
quantifier. Indeed, the most technical part of the proof in §§4-7 is 
concerned with showing that the class of Diophantine sets is closed with 
respect to the bounded universal quantifier. 

3 Enumerable sets are D-sets 

Let f: (Z+t ~z+ be a primitive recursive function. Its 1-level can be 
represented as the projection onto the first n coordinates of the set 
r1 n [ (z+y x {I}], where r1 is the graph of f. Thus, an enumerable set 
can be obtained as a projection of the intersection of the graphs of two 
primitive recursive functions. Since, by definition, the class of D-sets is 
closed with respect to projections and intersections, the assertion in the 
title of this section follows from the following fact: 

3.1. Proposition. The graphs of primitive recursive functions are D-sets. 

PROOF. The graphs of the basic functions are Diophantine. The stability of 
the property of graphs "being D-sets" relative to the composition and 
juxtaposition of functions is verified by the same arguments as in the proof 
of Lemma 4.8 of Chapter V. It remains to prove the stability under 
recursion. We shall first of all need information about the graph of Godel's 
function. Here it is more convenient to use gd instead of Gd. 

3.2. Lemma. The graph of the Godel function gd(u, k, t) = rem(l + kt, u) is 
Diophantine, and a fortiori, aD-set. 

PRooF. The set 

r gd = { < u, k, t, y >I y is the remainder when u is divided by I + kt} 

is the intersection of the following two sets in (Z+)4 : 

E 1 : y ~I+ kt; 

E2 : u- y > 0 and is divisible by 1 + kt. 

Both £ 1 and £ 2 are Diophantine. In fact, £ 1 is a projection of the 0-levei of 
the polynomial 2 + kt- y- y 1, and £ 2 is a projection of the 0-level of the 
polynomial u- y- (I+ kt)(h- I). The lemma is proved. D 
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VI Diophantine sets and algorithmic undecidability 

3.3. Corollary. Let f and g be junctions of n and n + 2 arguments, respec­
tively, whose graphs are D-sets. Then the following equations determine 
D-sets in the (x1, ••• , xn+I• u, t, ... )-coordinate space (where any addi­
tional coordinates may follow the t): 

E : gd(u, I, t) = J(x 1, ••• , xn); 

F: gd(u, xn+l +I, t) = g(xl, ... 'Xn+l• gd(u, Xn+l• t)). 

PRooF. Introducing extra coordinates after the t amounts to taking the 
direct product with (z+y, and this, of course, takes D-sets to D-sets. 

E can be represented as a projection of the intersection of the sets 
gd(u, k, t) = w, f(x 1, ••• , xn) = w, and k =I (where k and ware auxiliary 
coordinates). Since fgct and r1 are D-sets, the same is true for E. 

Similarly, F can be represented as a projection of the intersection of the 
sets 

gd(u, Xn+l + 1, t) = w 1, 

gd(u, xn+l• t) = w2, 

g(xl, ... 'xn+ I• wz) =WI. 

These are D-sets, because r g and r gd are D-sets. D 

3.4. PROOF OF PROPOSITION 3.1. Recall that it remains to verify the 
following assertion: Let h be the function defined recursively from func­
tions f and g by the equations 

h(x1, ••• , Xn, I)= j(x1, ••• , xn), 

h(xl, ... , Xn, k +I)= g(xl, ... , xn, k, h(xl, ... 'Xn, k)); 

then the graph r h 

<x 1, •.• , xn+I• 7)) E fh~1J = h(x1, .•. , xn+I) 

is a D-set whenever the graphs f1 and f g are D-sets. 
First step. We set rh = f 1 u f 2, where Xn+l =I on f 1 and Xn+l > 2 on 

f 2• Since 

<xi, ... , xn+P 71) E [ 1¢:;.Xn+l = 1 and T/ = J(xl, ... 'xn), 

it follows that f 1 is the intersection of f 1 X z+ and a D-set, arid therefore 
is a D-set. It remains to verify that f 2 is also a D-set. 

Second step. In the (x1, ••• , xn+I• 71, u, I)-coordinate space we consider 
the sets 
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£ 1 : 71 = gd(u, xn+I• t), 

E2 : gd(u, I, t) = f(x 1, ••• , xn), 

£3: xn+l > 1, gd(u, k, t) = g(x 1, ••• , Xn, k- 1, gd(u, k- 1, t)) 

for all2 < k < xn+l" 



4 The reduction 

It is easy to see that f 2 = pr n ;= 1E;. In fact, as in §4 of Chapter V, we 
obtain inclusion in one direction by comparing £ 2 and £ 3 with the 
inductive definition of h, and in the other direction by suitably choosing 
the parameters u and t in Godel's function. Thus, it remains to show that 
the E; are D-sets. 

Third step. E 1 is the graph of gd with some additional coordinates. £ 2 

was shown to be a D-set in the proof of Corollary 3.3. 
Finally, £ 3 is "almost" obtained from the set F in Corollary 3.3 by 

applying the bounded universal quantifier to the x,+ 1-coordinate. More 
precisely (for brevity, we ignore the 17-coordinate): 

(x1, ••• , xn+i• u, t) E E 3 ¢:!i>'Vk E [2, x,+i], (x1, ••• , x,, k- 1, u, t) E F 

¢:!i>'f;fk E [ 1, Xn+i- 1 ], (x1, ••• , x,, k, u, t) E F. 

Consequently, if we apply to F the bounded universal quantifier in the 
x,+ 1-coordinate, we obtain a D-set which is the same as £ 3 with the 
x, + ccoordina tes of all its points decreased by 1. So it remains to see that 
the operation of shifting back by 1 preserves the property of "being a 
D-set," and this follows easily from the definitions. The proof is complete. 

0 

4 The reduction 

4.1. The next three sections are devoted to proving that the class of D-sets 
coincides with the class of Diophantine sets. As noted at the end of §2, it 
suffices to show that the class of Diophantine sets is closed with respect to 
the bounded universal quantifier. 

Let f(x 1, ••• , x,, k,y 1, ••• ,ym) be any nonconstant polynomial with 
integer coefficients. f will be fixed for the duration of this section. Let d be 
the degree of J, and let c be the sum of the absolute values of its 
coefficients. 

We define the set E by the condition 

(x1, ••• , x,,y) E E¢:!i>'Vk.;;;; y 3(y 1, ••• ,ym), 

J(x1, ••• , x,, k,y 1, ••• ,ym) = 0. 

We want to show that E is Diophantine. In this section we prove the 
following reduction step, which is due to Davis, Putnam, and Robinson. 

4.2. Proposition. E is Diophantine if the following three sets are Diophantine: 

X 1 =x{'; 

xi =xz!; 

where (Z) = n(n- 1) · · · (n- k + 1)/ k! is the "binomial coefficient." 
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VI Diophantine sets and algorithmic undecidability 

The proof of this and all subsequent propositions of this type follows a 
standard pattern. To show that E is Diophantine, we introduce auxiliary 
sets E; with the following properties: 

N 

(a) E= n E;; 
i=l 

(b) theE; are Diophantine. 

But usually we are not able to establish directly that all the E; are 
Diophantine, so we apply the same procedure to certain of the E;. Thus, 
the proof that E is Diophantine has a tree-like pattern. 

The exposition of each step will consist of the following stages: the 
introduction of auxiliary variables, which disappear when we project; 
explicit construction of the sets E;; the proof of the inclusion E c pr 
n ~- IE;; and the p~oof of the inclusion E :::> pr n ~=IE;. 
4.3. PRooF OF PRoPOSITION 4.2. We denote the auxiliary variables by the 
symbols Y, N, K, Y 1, ••• , Ym. We introduce the sets E; in the 
(x1, .•• , x,,y, Y, N, K, Y 1, ••• , Ym)-space by the following relations: 

E 1 : N;;?; c· (x 1 • • • x,yY)d, Y < Y 1, ••• , Y < Ym 

(intuitively speaking, the right side of the first inequality gives a rough 
estimate for the value of the polynomial j at the point (x1, •.• , x,,y, 
YI•···•Ym)ifally;..; Y). 

y 

£2 : 1 + KN! = II (I+ kN!) 
k=l 

(this is a "large modulus"; j = 0 will be replaced by divisibility by this 
modulus). 

E3 : j(x 1, ••• , x,, K, Y 1, ••• , Ym) =0 mod(l + KN!); 

E3 +;: II (Y;-)):=Omod(l+KN!), i=I, ... ,m. 
)<. y 

We define the set E' as n ~=~3£;. 

PRooF OF THE INCLUSION E cpr E'. Given a point (xp ... , x,,y) E E, 
we must choose values for the other coordinates so that the relations 
E1, ••• , Em+ 3 are fulfilled. 

By the definition of E, each point (x1, ••• , xn, k), k ..; y, can be lifted 
to the 0-level of j: 

f(xl, ···'X,, k,ylk• · · · •Ymk) =0. 

For Y we take the maximum of y and the Y;k· Then, as before, we find the 
Y; and N by solving the system of Godel equations 

gd( Y;, k, N!) = Yik• for all I ..; k ..; y. 
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4 The reduction 

The proof of Godel's lemma shows that the Y; and N may be taken 
arbitrarily large: in particular, so as to satisfy £ 1• The number K is 
uniquely determined by E2• 

All the choices have now been made. The relation E3 +i holds, because, 
by the definition of r; and gd, we can find a number r; - j with j ~ Y, 
namely j = Yik• such that Y; - j = 0 mod(l + kN !), for every k ~ y. Hence, 
the product on the left in E3+; is divisible by all the I + kN!, I ~ k < y, 
which are pairwise relatively prime, since N > y by E 1• Therefore, this 
product is divisible by I + KN !. 

Finally, to verify £ 3 we note that £ 2 implies the congruence K = 
k mod(I + kN!), I~ k < y, because (I+ KN!)- (I+ kN!) = 0 mod(l + 
kN !). But then, since Y;k = Y; mod(l + kN !) by our choice of Y;, we find 
that 

f(x!, ... 'Xn, K, y!> ... ' Ym) =f(x!, ... , xn> k,yik> ... ,ymk) 

= 0 mod( I+ kN! ). 

Since the moduli I + kN! are pairwise relatively prime, this congruence 
implies £ 3• 

PROOF OF THE INCLUSION prE' C E. Given a point 

(x1, ••• , Xn,Y• Y, N, K, Y1, ••• , Ym) 

whose coordinates satisfy the relations Ep .. . , Em+ 3, we must find a 
vector (y1k, ... ,ymk) for each k < y such that 

f(x!, ... , Xn, k,y!k• ... ,ymk) = 0. 

To do this we letpk denote any prime divisor of I+ kN!, and we set 

Yik = the remainder when Y; is divided by Pk· 

We claim that these Y;k give us the required equality. In fact, £ 3 implies 
thatf(x1, ••• , xn, k,y 1k, ... ,ymk) ==: 0 mod h. It suffices to show that the 
number on the left is less than h. We have 

h divides II ( r;- j) by E3 +; 
j<. y 

=9Pk divides Y;- j for somej < Y 

=9 Y;k = the remainder when r; is divided by h ~ Y 

=9j{x!, ... , Xn, k,y!k• ...• Ymk)..;;;; c(xl . .. xnyY)d < N <Pk. 
where the second inequality in the last line follows from E 1, and the third 
inequality follows because h divides I + kN!. 

CoNCLUSION OF THE PROOF. It remains to show that the sets £ 1, ... , Em+ 3 

are Diophantine if the sets in Proposition 6.1 are Diophantine. In fact, if 
we trivially introduce new variables and make substitutions, we can first 
reduce the verification that all theE; are Diophantine to showing that the 

215 
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following sets are Diophantine: 

x 1 = II (I+ kx3); 

k.;; x2 

x 1 = II ( X2 - }), 

)<;; x3 

It then remains to notice that the second of these relations can be written 
in the form 

and the third relation can be written as 

This completes the proof of Proposition 4.2. 0 

5 Construction of a special Diophantine set 

5.1. In this section we begin the proof that the three sets in Proposition 4.2 
are Diophantine. In order that the reader may better appreciate this stage 
in the proof, we mention that the most troublesome obstacle here is the 
rapid growth of one of the coordinates in comparison to the others (for 
example, x 1 = x2!). J. Robinson had the following key idea. She proved 
that, if we know that any specific set in (z+i is Diophantine and has one 
coordinate which grows faster than any power of the other but slower 
than, say, xx (for example, exponentially), we may then conclude that all 
enumerable sets are Diophantine. After this, Matijacevic and Cudnovskil 
were able to show that a certain set of that type (connected with Fibonacci 
numbers) is Diophantine. For a history of the question, see Matijacevic's 
article "Diophantine Sets" in Uspehi Mat. Nauk, vol. XXVII, No. 5 (1972) 
(translated in Russian Math. Surveys). 

In this section we give a construction which is an improved version of 
the original construction. Its idea is based on the following observation. 
Let x 2 - dy 2 = I be Fell's equation (where d E z+ is not a perfect square). 
Its solutions (x,y) E (z+f form a semigroup with composition law 

(X 1 + Y 1 Yd )( X 2 + Y2 Yd ) = X 3 + y 3 Yd . 
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5 Construction of a special Diophantine set 

This is a cyclic semigroup. That is, let <x1,y 1) be the solution with the 
least first coordinate. Then any other solution has the form < xn, y n), where 
n EZ+, and 

We call n the number of the solution <xn, Yn>· 
The coordinates xn and Yn grow exponentially with n, so that the set of 

solutions of Pell's equation, and also the projections of this set on the x­
andy-axes, are Diophantine sets having logarithmic density. This is not yet 
enough: we still have the problem of including the solution number n 
among the coordinates of a Diophantine set. Only then can we apply 
Robinson's technique. This is what will be done below. 

5.2. Notation. We consider Pell's equation with variable d. Its first solution 
generally varies as a function of din an uncontrollable fashion, so that it is 
convenient to choose only those d whose first solutions have the simple 
special form <a, 1), a E z+. Obviously, then d = a2 - 1. 

We shall call the equation x 2 - (a 2 - l)y2 = 1 the a-equation. We define 
the two sequences xn(a) andyn(a) as the coordinates of its nth solution: 

For each n, a formal definition of xn(a) andyn(a) as polynomials in a can 
easily be given by induction on n. Then the expressions xn(a) and Yn(a) 
will make sense for all n E Z and a E C. In particular, 

Yn(l) = n; 

and all the formulas given below remain true. The basic result of this 
section is 

5.3. Proposition. The set 

E: y = Yn(a), a> 1 

in the <y, n, a)-space is Diophantine. 

The proof uses the elementary number theoretic properties of the 
sequences xn(a) andyn(a), most of which will be verified at the end of the 
section (see 5.8). The idea for determining n in a Diophantine way from 
<Y, a) is to observe thatyn(a) = n mod( a- 1) (Lemma 5.4). This uniquely 
determines n as long as n <a- 1. To pass to the general case, we 
introduce an auxiliary A-equation with A large, and find formulas for its 
nth solution (using y) in which n only appears in a Diophantine context. 

Formally, the proof that E is Diophantine follows the pattern described 
in 4.2. In addition to the basic variables y, n, a, we introduce six auxiliary 
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variables: x, x 1,yp A, x2,y2• We set: 

E 1 : y > n, a> 1; 

E2: x2-(a2-l)y2=1; 

E3 : y 1 = 0 mod 2x2y 2 ; 

E4 : x~- (a 2 - l)y~ = 1; 

E 5 : A =a+xf(xi-a); 

E6 : xi-(A 2 -1)yi= 1; 

E7: y 2 - y =0 mod xi; 

E8 : Yz = n mod 2y. 

Let E' = n ~= 1 E;. We show that prE'= E. 
The inclusion E c prE'. Given (y, n, a) E E, we must find values for 

the other variables so that Ep ... , E8 hold. As before, we shall not 
introduce any new symbols for these values; after we choose, say, a value 
for x, the letter x will become the name for this value. 

E 1 is automatically satisfied: y,(a) > n for all a > 1, n > 1 (induction on 
n). We find x uniquely from E2 : x = x,(a). We take (x1,y1/2x2y 2 ) to be 
any solution of the Pell equation X 2 - ( a 2 - 1 )(2x2y 2)2Y2 = 1; this gives 
E4• A is found uniquely from E5• We take (x2, Yz) to be the nth solution of 
the A-equation. Now all choices have been made. To verify E7 and E8 we 
need two lemmas. 

5.4. Lemma. Yk(a) = k mod( a- 1). 

5.5. Lemma. If a= b mod c, then y,(a) :=y,(b) mod c. 

These lemmas will be proved in 5.8. 
We use these lemmas as follows. From E 5 we find: 

A =a+ (1 + (a2 - l)yi}(l + (a2 - I)yf- a)= 1 mod 2y, 

because of E3 • Lemma 5.4 then gives Yz = y,(A) = n mod 2y; this is E8• 

Lemma 5.5 givesy,(A) =y,(a) mod xi (because of E 5); this is E7. 
The inclusion prE' c E. From the relations £ 1, ••• , E8 we have only to 

prove that n is the number of the solution (x, y ). Note that n only occurs 
in E8• 

For the time being we let N, N 1, and N 2 denote the numbers of the 
solutions (x,y), (x1,y1), and (x2,Yz), respectively. We shall prove that 

n=N or n= -Nmod2y. 

Since we also have y > n (by E 1) andy> N (by the definition of N), it 
follows that n = N, as required. The number N 2 will be the "stepping 
stone" to get from n to N. 
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First of all, as before, it follows from E5 that A= 1 mod 2y, and then it 
follows from the definition of N2 and Lemma 5.4 thaty2 = N2 mod 2y. But 
by £ 8 we have Y2 = n mod 2y; hence, 

N2 = n mod 2y. 

Next, A= a mod xf by E5, and then Y2 = YN (A) =YN (a) mod xf by 
• - 2 2 2 

Lemma 5.5. Usmg £ 7, we havey = YN(a) =Y2 mod x 1• Hence, 

YN(a) =yN (a) mod xf. 
2 

We now need two more lemmas, which will be proved in 5.8. 

5.6. lemma. If Y;(a) =yia) mod xn(a), where a> 1, then either i =i or 
i=- j mod2n. 

5.7. lemma. If Y;(ai divides Yia), then Y;(a) divides}. 

If we apply Lemma 5.6 with N, N 2, and N 1 in place of i,j, and n, and use 
the last congruence proved, we obtain: 

N = ±N2 mod 2N1• 

If we apply Lemma 5.7 with Nand N1 in place of i and}, and use £ 3, we 
obtainyiN1• Hence, 

N = ±N2 mod 2y, 

and, since we have already shown that N2 = n mod 2y, this completes the 
proof. [] 

5.8. PRooF OF THE LEMMAS. We shall write xn and Yn instead of xn(a) and 
Yn(a). Using the formula 

we find that 

In particular, 

Xnk+Ynk~ =(xn+Yn~t, 

Ynk = 
)<.k 

I==l(mod 2) 

Ynk = kx;-Yn mod(a2 - 1), 

which gives Lemma 5.4 if we set n = 1. In addition, we have 

Ynk = kx;-Yn mody~. 

If we replace nk, k, and n by n, n/ k, and k, respectively, we obtain 

- n n/k-1 d 3 
Yn = k xk Yk mo Yk· 
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Since xk and Yk are relatively prime, we have 

Yn =0 modyf~ I =0 modyk~n =0 modyk, 

which gives Lemma 5.7. 

If we write Yn(a) as a polynomial in a with integer coefficients whose 
degree and coefficients only depend on n, we immediately obtain Lemma 
5.5. It remains to prove Lemma 5.6. 

First of all, the equation 

Xn±m+~ Yn±m=(xn+~ Yn)(xm±~ Ym) 

gives us 

xn±m = xnxm :±: (a2 - I)YnYm, 

Yn±m = :±: xn Ym + xm Yn· 

Hence, 

Y2n±m = Yn+(n±m) = xn±mYn mod Xn = :±: (a2 - l)y;ym mod xn 

:= ::;: Ym mod Xn, 

and, similarly, 

Y4n±m = Y2n+(2n±m) = -y2n±m mod xn =Y±m mod Xn. 

This means that the class Yk mod xn has period 4n as a function of k, and 
within [I, 4n] its behavior is determined by its values on the first quarter­
period [I, n]: 

Yzn±m = ::;: Ym> Y ±m = ±ym, for I .;;; m .;;; n. 

If a ;;;. 3, it is clear that Lemma 5.6 follows from these facts and from the 
inequality Ym < ~ xn for I .;;; m .;;; n, which, in turn, follows because 

4y,;, <(a2 - l)y; +I= x;. 

If a= 2, then we only have Ym < t xn for m .;;; n- 1, but this is still 
enough to complete the proof of the lemma in this case. 0 

6 The graph of the exponential is Diophantine 

6.I. Proposition. The set 

in the (m, a, n)-space is Diophantine. 

PROOF. It suffices to show that £ 0 = E n {ala> I} is Diophantine. If 
a > I, we easily obtain by induction on n 

(2a -It< Yn+ 1(a) <(2at, 
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in the notation of §5. Hence, for any N ~ 1 we have 

( I )n (2Na- It Yn+l (Na) (2Nat 
an 1 - -- = ~ ~ ----

2Na (2NY Yn+l(N) (2N- It 

( J )-n 
=an I- 2N . 

Thus, if we choose N large enough so that both 

( } ) -n } ( 1 )n 1 
1 - 2N - 1 < an and I - I - 2Na < an , 

then we obtain: an= [Yn+ 1 (Na)/Yn+I (N) J (where the brackets here and 
below denote the integral part of a number). £ 0 is therefore a projection of 
the set £ 1: 

a> 1, 
0 ~ Yn+ 1(Na)- Yn+l(N)m <Yn+ 1(N), 

N >?, 
where a suitable lower bound for N must be inserted in place of ?, in such 
a way as to keep the last relation Diophantine. An elementary calculation 
shows that it suffices to set N > 4n(y + 1). The results in §5 then imply 
that £ 1 is Diophantine if we trivially introduce the auxiliary relations 

y'=yn+l(N) and y"=yn+l(Na). 0 

7 The factorial and binomial coefficient graphs 
are Diophantine 

In this section we carry out the last series of arguments. 

7 .1. Proposition. The set 

E: r = (Z), n ~ k, 

in the (r, k, n)·space is Diophantine. 

Here, by definition, (k) = n(n - 1) · · · (n- k + I)/ k!. We shall need 
the following 

7.2. Lemma. If u > nk, then G)= the remainder when [ (u + IY juk] is 
divided by u. 

PRooF. We have 
n k-1 

(u+lY/uk= L (7)ui-k+(Z)+L(7)ui-k. 
i=k+l ;-o 

The first sum is divisible by u, and the last sum is less than 1 if u > n k. 0 
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7.3. PRooF OF PRoPOSITION 7.1. We introduce the auxiliary variables u and 
v, and take the relations 

Et: u > nk; 

E2 : v=[(u+ lYiuk]; 

£3 : r= v mod u; 

£4: r < u; 

Es: n ~ k. 

Lemma 7.2 immediately implies that E = pr n ;_ 1E;· E 1 is Diophantine 
because of Proposition 6.1; £ 3, £ 4, and E5 are obviously Diophantine. It 
also becomes obvious that £ 2 is Diophantine if we write £ 2 in the form 

( u + 1 )" ..;;; u kv < ( u + 1 r + u k 

and again use Proposition 6.1. This completes the proof. D 

7.4. Proposition. The set E : m = k! is Diophantine. 

7.5. Lemma. If k > 0 and n > (2k)k+l, then k! = [ nk I (Z) ]. (This is proved 
by some simple estimates.) 

PRooF OF PRoPOSITION 7.4. We take the auxiliary variable n and the 
relations 

E 1 : n >(2k)k+t; 

E2 : m = [ nk I ( Z) J. 
The rest is obvious (using Propositions 6.1 and 7.1). D 

7.6. Proposition. The set 

E : I = (pi q ). p > qk, 

in the (x,y,p, q, k)-space is Diophantine. 

The proof which follows is a slightly more complicated version of the 
argument in 7.2 and 7.3. 

7.7. Lemma. Let a> 0 be an integer such that a= 0 mod qkk! and a> 
2P-]lk+l. Then 

(pi q) = a-1 [ a2k+ I (I+ a-2y/q]- a[ a2k-1 (1 + a-2y/q]. 

This is proved using the binomial Taylor series for (1 + a- 2yfq. The 
inequality a> 2P- ]Jk+ 1 allows us to throw away all the terms in the first 
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sum starting with the (k + l)th and all the terms in the second sum starting 
with the kth when we take the integral part. The congruence a= mod qkk! 
ensures that the partial sums are integers. 0 

7.8. PRooF OF PRoPOSITION 7.6. We use the auxiliary variables a, u1, u2, 

and v, and the following relations: 

£ 1 : a:=Omodqkk!; 

E2 : a > 2P- p k +I; 

E3: ulju2=a-l[a2k+l(l +a-2Y/q]; 

E4 : v =a[ a2k-l (I+ a- 2y1q]; 

E5 : xu2 = y(u 1 - vu2). 

It follows from Lemma 7.7 that E = pr n ;= 1Ei. E 1 and E2 are immediately 
seen to be Diophantine from Propositions 6.1 and 7.1. E3 and E4 are 
shown to be Diophantine just as at the end of 7.3, except that this time we 
must raise the inequalities to the qth power after clearing denominators. E5 

is obviously Diophantine. 
This concludes the proof of Theorem 1.2, that enumerable sets coincide 

with Diophantine sets. 0 

8 Versal families 

Versal families were defined and first used in subsection 5.7 of Chapter V. 
The purpose of this section is to prove their existence, using the result that 
enumerable sets are Diophantine (Theorem 1.2). 

8.1. lbeorem. For any m > 0, versa/ enumerable families of m-sets and 
m-functions over the base z+ exist and can be effectively constructed. 

PROOF. We divide the proof into several steps. Recall that T(2) : cz+i~z+ 
is the primitive recursive isomorphism constructed in §4 of Chapter V, and 
<tf>, tf>) is its inverse. We shall write t1 and t2 for brevity. 

(a) A versa/ family of polynomials in z+[x1, x2, x 3, ••• ]. We define 
polynomialsf[l] EZ+[x1, x 2, x3, ••• ] by recursion on I EZ+, I> 4: 

f[ 1 J = f[ 2] = f[ 3] = I; 
f[4k] = k; 

f[ 4k + I ] = xk; 

f[ 4k + 2] = .![ tl (k)] + .![ t2(k)]; 

f[4k+3] =f[tl(k)]f[tik)]. 

The definition is correct, since t1(k), tik) < 4k + 2. The image of the map 
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k~ f[k] coincides with all of z+[x1, x2, x3, ••. ], since it contains z+ (in 
the 4k-places) and all the xk (in the 4k + 1-places), and, whenever it 
contains two polynomials f[kd and f(k2], it contains their sum (in the 
4'T<2>(k1, k2) + 2-place) and their product (in the 4'T<2>(k1, k2) + 3-place). 
(Compare with the numbering of constructible sets by ordinals in Chapter 
V.) 

(b) Construction of a versa! 1-family over z+. Let Ek be the projec­
tion onto the x 1-coordinate of the 0-level of the polynomial 
f[ t1 (k) J- f[ t2 (k) ]. Since all the elements of Z[x1, x 2, x3, ..• ] can be 
represented as such a difference, it is clear that the family { Ek} contains 
all enumerable sets. 

(c) {Ed is enumerable. We must show that the total space E = { (i,J)Ii 
E 0} c z+ x z+ is enumerable. We write the condition i E 0 in the form 
of an el type formula, in which all the quantified variables take values in 
z+. We use the fact thatf[ t1 (j)]- f[ t2(j)] E Z[x1, ••• , x1]. We have: 

<=::>3t({3x 1 ••• 3~ Vk ~ j (f[ k] = Gd(k, t))) 

f\Gd(S, t) = i 1\ Gd(t1 (j), t) = Gd{t2 (j), t) ), 

where Gd(k, t) is Godel's function (see §4 of Chapter V). Furthermore, by 
the definition of f(k]: 

3x1 • • • 3x1 Vk ~ j (f[ k] =Gd(k, t)) 

<==:>Vk ~ j ( (k ~ 3/\ Gd(k, t) = l)V3l((k = 411\ Gd(k, t) =I) 

V ( k = 41 + 2/\ Gd( k, t) = Gd( t 1 (I), t) + Gd( t 2 (I), t)) 

V(k = 4/ + 3/\ Gd(k, t) = Gd(t1 (/), t) Gd(t2 (/), t)))). 

Here the part of the formula after 3/ defines a decidable set in (k, t, /)­
space. The quantifier 3/ projects this set onto the <k, I)-coordinates, 
thereby taking it to an enumerable set, and the bounded quantifier 'V k ~ j 
preserves enumerability (see §2). Returning to the formula which defines 
E, we find that the set we have constructed so far must be intersected with 
two other decidable sets and then projected along the t-axis, so that the 
result is again enumerable. 

(d) Construction of a versa! m-family over z+. The case m = 0 is trivial, 
and the case m = 1 has already been discussed. The case m > 2 reduces to 
the case m = 1 using the isomorphism 'T(m) : (Z+)m ,;;.z+. In fact, let 
Ek = EP> be a versa} 1-family, and set Ejm> = ('T<m>)- 1(Ejl>). The family 
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{ Efml} is enumerable because 

£(m) = { <x, k)ix E Elm)}= { <(r<ml)- 1(x), k)ix E EP>} 
= { r<mJ, prl) -1£(1)_ 

(e) Construction of a versa/ family of !-functions. We take a versa! 
2-family { £Pl} with total space 

£<2l = { <x,y, k)l<x,y) E £Pl} c (z+)3. 

Let g(x,y, k, z) be a primitive recursive function such that the projection 
of its !-level onto the <x,y, k)-coordinates coincides with £(2l. We set 

f(x, k) = t~2>{min{ ul g(x, tf2l(u), k, tfl(u)) =I}). 
We claim that {AIA(x) = f(x, k)} is a versa! family of !-functions. The 
total function is obviously partial recursive. We need only verify that every 
partial recursive !-function f occurs in the family. 

Let r1 be the graph off, and let f 1 = Ek~>, where k 0 E z+. We show that 
f = fko· In fact, 

<x,f(x)) E f 1 = Ei;l¢=;.<x,J(x), k0) E £<2> 

¢=!>3Z E z+, 
g(x,f(x), k 0, z) =I. 

Among the z EZ+ which make g(x,f(x), k 0, z) =I, we choose the z for 
which the number u given by <f(x), z) = <rf2l(u), tfl(u)) is minimal. For 
this u we havefk/x) = tf2l(u) = f(x), which proves the claim. 

(f) Construction of a versa/ family of m-functions. The case m = 0 is 
trivial. If {!11)} is a versa! family of !-functions, then form ~ 2 we set 

Jkml(xi, ... 'xm) = .Jkll( r<ml(xi, ... 'xm)), 

thereby obtaining a versa! family of m-functions. 
The theorem is proved. 0 

8.2. The choice of versa! families is far from unique. If m > 1, there does 
not exist a versa! family which contains each function or each set exactly 
once (i.e., a universal family). Nevertheless, there are important methods of 
extracting invariant information from data about the position of a function 
or set in a versa! family. The next section is devoted to this question. 

9 Kolmogorov complexity 

9.1. Let u = { ud be an enumerable family of m-functions over z+, and let 
f be a partial recursive m-function. We define the complexity off relative to 
the family u as 

Cu (f)= {min{ kiuk = !}, if such a k exists; 
oo, otherwise. 
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We call the enumerable family u (asymptotically) optimal if, for any 
other enumerable family v, there exists a constant cu v > 0 such that for 
every partial recursive m-function f we have ' 

c" (f) ' cu. v cv (f). 
If we take v to be any versal family, we see that an optimal family must be 
versal, i.e., C"(f) never takes the value oo. 

9.2. lbeorem (Kolmogorov) 

(a) For any m;;;. 0, optimal families exist and can be effectively con­
structed. 

(b) If u and v are optimal families of m-functions, then for any m-junction 

f 

9.3. Remarks 
(a) The measure of complexity C"(f) involves the following intuitive 

ideas. In order to define any enumerable family u, it is only necessary to 
give a finite amount of information, for example, a program which semi­
computes the total function of u. Therefore, in order to define a specific 
function f which occurs in the family u, it suffices to give no more than 

log2 Cu (f) + canst 

bits of information, namely, the program for u and the number off in u. 
(b) A family being optimal means that it can be used to compute any 

m-function, and that the loss in using it rather than any other family to 
compute a function is bounded by a constant which does not depend on 
the function. 

(c) Finally, the inequality 9.2(b), which follows trivially from the defini­
tion of an optimal family, shows that, to within an additive term which is 
bounded in absolute value, the logarithmic measure of complexity 

(where " [ ] " ="integral part") 

does not depend on the choice of the optimal family u, and so is an 
asymptotic invariant of f. 
9.4. PRooF OF THEOREM 9.2. We first choose a recursive imbedding 
0 : z+ X z+ ~z+ which has a recursive inverse function and which satis­
fies the following linear growth condition in one of its arguments: 

O(k,j)' k· cp(j), for all k,j EZ+ and some suitable cp: z+ ~z+. 
For example, we could let 01(k,j) = (2k- 1)21 with cp 1(j) = Y+ 1, or, 
following Kolmogorov, we could let 

02 ( k 1k2 · • · k,, j 1j 2 • · • j,) = j 1j 1 • • • j,j,01k 1 • • • k,, 
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where ka,ip E {0, I} and the bar denotes the binary expansion of a 
number. Here q,2U) < const ·/, so that this function grows more slowly. 
(See also subsection 9.8 below.) 

Now let U be any versal family of (m +I)-functions. We define a 
family u of m-functions by setting 

u(x1, ••• , Xm, k) = U(x 1, .•• , Xm, ()-I (k)). 

We show that the family u is optimal, with the following bound for the 
constants 

cu,v ~ q,(Cu(v)). 

In fact, letjbe a recursive m-function. It suffices to consider the case when 
j occurs in the family v. Then 

j(x1, ••• , xm) = v(xp ... , xm; Cv(j)) 

= U(x 1, ••• , xm> Cv(j); Cu(v)) 

= u(xi, ... , Xm, O(Cv(j), Cu(v))), 

so that 

Cu(j) ~ O(Cv(j), Cu(v)) ~ Cv(j)q,(Cu(v)). 

The theorem is proved. 0 

9.5. EXAMPLE. A 0-function j can be identified with the single value it 
takes, i.e., with a positive integer n. In this case, Theorem 9.2 gives us an 
almost invariant complexity Cu(n) for the integers. We have: 

(a) Cu(n) ~ const · n for all n, since the function "n" appears in the nth 
place in the simplest versal family un( ·) = n. 

(b) C(n)~min{2j- 1(2k- I)ln is the kth value of the jth function in 
some versal family of !-functions}. (We write j- g if j and g have the 
same domain of definition, and j ~ const · g and g ~ const ·! for suitable 
constants. In relations of the type Cu(fk)- g(k), we often omit the desig­
nation of the optimal family u, which we take to be arbitrary, but fixed.) 

It is clear from (b) that the complexity of the numbers Pn (the nth 
prime), n2, or 

nn (n times) 
as n ~ oo is asymptotically no greater than const · n, since each of these is 
the nth value of a fixed recursive function. In 9.7(b) below, we shall lower 
this estimate to const · C ( n ). 

Instead of integers, Kolmogorov and his collaborators considered finite 
binary sequences and constructed a theory which showed that the most 
complex binary sequences are those which approach random behavior. See 
the survey article by A. K. Zvonkin and L. A. Levin in Uspehi Matern. 
Nauk, vol. XXV, No. 6 (1970) (translated in Russian Mathematical 
Surveys), which contains a large bibliography. 

227 



VI Diophantine sets and algorithmic undecidability 

9.6. Proposition. 
(a) Let 

F=fo(ft (xi,···' x,.,), · · · ,fn(xl, · · · 'x,.,), Xn+I• · · · 'xP), 

where the .h are recursive functions. Then 

C(F) < const · fr C(.h )(log _IT C(,h ))n-I' 
i=l 1=1 

if fo is fixed and .h runs through all possible m-functions. Here const 
depends on fo and on the families used to compute the complexity, but does 
not depend on j 1, ••• , fn· 

(b) If fo is also allowed to vary, then II7_ 1 must be replaced by Il7-o and 
log"- 1 must be replaced by logn on the right. 

9. 7. Special cases 
(a) If, for example, we set fo = sum2 or prod2o then we have: 

C(f1 + j 2 ), C (!1!2 ) < const C(f1 )C(J2 ) log( C(J1 )C(J2 )). 

(b) If we set n = 1 and m = 0, we find that for any enumerable family 
{fd: 

c(J(k, x 1, ••• , xP)) < const C{k). 

9.8. PRooF OF PRoPOSITION 9.6. First of all, for every n ~ I we define the 
following recursive bijection with a recursive inverse: 

the index of then-tuple <k1, .•• , kn) 
n 

if we order n-tuples according to increasing II k;, 

n 

and in alphabetical order for fixed II k;. 
i=l 

It is easy to see (by induction on n) that 

We define the function e: (z+r+t~z+ as follows: 

where (} is as described in 9.4. 

i=l 

We now consider two optimal families v(x 1, ••• , xP' /) and 
u(x1, •.• , x,.,, k) of p-functions and m-functions, respectively. We use 
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these two families to construct the families 

W(x 1, ••• , xp; k 1, ••• , kn, I) 

= v(u(xl, ... 'xm, kl), ... 'u(x), ... 'xm, kn), xn+l• ... 'xp, 1), 

The function F occurs in the 

place in the family w. Then the estimate O(k,j) < k· cj>(j), along with the 
estimate for o<n>, give assertion (a). 

We similarly obtain (b), if we replace 8 by o<n+t> in the definition of w. 
0 

Remark. The function 0 (n) gives us the most economical estimate for 
C(F) which is symmetrical in the C(f1), ••• , CCfn). In specific situations 
it might make sense to improve the estimate in certain of the C (J;) at the 
expense of worsening the estimate with respect to the others; this is done 
by suitably changing 0. For example, Kolmogorov's 0 gives 

CUt + f 2 ) < const C (!1 )C (!2 ) 2, 

which is better than 

const C (!1 )C (!2 ) log( CUt ) C Uz)) 

if C (!2) grows much more slowly than C (!1). 

9.9. lbeorem. The function C(f) is not computable. More precisely, let g(k) 
be any unbounded partial recursive function, and let {A} be any enumer­
able family. Then it is false that C(fk)ID(g)-g(k). 

Thus, C(A) can only be computable (even up to -)on a set of indices 
k such that there are only finitely many different functions among the 
functions A; otherwise, C (fk) is not bounded on this set. 

PROOF. Suppose that C(A)ID(g)-g(k). We show that there exists a 
general recursive function h: z+ ~z+ whose image is contained in D(g) 
and such that goh is monotonically increasing. We then obtain a con­
tradiction as follows. By 9.7(b), for all k we have 

C(J,(k)) < const C(k), 

and, by our assumption and by the fact that go h is increasing, 

C(jh<k>);;;. const g(h(k));;;. const · k. 

But these two inequalities are incompatible, because lim inf C(k)/ k = 0 
(for example, C(k2)/ k2 < const/ k). 
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It remains to construct h. We choose a general recursive bijection 
h1 : z+ ~D(g), using Proposition 5.6 of Chapter V, and we set 

E = { kl\fi < k, g(h 1 (i)) < g(h 1 (k)) }. 

This set is decidable and infinite, and goh 1 is an increasing function on E. 
Let h2 : z+- E be an increasing general recursive bijection (again using 

Proposition 5.6 of Chapter V). Then h = h1oh2 has the necessary proper­
ties. The theorem is proved. 0 

9.10. Remarks 
(a) Theorem 9.9 shows that computing complexity is a problem demand­

ing creativity: even if we find the number of a place where f occurs in an 
optimal family { uk }, there is no algorithm which could tell us whether or 
not this function occurs even sooner. 

(b) Since C (k) ¥= C (!) ~ k ¥= I, it follows that for all x and B 

card{yly < x, C(y) < xj B} < x/ B, 

i.e., most numbers have a large complexity. 
Nevertheless, it is not possible to give effectively a sequence of numbers 

which asymptotically have maximal complexity. More precisely, let { k;} be 
any increasing sequence with C (k;) ~ kJ B for some constant B. Then the 
set { k;} does not contain a single infinite enumerable set E. Otherwise, we 
would be able to find an increasing general recursive function h : z+ - E, 
and would obtain a contradiction, as in Theorem 9.9. 

(c) Let u = { ud be any optimal family of m-functions. The "moments 
of first appearance" { kl\fi < k, u; ¥= ud actually form a sequence of 
asymptotically maximal complexity, since, by the definition and by 9.7(b), 
they satisfy 

k = Cu (uk) < const · C(k). 

Thus, we might say that in an optimal family the functions first appear "at 
random moments." 

The problem of computing C ( uk) is complicated by the fact that, at 
least in the specific families in the proof of Theorem 9.2, any function 
appears infinitely often, so that if we are not lucky we might first notice 
the function arbitrarily far out from the place where it first appeared. 

(d) Finally, we mention that at least one essential aspect of the complex­
ity of computations has not been touched upon in our discussion of Cu. 
Namely, log2 C(k) measures the length of a program that could compute k, 
but says nothing about the time it takes for such a program to work, let 
alone the possibilities for shortening the time by performing parallel 
computations, lengthening the program, and so on. 

The concept of complexity is rather far removed from practical uses. 
But it seems to be such a fundamental idea that its role in theoretical 
mathematics is likely to grow. 
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CHAPTER VII 

Godel' s incompleteness theorem 

1 Arithmetic of syntax 

1.1. In this section we show how the syntax of formal languages reduces in 
principle to arithmetic. We do this by identifying the symbols, expressions, 
and texts in a finite or countable alphabet A with certain natural numbers 
(i.e., by numbering them) in such a way that the syntactic operations 
(juxtaposition, substitution, etc.) are represented by recursive functions, 
and the syntactic relations (occurrence in an expression, "being a for­
mula," etc.) are represented by decidable or enumerable sets. 

In Chapter II we described how this technique works for Smullyan's 
language of arithmetic, but now we shall investigate it more systematically. 
Our first task is to show that the computability of syntactic operations and 
the decidability (enumerability) of syntactic relations on the sets of expres­
sions and texts do not depend on how we number them, as long as we 
adhere to certain weak natural restrictions. 

This independence of the method of numbering allows us to consider 
this numbering not only as a technical device, but also as a reflection of a 
deep equivalence between arithmetic and the combinatorial properties of 
formal texts. In modern computers, where a single store-location may serve 
consecutively as a number, a name (code), and a command, this equiva­
lence between syntax and arithmetic is realized "in the flesh" and is 
accepted as a basic principle. This was not the case, however, in 1931, 
when Godel first introduced the concept of numbering. 

1.2. Numbering. Let S be .a finite or countable set. By a numbering of S we 
mean any injective map N: s_.,z+ whose image is decidable. We call N(s) 
theN-number of an elements E S. We call two numberings Nand M of a 
set s equivalent if the partial functions N ° M- I and M 0 N -I from z+ to 
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z+ are partial recursive. These functions are automatically computable (not 
only semi-computable), since their domains of definition are decidable (see 
§ 1-2 of Chapter V). 

The intuitive meaning of these definitions is clear: requiring the set of 
N (s) to be decidable ensures that it is possible to determine whether or not 
a natural number has the property of "being the number of an element of 
S," and two numberings are equivalent when each of them can be 
effectively recovered from the other for any s E S. 

1.3. Lemma. 
(a) The relation of equivalence between numberings is reflexive, sym­

metric, and transitive. 
(b) Any injective map from a finite set S to z+ is a numbering, and any 

two numberings of a finiteS are equivalent. 
(c) Any numbering of an infinite set is equivalent to a numbering whose 

image is all of z+. 

All this either is obvious or has already been proved. In particular, (c) 
follows from Proposition 5.2 in Chapter V. 

1.4. Let S1 and S2 be two sets, and let N;: S;~z+, i = 1, 2, be numberings 
of them. We call a partial function f: S 1 ~ S2 partial recursive relative to 
(N1, N2) if the map N2ofoN1- 1 is partial recursive. A tautological exam­
ple: any numbering function N : S ~z+ is partial recursive relative to (N, 
identity). 

A subset T c S is said to be decidable, enumerable, arithmetical (i.e., 
definable in L1Ar, see Chapter II, §2) relative to the numbering N 1 if the 
set N 1 ( T) has the corresponding property. 

1.5. Lemma. If (N1, N2) is replaced by a pair of equivalent numberings 
( N {, N ]) in 1.4, then the classes of recursive functions f : S 1 ~ S2 and of 
decidable, enumerable, and arithmetical subsets of S 1 do not change. 

PRooF. The composition of computable recursive functions is recursive 
and computable. The inverse image of a decidable (respectively enumer­
able) set with respect to a computable function is decidable (respectively 
enumerable). Finally, suppose that f: z+ ~z+ is a partial recursive func­
tion, and that E c z+ is an arithmetical set. Then f- 1(£) = 
pr1((z+ X E) n f 1) (in z+ X z+). Since z+ X E is arithmetical and f 1 is 
also arithmetical (even Diophantine), it follows thatf- 1(£) is arithmetical. 

D 

1.6. Let S; be sets with numberings N;, i =I, ... , r. A numbering N : S 1 

X · · · X S,~z+ is said to be compatible with (N1, ••• , N,) if the 
projection pr; : S 1 X · · · X S,~ S; is recursive relative to (N, N;) for all 
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i = I, ... , r, and if the partial function 

(N,-', ... ' N,-') N 
(z+)' ::::::;> S1 X · · · X S,::::::;>z+ 

is recursive. In other words, the N;-numbers of the coordinates are com­
puted from theN-number of the vector, and conversely. 

1.7. Lemma. 
(a) In the notation of 1.5, for any <N1, ••• , N,) there exists a 

numbering N which is compatible with them. For example, for s; E S;, 
i = I, ... , r, we mtQ' set 

N (s1, ••• , s,) = r<'>(N1 (s1), ••• , N, (s,)) 

(for the definition of r<'>, see subsection 4.5 in Chapter V). 
(b) If N is compatible with <N,, ... , N,), N is equivalent toM, and N; 

is equivalent to M; for i = I, ... , r, then M is compatible with 
<M,, ... , M,). 

(c) If N is compatible with <N,, .. . , N,) and M is compatible with 
<N~> ... , N,), then N and M are equivalent. If N is compatible with 
<NI> ... , N,) and also with <M" ... , M,), then N; and M; are equiv-
alent for all i = I, ... , r. 

What all this says is that the relationship of compatibility gives a 
one-to-one correspondence between families consisting of r equivalence 
classes of numberings of the sets S 1, ••• , S, and certain equivalence 
classes of numberings of S1 x · · · X S,. This lemma is proved by 
mechanically checking the definitions. 

l.8.LetA 1 =AX · · · XA (ltimes),andletS(A)=A 1 UA 2 u · · · UA 1 

U · · · . If A is an alphabet, then S (A) is the set of expressions in the 
alphabet. Here A 0 = {/\} consists of the empty expression. The function 
S(A)~z+ which takes the value p on each element of AP is called the 
length of the expression. The "ith coordinate" partial function from 
z+ X S (A) to A 1 given by (i, <a" ... , ap)) ~ a; is defined on the subset 
U ;': 1 { i} X (A; u A i+ 1 u · · · ). The ''juxtaposition" function from S (A) 
X S(A) to S(A) takes 

(<a,, ... , ap), <b,, ... , bq)) to <a,, ... , aP, b1, ... , bq). 

A numbering N of S(A) is called admissible if the length function, the 
ith coordinate function, and the juxtaposition function are partial recursive 
relative to <N, id), (<id, N), N), and (<N, N), N), respectively. Anum­
bering N of S (A) is said to be compatible with a numbering N0 of A if it is 
admissible and if the restriction of N to A 1 is equivalent to N0 on A (where 
we identify A 1 with A). 
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Here is the basic result of this section: 

I. 9. Proposition. 

(a) If N is admissible, then any numbering equivalent to N is also 
admissible. 

(b) If N is compatible with N0, N' is equivalent toN, and N0 is equivalent 
to N 0, then N' is compatible with N0. 

(c) If Nand N' are both compatible with N0 then they are equivalent. 
(d) For any numbering N 0 of A, there exists a compatible numbering N of 

S (A), whose equivalence class is uniquely determined by the class of 
N0 because of (c). 

PRooF. We obtain (a) and (b) formally from Lemma 1.6. To prove (c), we 
find the N-number of an expression from its N'-number as follows. Let 
m • n = N( N -I ( m )N -I ( n)) (where the argument of N is the juxtaposi­
tion of the two expressions N - 1(m) and N - 1(n)). The partial function 
from z+ x z+ to z+ defined by <m, n)~ m * n is recursive and associa­
tive, since N is admissible. Further, let (k); = N (the ith coordinate of 
N - 1(k)). The partial function z+ X z+ ~z+ : <k, i) ~ (k); is recursive 
for the same reason. We similarly define (k)~ in terms of N'. Finally, let 
!' : z+ ~z+ be the partial function "the length of N'- 1(k)." It is also 
recursive. 

Then we have: 

NoN'- 1(k) = NoN'- 1 ((k)~) * · · · * NoN'- 1((k);.(k))· 

But the N'-numbers of the one-letter expressions {(k);} form a decidable 
subset of z+ (namely, the 1-level of the computable function 1'). The 
restriction of NoN'- 1 to this subset is a recursive function, since the 
restrictions of Nand N' to A 1 are equivalent. We obtain (c) from this and 
from the recursiveness of • , (k):, and I' (by applying induction on x to 
• f= 1NoN'- 1{(k);) and then substituting x = l'(k)). 

We prove (d) using an explicit construction of Godel (the idea of which, 
incidentally, goes back to Leibniz). 

(d1) Construction of N compatible with N0 : 

N(a a ) =pNo(a,) • •• pNo(am) 
1' • · ·' m 1 m ' 

where p 1 = 2, p 2 = 3, . . . are the prime numbers. Here N (I\) = 1. We 
verify that N has the required properties. 

(d2) N is a numbering. First of all, N: S(A)~z+ is an imbedding 
because N0 :A ~z+ is injective, and we have unique factorization in z+. 

We show that the image of N is decidable. In the first place, the set of 
prime numbers in z+ is decidable, since it is the 2-level of the everywhere 
defined recursive function 
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where (see §3 of Chapter V) 

d(k, n) = s( (rem(k, n)- k)2 + 1) = { 2• 
1, 

s(I) = 2, s(;;. 2) = I. 

if kJn, 
otherwise, 

Thus, the function i ~ P; is recursive (see the proof of Proposition 5.2 in 
Chapter V). 

We now set 

f(n, i, y) = s( (rem(p(, n)- p()2 + 1 ). 

This function is recursive, and hence so is the function of (n, i) 

v;(n) = min{yjj(n, i,y) = 1} =(the power of P; which divides n) + 1. 

This implies that the "length" function is recursive: 
n 

l (n) =the number of prime divisors of n = ~ s( v;(n))...:.. n 
i=l 

(automatically Pm { n when m > n, since Pm > m). 
Now let E be the image of N0 in z+. Then 

image of N = { nJVi < l(n), v;(n) E E + 1 }. 

But the set F = { (i, n)Jq(n) E E + 1} is decidable, since it is the preimage 
of E + I under v, and applying the bounded universal quantifier preserves 
the decidability. In fact, let XF(i, n) = I if (i, n) E F and XF(i, n) = 2 if 
(i, n) f/. F. Then the image of N is the 2-level of the following function of 

-n: s(lt\:{x F(i, n)). 
(d3) N is admissible. We have already shown that the length function is 

recursive. The ith coordinate function is represented by [Pt'<n) jp;] (the 
integral part). Finally, juxtaposition is represented by the function 

l(n) 

II v (n)-1 
m * n=m P/(m)+J, 

)=I 

which is recursive by what has already been proved. 
We note that our number-theoretic functions are defined on all of z+, 

not only on the Godel numbers of any specific numbering. In what follows 
we shall only point out when such an extension of the domains of 
definition is possible if there is a special reason for mentioning this 
possibility. 

(d4) N is compatible with N 0 . The functions x ~ 2x andy~ logiy) 
(y E 2z+) tell us how to go from one numbering to the other on one-letter 
expressions. These functions are obviously recursive. 

This completes the proof of Proposition 1.9. 0 

1.10. Concluding remarks. Proposition 1.9 shows that, if we are given an 
equivalence class of numberings of an alphabet A of a formal language, 
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then this uniquely determines an equivalence class of numberings of the set 
of expressions S (A), of the set of texts S( S (A)), and so on, all of which 
are compatible with the numberings of A in the given class. Hence, the set 
of recursive operations and the set of decidable or enumerable relations 
are invariantly defined on the expressions and texts. The only nonunique­
ness that remains is the choice of the equivalence class of the numbering of 
A. 

In all cases of which the author is aware, this choice is also determined 
canonically in the following way. Namely, A is realized as a decidable 
subset of the expressions in some finite "protoalphabet" A 0 , where decidabil­
ity is understood in the sense of any numbering of S (A 0) which is 
compatible with any numbering of A 0• It follows from Lemmas 1.3 and 1.5 
and Proposition 1.9 applied to A 0 that the resulting class of numberings of 
A will not depend on either the imbedding of A in S (A0), the numbering 
of A0, or even the choice of A0 (where we recall that, if A0 c A 1 are finite, 
then S(Ao) c S(A 1) is decidable). 

From this point of view, it is natural to consider the nine-letter alphabet 
of SAr which was described in § 10 of Chapter II to be a protoalphabet. 
Then x, x', x", x"', . .. are elements of the "real alphabet." Smullyan's 
particular numbering system is very convenient for proving Tarski's theo­
rem, but the "undefinability of truth" in SAr does not depend on the 
special form of this numbering, as should by now be completely clear. 

More generally, any complete printed description of any alphabet A 
realizes A in the protoalphabet of available typographical symbols, which 
is of course finite, and thereby determines a canonical equivalence class of 
numberings of A. 

2 Incompleteness principles 

2.1. Godel's theorem on the incompleteness of formal theories can be given 
many precise formulations, none of which entirely exhausts its content. In 
this section, using the results obtained in § 1, we shall try to separate the 
conceptual aspects of the theorem from the technical details needed to 
prove it for various languages. 

2.2. Let A be a finite or countable alphabet with its canonical equivalence 
class of numberings, and let S(A) be the set of expressions in A. We 
suppose that the following two subsets of S (A) have somehow been 
defined: 

(a) T c S(A), the set of "true" expressions. For example, we might have 
been given a language with A as its alphabet, some sort of semantics for 
the language, and a truth (unction. 

(b) D c S (A), the set of "provable" or "deducible" expressions. This set 
might be described by giving "axioms" and "rules of deduction," or in 
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some other way. We shall always assume that D c T, as the terminology 
suggests (it is only possible to prove what is true). 

There is every reason to expect that, if D and T have been constructed 
"in a natural way," in the process of formalizing some fragment of modem 
mathematics, then the following principles hold true. 

2.3. The set D is enumerable. The intuitive arguments to support this 
assertion are as follows. Suppose that the "provable" expressions are those 
for which "proofs" exist. Here "proofs" are certain texts which, perhaps, 
are written in another alphabet B, i.e., they are elements of S(S(B)). (For 
example, theorems in L1Ar may be proved in L1Set.) One minimal require­
ment for formal mathematical proofs is that it must be possible mechani­
cally to determine that they are proofs, i.e., they must form a decidable 
subset of S(S(B)). (Here it would actually be sufficient to require that the 
set of "proofs" be enumerable.) Another unavoidable requirement is that 
from every proof we must be able to obtain mechanically the "expression 
proved" in S (A). In other words, the partial function from S( S (B)) to 
S (A) given by "proof'~ "expression proved" must be (semi-) comput­
able. But then the image of this function is enumerable. In §5 we show that 
the set of deducible formulas in el is enumerable, in accordance with these 
informal considerations. 

We note that a time aspect has implicitly entered into the discussion. A 
"proof" is understood to mean a "proof using the means accepted at the 
present time and (semi-) identifiable as being accepted." If, for example, 
we introduce a new axiom of set theory and it becomes widely accepted, 
then the concept of a proof becomes broader, as happened with the axiom 
of choice (or, rather, the principle of transfinite induction, Zorn's 
lemma, ... ). See the discussion in §7. 

2.4. The set T is not enumerable if the semantics of truth is rich enough to 
include elementary arithmetic. We clearly have in mind some version of 
Tarski's theorem, which, in fact, even tells us that Tis not an arithmetical 
set. In the next section we give several precise formulations of this 
principle. (See also subsections 7.3-7.4 below.) 

2.5. GOOel's incompleteness theorem (General form). All formal theories of 
mathematics satisfy the principles 2.3 and 2.4. Therefore, 1j a theory is 
sufficiently rich, it always contains true expressions which are not provable. 

3 Nonenumerability of true formulas 

The following criteria are all variations on a single theme, even if this is 
not obvious at first, namely, "self-reference, or the diagonal process." 

3.1. The language SAr. We refer the reader to §10 of Chapter II for the 
description of this language and its standard interpretation. In §II of 
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Chapter II we showed that the set of numbers of true formulas in 
Smullyan's numbering system is nonarithmetical. This set is a fortiori 
nonenumerable, since enumerable sets are even Diophantine. 

3.2. The language L1Ar. Here we give two versions of the argument, one of 
which gives the stronger result and the other of which gives the more 
concrete result. A third version, which is closer to Godel's original proof, 
will be described in §7. 

(a) Tarski' s theorem for L1Ar. The proof that the set of true formulas in 
L1Ar is nonarithmetical can be reduced to Tarski's theorem for SArin the 
following way. In the first place, the sets of formulas in L1Ar and SAr are 
decidable in the set of all expressions (this will be shown for L1Ar in §4). 

tr 
In the second place, the translation map {formulas in SAr} ~{formulas 
in L1Ar}, which was described in §10 of Chapter II, is recursive (as is 
easily shown using the arguments in the next section). Since the map tr 
preserves the truth function, we have Ts = tr- 1(TL) in the obvious nota-

l 

tion. But then, if TL 1 were arithmetical, it would follow that Ts is also 
arithmetical (see the proof of Lemma 1.5), which contradicts Tarski's 
theorem for SAr. It would be a useful exercise for the reader, after first 
reading §4, to carry out this proof in complete detail. 

The following argument is simpler and more precise, but it only shows 
that TL 1 is nonenumerable, and not that it is nonarithmetical. 

(b) Let E c z+ be an enumerable but undecidable set (which exists by 
§5 of Chapter V). Let E be defined by the formula P(x) in L1Ar which has 
one free variable x. For n ~ 2 we set ii = + ( + (1 + (1, 1)) · · · ). which is 
the term-name for the integer n in the obvious canonical el type notation. 
We consider the family of closed formulas { •(P(ii))ln EZ+} in L1Ar. 

3.3. Proposition. 

(a) The function z+ ~{formulas in LIAr} given by n ~ -,p (ii) is 
recursive. 

(b) The set { n I -, ( P ( il)) is true} is nonenumerable. 

Corollary. TL 1 is nonenumerable; more precisely, the set of true formulas in 
the family { -, ( P ( ii))} is nonenumerable. 

(If TL were enumerable, its preimage in z+ would also be enumerable.) 
I 

PROOF. 

(a) Let the formula -,(P(x)) have the form R1 X R2 X · · · X Rs+I• 
where x does not occur in the expressions R;. Using the same notation as 
in the proof of Proposition 1.9, for a fixed numbering N of the set of 
expressions with juxtaposition function • we have: 

N(-,(P(n)))=N(R1 )•N(n)•N(R2 )• ••• •N(Rs+l). 
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Hence, it suffices to show that the function n ~ N (ii) is recursive. But, 
since n + 1 = + (i, ii), it follows that for n > 1 

N( n +I)= N( +) * N("(") * N(l) * N(ii) * N(")"), 

which expresses N(n +I) recursively in terms of N(ii). 
(b) { ni•(P(n)) E TL,} =Z+ \E by the definition of the formula P(x) 

defining E. But the complement of E is nonenumerable, since E is 
undecidable. 

The proposition and the corollary are proved. 0 
3.4. Languages at least as rich as L1Ar. Let L be an arbitrary language with 
a (finite or countable) alphabet A, in which we are given a set T of "true" 
expressions. We suppose that Lis no poorer than a language of arithmetic 
in the following sense: There exists a translation map 

tr : {formulas in L1 Ar} => {expressions in A } 

which takes TL to T, takes the complement of TL to the complement of T, 
I 1 

and is recursive. 
Then T is nonenumerable. 
Such a translation map can be constructed for L1Set, for example. 

Proposition 3.3 shows that, actually, we need only know how to translate 
into L the formulas in the family •(P(n)); this allows us to use a very 
modest language of arithmetic. 

3.5. Remarks 
(a) The series of Diophantine problems "Is P(n) true?," i.e., "Does the 

Diophantine equation F(n; x 1, ••• , x,) = 0 have a solution in z+?" (where 
F is a suitable polynomial with integer coefficients, see Chapter VI) has the 
property that no finitely describable collection of means of proof is 
adequate to answer this series of questions completely. One might say that 
even the theory of Diophantine equations is infinitely complicated. 

(b) In some sense any problem in mathematics reduces to a Diophan­
tine problem. In fact, after translating the problem into a suitable formal 
language, we may just ask, "Is the formula P or the formula -,p 
provable?" But this is precisely the same as asking whether the number of 
P (the number of -,P) belongs to the enumerable set D of provable 
formulas, i.e., whether the Diophantine equation corresponding to D in the 
given series is decidable. 

This gives somewhat unexpected support for Gauss's opinion regarding 
the queenly status of arithmetic. There even exists a "queen of the 
Diophantine equations" whose graph projects onto the set of numbers of 
formulas in L1Set which are deducible from the Zermelo-Fraenkel axioms. 

But, of course, we normally ask "Is P true?" and not "Is P provable?." 
From this point of view, the most creative activity in mathematics is the 
discovery of new principles of proof which do not reduce to the "legacy of 
the past" and which again must be taken on faith. Set theory as a whole 
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was the most recent such principle in the modern development of mathe­
matics. The dramatic history of its creation and of the disputes surround­
ing its acceptance is worthy of a discovery of this magnitude. 

It is amazing that within formal mathematics it is possible to say 
something about such informal things. See also §7 below. 

4 Syntactic analysis 

4.1. This section contains the preliminary technical material which will be 
needed in §5, when we prove that the set of deducible formulas in a 
language of el is enumerable. 

Let L be a fixed language in 1:1 having a finite or countable alphabet A. 
In order to shorten the technical work somewhat, we assume that we are 
working with a dialect which contains only the connectives ---, and ~ and 
the quantifier V. This is not in any sense essential. As in § 1, we have a 
canonical equivalence class of numberings of A, which determines number­
ings of S (A), S( S (A)), and so on. The terms "recursive," "decidable" etc. 
will be understood to refer to this class. Thus, we may omit explicit 
mention of the numbering in the statements of the basic results. But in the 
proofs it will be more convenient to work directly with a numbering. We 
therefore fix one of the numberings N: S(A)~z+ with juxtaposition 
function * , length function 1, and ith coordinate function (k);, as in the 
proof of Proposition 1.9. We shall assume that m * n > max(m, n), i.e., the 
number of any part of an expression is strictly less than the number of the 
whole expression. Such anN is called a Godel numbering. 

In addition to the conditions given in § l, we require that N satisfy the 
following conditions regarding recognition of the syntactic characteristics 
of the symbols of the alphabet: 

(a) The sets of variables, of constants, of operations, and of relations in A are 
decidable. 

(b) The "degree" junction on the set of operations and relations is recursive. 

We are now ready to begin. But before reading further the reader is 
advised to review §I of Chapter II. 

4.2. The partial function from S (A) X z+ to z+ given by 

< . p .> {the place in P containing the right parenthesis which 
an expresswn , 1 ~ 

corresponds to the left parenthesis in the ithplace in P 

is compatable, i.e., it is recursive and has a decidable domain of definition. 

PROOF. It will be convenient to use the following notation: if Q is a 
statement about integers in z+' then 

IIQII = { 1' 2, 
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This is a truth function which has been adjusted so as to take values in z+, 
which does not contain zero. 

We construct a function Par(k, i) : z+ X z+ _.,.z+ as follows: if (k); is 
not defined, or if (k); =I= N("("), or if (k); = N("(") but Vj E [ i, l(k) ], 
L~=ill(k)m = N("(")ll =I= L~=ill(k)m = N{")")ll, let Par(k, i) = 1; other­
wise, let Par(k, i) = min{JIJ ~ l(k) and L~=;ll(k)m = N("(")ll = 
L~=;ll(k)m=N(")")II}· Obviously, when restricted to N- 1(S(A))xz+, 
the function Par(k, i) gives the place in the expression N -I(k) containing 
the ")" which corresponds to the "(" in the ith place if this is possible, and 
gives I when this is not possible. (Compare with Lemma 1.2 in § 1 of 
Chapter II.) Hence, it suffices to show that Par(k, i) is recursive. But 
Par(k, i) has been defined by gluing together a finite number (four) of 
recursive functions having decidable domains of definition (by the proper­
ties of N). Thus, Par(k, i) is recursive. D 

4.3. The partial function S(A)_.,.z+ given by (an expression P)~ (the 
number of terms in L which are juxtaposed to get P) is computable. 

We recall that this number is uniquely defined (§I of Chapter II). 

PRooF. We first construct a formula which defines the function 

{
I ( k) + I, if N - 1 ( k) is not a 

LT(k) = th~ numbe~ ~f t~rms whose juxtap~sition of terms; 
JUXtaposihon IS N- 1 ( k ), otherwise 

from z+ to z+ recursively in terms of its values on smaller values of the 
argument. The way to carry out this syntactic analysis of N - 1(k) can be 
described verbally as follows: first see whether or not N - 1((k) 1) is a 
variable or constant and, if it is, whether or not N - 1((k)2 * · · · (k) 1(k)) is 
a juxtaposition of terms; if N - 1((k) 1) is not a variable or constant, check 
whether it is an operation, and, if it is, whether it is followed by "(," 
whether there is a corresponding ")," whether a juxtaposition of the 
required number of terms lies between the "(" and the ")," and whether ")" 
is followed by a juxtaposition of terms. 

To describe this procedure systematically, we set 

f. (k) = {· (k)2 * 
1, 

* (k)l(k)' if l(k);;:. 2; 
otherwise; 

f 2 (k) = { (k)3 * · · · * (k)Par(k, 2)- P 

I, 

j 3 (k) = { (k)Par(k, 2)+1 * · · · * (k)/(k)' 
I, 

All of these functions are recursive. 

if 4 ~ Par(k, 2); 

otherwise; 

if I< Par(k, 2) < l(k); 

otherwise. 
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We now write the following recipe for computing LT(k) recursively: 

/(k) = 1 and N -I (k) is a constant~LT(k) = 1, {
N -I (k) is a variable~LT(k) = 1, 

N- 1 ( k) is neither a variable nor a constant~ LT ( k) = 2; 

/(k) >1 and N- 1((k) 1) is a variable~LT(k) = 1 + LT(j1 (k)); 

/(k) >1 and N- 1 ((k)1) is a constant=>LT(k) = 1 + LT(j1 (k)); 

l(k) > 1, N -I ( (k )1) is an operation, (k)2 = N (" (" ), 

4.;;;; Par(k, 2) = l(k), 

degree N -I ((k) 1) = LT(j2 (k)) < 1(!2 (k))~LT(k) = 1; 

l(k) > 1, N -I ((k) 1) is an operation, (k)2 = N ("("), 

4.;;;; Par(k, 2) < l(k), 

degree N -I ((k) 1) = LT(J2 (k)) < I (!2 (k)), 

LT(j3 (k)) < 1(!3 (k))~LT(k) = 1 + LT(j3 (k)); 

I ( k) > 1 and none of the previous additional conditions hold 

~LT(k) = 1 + l(k). 

To show that LT is recursive, we first note that, for each of the above 
eight alternatives, we can easily construct a recursive function h;(k, x, y, z) 
with the following property: 

Ilk satisfies the ith alternativell = h;(k, LT(j1 (k)), LT(j2 (k)), LT(J3 (k))), 

and we can also construct a recursive function v;(k, x,y, z) with the 
property that k satisfies the ith alternative ~ 

LT(k) = v;(k, LT(j1 (k)), LT(j2 (k)), LT(j3 (k))). 

We therefore have the equation: 
8 

LT(k) = 2 L v;(k, LT(j1 (k)), LT(j2 (k)), LT(j3 (k))) 
i=l 

8 

.:. L (h;v;)(k, LT(J1 (k)), LT(j2 (k)), LT(j3 (k))). 
i=l 

Since J;(k) < k for k > 1, this formula allows us successively to compute 
the values of LT(k), starting with LT(l). But the recursion here computes 
the value at k not in terms of the value at k- 1, but in terms of several 
earlier values. It is this which presents the basic difficulty in showing that 
the syntactic functions are recursive. We now describe the device for 
overcoming this difficulty here and in all future cases. 
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In general, let cp1(k), ... , cPs(k) be recursive functions having the 
property that cp,(k) < k for all i ~ s and k > 2. Further, let 
h(x1, ••• , xm, k, y 1, ••• , Ys) be a recursive function, and let 
g(x1, ••• , x,, k) be defined by the relations 

g(x1, •• • , x,, I)= some known recursive function, 

g(x 1, ••• , x,, k +I)= h(x1, ••• , x,, k, g(x 1, ••• , x,, cp 1(k)), 

... ,g(x1, ••• , x,, $3 (k))). 

Using the juxtaposition function • , we let 
k 

G(x1, ••• , x,, k) = * g(x1, ••• , x,, i). 
i=I 

Since 
g(x1, ••• , x,, i) = (G(x1, ••• , x,, k)), 

for all i ~ I( G (x1, ••• , x,, k)) = k, and in particular for the greatest such 
i, it follows that, to verify that g is recursive, it suffices to show that G is 
recursive. But for k > 2 we have 

G(x1, ••• , x,, k +I)= G(x1, ••• , x,, k) • g(x1, ••• , x,, k +I) 

= G(x1, ••• , x,, k) 

* h(x1, ••• , x,,k, (G(x 1, ••• , x,,k)),Mk)• ... , (G(x 1, ••• , x,,k)),.,(k)), 

which is in the standard form for a recursive equation. 
If we apply this device to LT, setting n = 0, s = 3, and $;(k) = /;(k + 1), 

we obtain the recursiveness of LT. D 

Coronary. The set of terms is decidable. 
In fact, this set is the 1-level of the computable function LT. 

4.4. The set of atomic formulas is decidable. 
In fact, 

N -I (k) is an atomic formula~(k) 1 is a relation, (k)2 = N (''("), 

Par(k, 2) = l(k) > 4, 

and degree N -I ((k) 1) = LT(/2 (k)) ~ 1(!2 (k)), 

where f 2(k) was defined in 4.3. 

4.5. The set of formulas is decidable. 
In fact, in our dialect, which has been simplified to include only --,, ~. 
and 'f/, we have: 

N - 1(k) is a formula 

~N - 1(k) is an atomic formula, or is of the form 1(P), 

(P)~(Q), or 'flx(P), where P and Q are formulas and xis a variable. 
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Using the procedure in 4.3, we define the recursive functions 

f4(k) = { (k)3 * 
1, 

* (k)/(k)-1' if l(k) > 4; 
otherwise; 

fs(k) = { (k)2 * 
1' 

* (k)Par(k, I)-I' if Par(k, 1) ~ 3; 
otherwise; 

f 6 (k) = { (k)Par(k,l)-3 * · · · * (k)l(k)-1' if 3 <:: ~ar(k, 1) <:: /(1)- 1; 
1, otheTWise; 

f?(k) = { (k)4 * ... * (k)/(k)-1' if /(k) ~ 5; 
1, otherwise; 

At(k) = { 1, ifN-I (k) is an atomic formula; 
2, otherwise. 

The function 

Fm(k) = { 1, ifN-I (k) is a formula, 
2, otherwise 

is computed using the following recursive relation (where s(1) = 1 and 
s(k) = 2 for k > 2): 

Fm(k) = somin{ At(k); ll(k)1 = N(" -,")11· ll(k)2 = N("(")ll· 11/(k) > 411 
·Fm{J4 (k)); 

ll(k)l = N("(")ll ·IIPar(k, 1) > 311· Fm(J5 (k)) 

·ll(k)par(k, I)+ I= N("---c)")ll·ll(k)par(k, 1)+2 = N("(")ll 

·IIPar(k, Par(k, I)+ 2) = /(k)ll· Fm(J6 (k)); 

ll(k)l = N("V")II·II(kh = N(a variable)ll·ll(k)3 = N{"(")ll 
·IIPar(k, 3) = l(k) > 511· Fm(J7 (k))}. 

Fm(k) is now shown to be recursive using the device described in 4.3. 

Corollary. The sets of formulas of the form 1(P), (P)---,)(Q), and \t'x(P) 
are decidable. 

4.3. The following function from S(A) X z+ X S(A) to S(A) is computable: 
(P, i, Q)~ the result of substituting P for the ith symbol in Q. 

We set 

. {(m) 1 * · · · * (m);_ 1 * k * (m); * 
Sub(k, 1, m) = if i <; I (m); 

1, otherwise. 

· · · * (m)l(m)' 
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This function is clearly recursive, and coincides with the required map on 
the set of (k, i, m) with k, mEN -•cs (A)). 0 

4.7. The following relation in z+ X S(A) x S(A) is decidable: "the one­
letter expression x is a free variable in the ith place in the formula P." 

If fact, we set 

Fr(i, k, I)= 

Then we have: 

{
I, 

2, 

if the condition in 4. 7 holds for P = N -l (k) 

and <x> = N- 1 (/); 

otherwise. 

N - 1(k) is not a formula, or N - 1(/) is not a variable, 

or i > l(k)==>Fr(i, k, I)= 2. 

Now suppose that N - 1(k) is a formula, N - 1(/) is a variable, and i ..;; I (k). 
Then the following alternatives remain: 

I= (k);, 

I= (k);. 

I= (k);. 

I= (k);, 

I= (k);, 

I= (k);, 

I =I= (k); ==>Fr(i, k, I)= 2; 

At(k) =I ==>Fr(i, k, I)= I; 

N - 1(k) has the form 1(P) 

==>Fr(i, k, /) = Fr(i,f5 (k), 1); 

N - 1(k) has the form (P)~(Q), i < Par(k, I) 

==>Fr(i, k, I)= Fr(i,f5 (k), I) 

N- 1(k) has the form (P)~(Q), i > Par(k, I)+ 2 
==>Fr(i, k, l) = Fr(i,f6 (k), I); 

N - 1(k) has the form 'r:lx(P), (k)2 = 1-===>Fr(i, k, I)= 2; 

N - 1(k) has the form 'r:l x(P), (/:;)2 =I= I 

==>Fr(i, k, I)= Fr(i,f1 (k), I). 

Here the functions f 5 , f 6, and f 7 were defined in 4.5. The rest of the proof 
that Fr is recursive follows the same procedure as in 4.4 and 4.5. 0 

4.8. The set { (x, P, t)ix is a variable, Pis a formula, t is a term, and x does 
not bind t in P } is decidable. 

In terms of"the numbers (i, k, m), this condition means that: 

'r:lj < /(k){ either (k)1 =I= i, or else (k)1 = i AFr(j, k, i) = 2, 

or else (k)1 = i AFr(j, k, i) =I 

A 'r:ln E [ 1, l(m) ](Fr(j + n _:_I, Sub(m,j, k), Sub(m,j, k)J+n..:. 1) 

= ll(m)n is a variable II)}. 
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That is, if t is substituted in place of any free occurrence of x in P, all the 
variables in t remain free. D 

4.9. The following partial function is computable: (x, P, t) ~ the result of 
substituting t in place of all free occurrences of x in P. 

Let (i, k, m) be the numbers of x, P, and t. We set 

. . ) _ ( (k)p if Fr(j, k, i) = 2; 
f(;, k, 1, m -

m, if Fr(j, k, i) = 1. 

This is a recursive function. We further set 
l(k) 

Sub t(i, k, m) = * f{J, k, i, m). 
j=l 

This is the number of the expression obtained by substituting t in place of 
all free occurrences of x in P. D 

5 Enumerability of deducible formulas 

5.1. General setup. Let L be any language with a numbered countable 
alphabet A. We suppose that the following data is fixed: 

(a) An enumerable set of "axioms" Ax c S(A). 
(b) A partial recursive function Inf: z+ X S{S(A))~S(A), i.e., an enu­

merable family of "rules of deduction." 

We shall say that an expression P E S (A) is a direct consequence of the 
expressions P1, ••• , P, by the ith rule of deduction, if <i, (P1, ••• , P,)) E 
D(lnf) and Inf(i, (P1, ••• , P,)) = P. We shall call an expression P deduc­
ible (from the "axioms") if there exists a finite sequence of expressions 
P 1, ••• , Pn = P such that for each j ~ n either Pj E Ax or there exist 
i E z+ and { Pk,• ... , Pk) c { P 1, ••• , lJ- t} such that lj is a direct con-
sequence of Pk,• ... , Pk, by the ith rule of deduction. We let D denote the 
set of all deducible expressions. 

5.2. Proposition. D is enumerable. 

PRooF. Let a : z+ ~ S (A) be a recursive function whose image coincides 
with Ax, and let inf : z+ ~ S (A) be the partial recursive function given by 
inf(n) = Inf{t~2)(n), N1- 1 (tf)(n))), where N1 : S{S(A))~z+ is any num­
bering of the texts which is compatible with the given numbering of the 
expressions. 

We construct a recursive function d: z+ ~ S(A) as follows: 

d(2n- 1) = a(n), 

d(2n) = inf(n), n>I. 

We claim that its image is D. In fact, it suffices to verify that (a) 
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Ax c image of d; and, (b) if Pp .. . , P, E image of d and P is a direct 
consequence of P1, ••• , P, by the ith rule of deduction, then P E image of 
d. 

But (a) is obvious, since all the axioms are written out in the odd 
numbered places. To verify (b), we choose n so that 

tf2>(n) = i, t12>(n) = N 1 ((P1, .•• , P,)). 

Then d(2n) = P. The proposition is proved. D 

We now verify that the general setup in 5.1 can always be realized in 
languages of el. 
5.3. The rules of deduction Gen and MP. We define the map 
Inf: z+ X S(S(A))~S(A) as follows: 

D (Inf) = { (1, (P, (P)~(Q )) )IP and Q are formulas} 

U { (i, (P) )IP is a formula, i > 2}, 

Inf(l, (P, (P)~(Q))) = Q, 

Inf(i, (P)) = Vx;_ 1 (Q ), 

where JC_j is the jth variable in L in any fixed numbering of the variables 
which has image z+ and is compatible with the numbering of A. It is clear 
that Inf is recursive and exhausts the rules of deduction Gen and MP. 

5.4. The axioms. We verify that the following sets are enumerable in any 
language in el : 
(a) The tautologies. 
(b) The logical quantifier axioms. 
(c) The axioms of equality. 

Two other sets we show to be enumerable are: 

(d) The special axioms of L1Ar. 
(e) The special axioms of L1Set. 

Actually, using the methods of §4 it is not hard to prove that all of these 
sets are even decidable. But the proof of enumerability is somewhat 
shorter, and will suffice for our purposes. 

5.5. The tautologies. In §5 of Chapter II we constructed a finite list of basis 
tautologies and showed that all the other tautologies can be deduced from 
them using MP. Thus, by Proposition 5.2, it is sufficient to verify that the 
basis tautologies are enumerable. 

Each of the basis tautologies determines a set of formulas of the form 

QJP;,Q2P;2 ... P;,Q,+ '' 

where the Q; are fixed expressions which are nonempty (with the possible 
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exception of Q1 and Q,+ 1); i 1, ••• , i, E {1, ... , m} and the (P1, ••• , Pm) 
varies over all ordered m-tuples of formulas in L. Since the set of such 
m-tuples is decidable by 4.5 above, and since the operation of juxtaposition 
is recursive, it is clear that we obtain an enumerable set of formulas. 

5.6. The logical quantifier axioms. In case our dialect of e1 does not have 3, 
these axioms can be expressed as the following two axiom schemes: 

(a) (Vx(P(x)))~(P(t)), if x does not bind the term tin the formula P. 
(b) (Vx((P)~(Q))}~((P)~('v'x(Q))), if x does not occur freely in P. 

By 4.8, the set of triples { (x, P, t)\x does not bind tin P} is decidable, 
and, by 4.9, the map (x, P, t)~ P(t) is recursive. Since juxtaposition is 
also recursive, the set of axioms (a) is the image of a decidable set under a 
recursive function, and so is enumerable. 

We may similarly conclude that (b) is enumerable if we verify that the 
condition "x does not occur freely in P" is decidable. But this is equiv­
alent to the following condition: "the formula obtained from P by sub­
stituting either of the variables x 1 or x2 in place of all free occurrences of x 
in P coincides with P," where (x1, x2) is any fixed pair of distinct 
variables. This condition is decidable by 4.9. 

5.7. The axioms of equality. By the definition in 4.6 of Chapter II, it suffices 
to show that the set of formulas of the form 

(x = y)=;.(P(x, x)=;.P(x,y)) 

is enumerable, where P runs through the atomic formulas in the language, 
x andy are variables, and P(x,y) is obtained from P by replacing x by y 
in any subset of the occurrences of x in P. This set of formulas can be 
obtained, for example, as the image of the following function, which is 
partial recursive by the results in 4.4 and 4.6; 

S(A) X A I X A I X S(Z+)~ S(A); 

<P. (x), (y), (i 1, ••• , i,))~ 

the expression obtained by sub­
stitutingy in the i 1, ••• , i, places 
in the atomic formula P if x 
occurs in those places. 

5.8. The special axioms of L1Ar and L1Set. Most of these axioms only 
contain variables of the language, and not "metalanguage" variables for 
formulas. This is true of all the axioms of arithmetic except for induction 
and all the axioms of set theory except for replacement. Each set of axioms 
not containing variable formulas is decidable because it can be described 
by a condition such as "the set of formulas of length 40 in which "(" is in 
the first place, "'v'" is in the second place, a variable is in the third place, 
"(" is in the fourth place, ... , ")" is in the 39th place, and ")" is in the 
40th place; in which the variables in the 3rd, 8th, and 16th places are the 
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same, in the 9th and 36th places are the same, and in the 17th and 37th 
places are1 the same; and in which these three variables are pairwise 
distinct." (This is the axiom of regularity in L1Set in normalized notation.) 
Here we could also write down just one copy of each such axiom and 
generate the rest using Gen, the axiom of specialization, and MP. 

The axioms of induction and replacement are shown to be enumerable 
using the same procedure as in the case of the basis tautologies and the 
quantifier axioms. We leave the details to the reader. 

6 The arithmetical hierarchy 

6.1. Using recursion on n, we define the classes Ln and IIn of subsets of 
(Z+)m, m = 0, 1, 2, ... , as follows: 

(a) L0 = II0 = {decidable sets}. 
(b) Ln+l ={projections of elements of IIn having codimension :> 1}. 
(c) IIn + 1 = {complements of elements of Ln + 1 in their ambient spaces 

(Z+)m}. 

Obviously, L 1 consists of all enumerable sets (see Theorem 1.2 of Chapter 
VI), and II1 consists of their complements. The following result justifies 
calling {Ln, IIn} "the arithmetical hierarchy." 

6.2. Proposition. 
(a) Vn ;> 0, Ln U IIn c Ln+t n IIn+l· 
(b) U :=oLn = U :=oiin = {arithmetical sets}, i.e., all sets definable 

by formulas in L1Ar. 
(c) For n :> 1 the sets in Ln are precisely those which can be defined by 

formulas of the following el type (where the quantifiers are taken over 
variables in z+, and E is a decidable set): 

3x1 Vx2 3x3 · · · Vxn 1((x1, ••• , xn, xn+l• ... , xm) E E), n even; 

3xl Vxz 3x3 ... 3xn((xl, ... 'Xn, xn+l• ... 'xm> E E), n odd. 

Similarly, for IIn: 

Vx1 3x2 Vx3 · · · 3xn((x1, •.• , xn, xn+l• ... , xm) E E), n even; 

Vx 1 3x2 Vx3 • • • 'tfxn 1((x1, ••• , xn, xn+l• ... , xm) E E), n odd. 

(d) The sets in Ln or IIn are definable by the analogous formulas in 
L1Ar with the following changes: instead of (x 1, ••• , xm) E E we have 
a~ry atomic formula, and the number of quantifiers is ;> n, with exactly 
n - 1 alternations from 3 to V or V to 3. 

PRooF. 
(a) We use induction on n. For n = 0 we have Lou II0 = L 1 n II 1, by the 

definition of decidable sets. If Ln-l C Ln, then Ln C Ln+ 1 (since Ln+ 1 

consists of projections of the complements of elements of Ln, and Ln 
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consists of projections of the complements of elements of :2:n_ 1), and also 
IIn c IIn+ I• by the definition of II. Finally, we have rrn c Ln+ I• from 
which it trivially follows that :2:n c IIn+ 1• In fact, if E E Tin, then E X z+ 
E Tin (since taking the product with z+ commutes with complements and 
projections, and takes La = ITa to itself), and hence E = a projection of 
EX z+ E };n+I· 

(b) It follows from (a) that U :'=a};n = U :'=ann. This class of sets is 
contained in the arithmetical sets, since all enumerable sets are arithmeti­
cal, and arithmeticality is preserved when taking projections and comple­
ments, which correspond to inserting 3 and -,, respectively. 

In order to prove the converse {arithmetical sets} c U :'=a};n = L 00 , we 
first note that all sets definable by atomic formulas are decidable, and the 
rest of the arithmetical sets are obtained from them by taking projections, 
complements, unions, and intersections (see §2 of Chapter II). Thus, it 
suffices to show that L00 is closed with respect to (finite) unions and 
intersections. We claim that this is actually true for each Ln separately. 

We prove this by induction on n. The result has already been proved for 
La. If Ln is closed with respect to n, then IIn is closed with respect to U. 
Suppose Ep E2 E Ln +I' E; = a projection of F;, and F; E rrn" We can then 
introduce dummy variables so as to identify the ambient spaces of the F; 
and the projection of these spaces onto an ambient space for both the E;. 
Then £ 1 U £ 2 =a projection of F1 U F2> so that £ 1 U £ 2 E };n+ 1. Thus, 
Ln+ 1 is closed with respect to U. 

Similarly, if Ln is closed with respect to u, it follows that IIn is closed 
with respect to n, and an analogous argument shows that };n + 1 is closed 
with respect to n. However, here we must embed the products F1 X (Z+)m' 
and (Z+)m' X F2 for certain m1 and m2 in a single space in such a way that, 
when we identify the two projections, we have pr(F1 X (Z+)m' n (Z+)m' X 

F2) = pr F 1 n pr F2• In terms of formulas this means that the variables 
bound by the 3 quantifiers in the formulas corresponding to F 1 and F2 

must be renamed so that they form two disjoint sets. 
(c) This assertion is proved by induction on nand a simple examination 

of the definitions. Here, whenever we take the complement, we must move 
the corresponding -, to the right of all the quantifiers by means of the 
usual commutation rule -,V = 3 -,, -,3 ='if-,. If we have a projection 
of codimension m ~ 2, which is defined by a series of quantifiers 
3x · · · 3x; , we must reduce it to a projection of codimension l by 
replacing them set of variables (x;, ... , X; ) by (t)ml(y), ... , t~mi(y)) in E 

I m 

and replacing the series of quantifiers by 3y. 
(d) The proof is analogous to that of (c). Here we use the fact that the 

sets in La are Diophantine, and we observe that, in general, 3 · 3 can 
not be replaced by 3 in this case. 

The proposition is proved. 0 
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6.3. Theorem. For all n;;;. I 

~~~\II, =I= 0, 

PRooF. The assertion that ~1 \ II1 =I= 0 is precisely Theorem 5.8 of Chapter 
Von the existence of undecidable enumerable sets. We prove the general 
case by an analogous diagonal process applied to a versal family. 

Let { Ek} be a versal family of enumerable ( n + I )-sets over Z +, and let 
E be its total space: 

(k, x 0, ••• , x,) E E#(x0, ••• , x,) E Ek. 

To fix ideas, suppose n is even. We set 

F= {kl3x1 Vx2 • • • Vx, •((k, k, x 1, ••• , x,) E E)} cz+. 

By 6.2(c), we have FE~,. Since { Ek} is versal, it follows by 6.2(c) that 
any subset of z+ in II, can be represented in the form 

Fko = { x01•(3x1 Vx2 • • • Vx, •( (k0, x0, x 1, ••• , x,) E E))} 

for some k0 E z+. It is clear that k0 lies either in F \ Fko or in Fko \F. Hence 
F=l= Fk, and FE~~~ \II,. 

0 

The other cases are handled analogously. D 

6.4. Remarks 
(a) From the point of view of the theorems of Tarski and Godel, the 

results in 6.2 and 6.3 show us the tremendous distance from provability to 
truth: D E ~1 • while T falls not only outside ~~> but even outside ~00 • In 
the next section we indicate some mileposts along the way from D to T. 

(b) Although not really formally justified by the above considerations, 
nevertheless it makes sense to classify arithmetic problems, i.e., questions 
"Is it true that P E T?," according to the number of alternations between 
3 and V when the closed formula Pis written as in 6.2(c). 

As we showed in§ I of Chapter I, the Fermat conjecture is expressed by 
a II1-formula, and the Riemann hypothesis is expressed by a II3-formula, 
although there is an assertion of type II1 which is equivalent to the RH. 

H. Rogers writes that, 

"Almost all statements which (i) have been extensively studied by 
mathematicians and (ii) are known to be arithmetically expressible can be 
seen, from a relatively superficial examination, to have quite low level in 
the l:, classification. As has been occasionally remarked, the human mind 
seems limited in its ability to understand and visualize beyond four or five 
alternations of quantifier. Indeed, it can be argued that the inventions, 
subtheories, and central lemmas of various parts of mathematics are 
devices for assisting the mind in dealing with one or two additional 
alternations of quantifier." 
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7 Productivity of arithmetical truth 

7.1. In this section we discuss a final feature of Godel's theorem: the 
possibility, starting from any enumerable set of truths of arithmetic which 
we already know, effectively to enlarge this set by adding new truths. To 
see this more clearly, we examine the original version of the proof, in 
which the diagonal method is explicit, rather than hidden in the construc­
tion of an undecidable enumerable set. It is convenient to describe this 
version by comparing it with the proof of Tarski's theorem. 

7.2. Suppose we are given a language of arithmetic (L1Ar, SAr, or an 
extension of one of them). Further suppose that we have chosen a fixed 
numbering of its alphabet, which determines a fixed numbering N of the 
formulas. (It is essential to note that the construction which follows is not 
invariant if we replace our numbering by an equivalent one.) 

Both the Tarski and the Godel arguments are based on the following 
"self-reference lemma:" 

7.3. Lemma. Given any formula P(x) in the language which has one free 

variable, we can effectively construct a closed formula Qp which says, "my 
number does not belong to the set defined by P." In other words, Qp is true 

if and only if P( N ( Qp)) is false, where N ( Qp) is the term-name for 

N(Qp)-

PRooF. This lemma was proved for SArin § 11 of Chapter II. In L1Ar we 
construct the formula Qp as follows. 

If R (x) is a formula with one free variable, we call the formula 

R( N ( R (X))) its diagonalization. Let diag : z+ ~z+ be the partial func­

tion 
theN-number of a formula with one free variable 

p the N-number of its diagonalization. 

It is easy to show, using the results and methods in §4, that diag is 
computable. Thus, its graph is definable by a formula in L1Ar which can 
be explicitly constructed. We denote this formula by "y = diag x," con­
struct the formula R(x): 3y("y =diag x";\P(y)), and finally set: 

Qp: --,R (ii ( --,R (x))) =the diagonalization of --,R (x). 

By the definitions, we then have: 

Qp is true~the number of 1R(x) does not satisfy R(x) 

~the number of the diagonalization of 1R(x) 
does not satisfy P(x) 

~the number of Qp does not satisfy P(x). 

The lemma is proved. 
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We note that it requires a large amount of technical work to verify that 
"y = diag x" is definable in L1Ar, which is why we used SAr instead in 
Chapter II. 

7.4. The arguments of Tarski and Godel now take the following parallel 
form: 
Tarski: 

(a) Suppose that truth is definable by a formula P. 
(b) Then there is a formula Qp which says "I am not true." 
(c) The formula Qp cannot be false (because of its semantics). 
(d) The formula Qp cannot be true (because of its semantics). 
(e) Therefore, truth is not definable. 

Godel: 

(a) Provability is definable by a formula P. 
(b) There is a formula Qp which says "I am not provable." 
(c) The formula Qp cannot be false (because of its semantics, smce 

otherwise it would be provable, and hence true). 
(d) Therefore, Qp is true. 
(e) Therefore, Qp is not provable (because of its semantics). 

We note that, in the above paraphrasing of Godel's argument, part (c) 
explicitly uses the stipulation that only true formulas are provable. When 
Godel's paper appeared in 1931, specialists were very busy looking for 
finitistic proofs that the axioms of arithmetic are consistent, so that 
stipulating that D c T would have run counter to the spirit of the times. 
Therefore, in Godel's own original wording the argument looks somewhat 
different. This distinction is traditionally explained in great detail in all 
textbooks on logic. However, we shall be satisfied with remarking that, if 
D e: T, then D =I= T, and the Incompleteness theorem is trivially true. But 
in that case we would be in such bad shape that we would no longer care 
about completeness or incompleteness. 

The main point we are interested in is the following: given any fixed 
conception of provability which leads to an enumerable (or even to an 
arithmetical) set D of provable true formulas, we can effectively construct 
a new formula which is true but not provable. We now define more 
precisely what we mean by "effectively." 

7.5. Definition. A set F c z+ is said to be productive relative to a versa] 
family { Ek} of 1-sets, if there exists a partial recursive function f such 
that: for all k E z+ with Ek c F, we have k E D(J) and f(k) E F\ Ek. 

7.6. Proposition. Under the conditions in 7.2, the set of numbers of true 
formulas is productive relative to the versa! family { Ek} constructed in §8 
of Chapter VI. 
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VII Godel's incompleteness theorem 

PROOF. To fix ideas, we shall work with the language L1Ar. We first 
construct an enumerable family {Pk(x 1)} of formulas with one free vari­
~ble x 1 such that Pk defines Ek. To do this, we define a sequence of terms 
f[k] in L1Ar as in 8.l(a) of §8, Chapter VI, by setting 

][4k] = k = + ( ... + (1, l) ... ), k times; 

f[4k + I] =xk+ 1 =the (k + l)st variable in L1Ar; 

][4k + 2] = + (J[ t, (k) ], i[ t2(k) ]); 

][4k + 3] =· (J[ t, (k) J,][ t2(k) J). 
We then write 

It is easy to see, using the methods in §4, that the function k ~ N ( Pk) is 
recursive. We next fix a translation of "y = diag x" and set 

Rk = 3xk+ 1 ( ("xk+ 1 = diag x 1") 1\ (Pdx 1))), 

Qp, = -,(Rk(N( -,(Rk)))). 

and finally 

This function is computable because N (Pk) is computable. By Lemma 7.3, 
it satisfies the condition 7.5 with Tin place of F. 0 

7.7. The concept of productivity gives us the following approach to the 
problem of exhausting T: we begin with the set D0 of formulas which are 
provable in the Peano axiorn system Axo, we define D0 by a formula P0 ; 

we set Ax1 = Axo U { Qp0 }; and we similarly construct D 1, P 1, and Ax2 = 

Ax 1 u { Qp), and so on. It follows from Godel's theorem that, as long as 
we do all this "uniformly effectively," we cannot obtain all of T even after 
transfinitely many steps. However, S. Feferman has shown that, if we are 
willing to dispense with effectiveness, we can obtain all of TAr in this way. 
We conclude this section by formulating Feferman's result, which gives 
unexpected and philosophically interesting information about TAr. We 
omit the proof and the technical details (see Feferman's original article 
"Transfinite recursive progressions of axiomatic theories," J. Symb. Logic 
27, No.3 (1962), 259-316). 

7.8. Principles of extension. In the first place, in order to exhaust TAr it is 
not enough to add Godel's formula to Ax; at every step. There are many 
other ways of constructing intuitively true formulas which in various ways 
formalize "having faith in the axioms Ax;." 
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Feferman, in particular, uses the following construction. Suppose that 
we have already constructed the axiom system Axa (where a is an ordinal), 
and that the set of numbers of formulas deducible from Axa is defined by 
the formula Da. For any formula P(x) with one free variable, we construct 
a formula Bt which has the intuitive meaning: "if P(ii) is provable (from 
Axa) for all term-names ii of natural numbers, then Vx P(x) is true." 
These formulas Bt must lie in T, and we can set 

Axa+l = Axa U { Btlall P }; 

Ax13 = U Axa, if f3 is a limit ordinal. 
a<fl 

Here is a method for giving Bt explicitly. The function n ~ N(P(ii)) is 
computable as a function of nand N(P). We define its graph by a formula 
M(x,y, z), so that, for/, m, n EZ+ 

( - _ _) . { I is the number of a formula P with one free 
M /, m, n IS true~ . bl d . h b f p ( -) vana ex, an m 1st e num er o n . 

We then set: 

Bt = Vy Vz( M(N (P), y, z) ==? Da (y)) ==? Vx P(x). 

7.9. The problem of choosing Da. This is the subtlest part of the proof. 
Here it is crucial to show that D13 exists when f3 is a limit ordinal. 

Feferman shows how the Da can be constructed for a suitable countable 
sequence of ordinals with limit y not exceeding w0 "'o~o so that the following 
result will be true. 

7.10. Theorem. All true formulas in LIAr are deducible from u a<yAxa. 

Thus, suppose we have accepted the Peano axioms. Then, in order to 
attain the total truth in arithmetic, we must perform a transfinite sequence 
of acts of faith in our not having been led astray by the previous acts of 
faith. 

8 On the length of proofs 

8.1. The title of this section is taken from a short paper written by Godel in 
1936. His article consists of a precise formulation and proof of the 
following qualitative assertions. 

Suppose we are given a formal language L together with some concep­
tion of deducibility of a formula P from a (variable) set of formulas 1£. 
Suppose, in addition, that we are actually given a function which estimates 
the "complexity of deduction" of a formula P from the set (£. (In 
languages of el' this "complexity" could be the minimal size of a deduction 
of P from 1£, i.e., the number of signs of a fixed finite protoalphabet 
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VII Godel's incompleteness theorem 

needed for such a deduction; note that the use of the word "complexity" 
here has nothing to do with the Kolmogorov complexity in §9 of Chapter 

VI.) We further assume that L contains a certain fragment of the logic of 

e1, that L and tP are rich enough for the incompleteness principles to take 
effect, and that the "complexity of deduction" satisfies certain natural 
axioms. We then have the following facts: 

(a) There exist formulas deducible from tP whose deduction is arbitrarily 

more complex than the formula itself. 
Observation shows that this somewhat vaguely defined class includes, if 

not the most important, at least the most "prized" mathematical facts. 
(b) If we add any independent formula A to the axioms tP, then we can 

find formulas deducible from tP whose deduction from tP U {A} is arbitrarily 

less complex than from tt (the principle of cutting down proofs). 

Compare with the great strength of "analytic" methods in comparison 

with "elementary" methods in number theory. 
The following more precise presentation of these ideas is based on a 

short article by Ehrenfeucht and Mycielski in Bull. Amer. Math. Soc. 17, 
No.3 (1971), 366--367. 

8.2. We consider the following set of data. 

(a) A countable alphabet A with a fixed numbering N : A ~z+. 

(b) A subset F c S(A) whose elements are calledformulas. 

(c) A partial function 6]) : G? (F)~ qp (F) which to certain subsets tP c F 

corresponds sets 6D (tP) of formulas "deducible from Lt." We shall often 
write ttf--P instead of P E 6](tP). 

(d) The complexity of deduction: this is a function Cd8 (P) which is defined 
for pairs cl' c F, P E GD(cl'), and takes values in z+. It is convenient to 
take Cd&(P) = oo if P ~GD(ci'). 

We impose the following conditions on this data: 

8.3. (a) A contains --,, ~. (, and). 
(b) If P and Q E F, then 1(P) and (P)~(Q) E F. As usual, we shall 

write P~Q instead of (P)~(Q), and so on. 
( c1) 8 c 6] ( tP ); if ct' c cl'' and 6D is defined at tP, then GD is defined at 

tP' and 61l(tP.) c l!](tt'). 
(c2) Iffl U {P}f-Q, then ttf--P~Q. 
(c3) if f--P~( --,p~ Q) for any P, Q E F. 
(do) If if. c tP', then Cd8,(P) < Cd(i' (P). 
(d1) The set { (P, n)ICd,1(P) < n} c S(A) x z+ is decidable. 

Condition (d1) does not actually have to hold for all if c F, but we shall 
only consider those if for which it is true. In the case when CdtlP) is the 
size of the shortest [ 1-deduction of P from CE in a finite protoalphabet, and 
i.t is a decidable set of axioms, (d 1) holds for the following reason. We can 
write down all the texts in A having size < n-there are a finite number of 
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them-and then verify for each one in turn whether or not it is a deduction 
of P from@. 

( d2) There exists a general recursive function f ( x, y, z) which is nonde­
creasing in x, such that 

Cd€u(PJ(Q) ~ f(Cd~(P~Q), N(P), N(Q)) 

for all Q E 6D(@). 
Both sides of this inequality are finite because of the previous condi­

tions: since @f--Q, it follows by (c1) that@ u {P}f--Q, and then by (c0 that 
@f--P~ Q. We have an estimate of the type in (d0 in languages of e,, 
because, starting with any deduction of P ~ Q from @, we can obtain a 
deduction of Q from @ U { P} by simply adding P and Q (by modus 
ponens). This increases the size of the deduction of P~ Q by the sizes of P 
and Q. 

(d3) There exists a general recursive function g(x, y) such that 

Cd~{P~( -.P~Q)) ~ g(N(P), N(Q)). 

In languages of e,, the formula P ~ ( --, P ~ Q) is a logical axiom, and, 
if ~contains this axiom, then the deduction has length 1 and size equal to 
the size of the formula itself. Of course, the size of this formula can be 
represented in the form g(N (P), N ( Q )). 

We now formulate Godel's theorem on "cutting down proofs." We 
suppose that the conditions and conventions in 8.2-8.3 are fulfilled. 

8.4. Theorem. 
(a) Suppose that@ C F and 6))(@) is undecidable. Then for any general 

recursive function I there exist infinitely many formulas P E 6J) (@) such 
that 

Cd~(P) > l(N(P)). 

(b) Suppose that @' = @ U {A } and the formula A has the property 
that 6))(@ U {-.A}) is undecidable. Then for any general recursive func­
tion r there exist infinitely many formulas P E 6))(@) such that 

Cd~(P) > r(Cd~,(P)). 

PRooF. 
(a) If the first assertion were false, then for a suitable I and for all 

P E "il(@) we would have Cda(P) ~ l(N(P)). But then the set 

"il(@) = { PICd~(P) ~ l(N(P))} c S(A) 

would be decidable by (d1), since it is obtained by applying a bounded 
universal quantifier (inn) to the decidable set in (d1). This contradicts the 
assumption. 
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VII Godel's incompleteness theorem 

(b) Let P E GD(a u { 1A}). By (d2) we have 

Cdau( -.AJ(P) < f(Cda( -,A ~P), N( -,A), N(P)). 

If we now suppose that the second assertion of the theorem were false, 
then for a suitable nondecreasing general recursive function r we would 
obtain: 

Cda( -,A ~P) < r(Cda,( -,A ~P)), 

or, by (d2) and (d3): 

Cd&( -,A ~P) < rof(Cd&(A ~(-,A ~P)), N(A), N(P)) 

< rof(g(N(A), N(P)), N(A), N(P)). 

Substituting this in the above inequality for Cdau{ IAJ(P), for fixed A we 
obtain an estimate of the form 

Cdt£u( -.A}(P) < l(N(P)), 

where l is general recursive and P E 6D (a u { -,A}). But this contradicts 
the assumption that Gj) (a u { -,A } ) is undecidable by the first assertion of 
the theorem. D 
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CHAPTER VIII 

Recursive groups 

1 Basic result and its corollaries 

1.1. We consider a countable "group alphabet" 

A - { . -t -t } - at, az, ... , at , a2 , . . . • 

The expressions in the alphabet A, including the empty expression 0, are 
traditionally called words. The word a; · · · a; (m ~ 1 times) will be written 
at; the word a;-t · · · a;-t (m ~ I times) will be written a;-m; and we 
agree to take a?= 0. We call a word ar• · · · a;"" reduced if either it is 
empty or there are no subwords of the 'form a/ta; or a;a;-t when it is 
written in expanded form. 

The operation of ''joining and reducing" (by "reducing" we mean 
crossing out all subwords of the form a;a;-t or a;-ta;) defines a group 
structure with unit 0 (which we sometimes denote by 1) on the set of 
reduced words. This is a free group F with a countable set of generators 
{at, . .. , an, . .. }. We can also consider nonreduced words as elements in 
F: we identify such a word with the word obtained by reducing it. 

We have a canonical numbering on A: N(a;)=2i, N(a;-t)=2i-1. 
All properties related to the computability of operations and the enumera­
bility of ~ubsets in A and S (A) will be considered relative to any number­
ing of A equivalent toN and any numbering of S(A) compatible with N 
(see the definitions in § 1 of Chapter VII). We shall continually be making 
use of the following facts. 

1.2. Lemma. 
(a) The set F of reduced words is decidable. 
(b) The group operations in Fare computable. 
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VIII Recursive groups 

(c) A subgroup G c F in enumerable in S (A) if and only if it has an 
enumerable set of generators. 

(d) A normal subgroup H c G in an enumerable subgroup G C F is 
enumerable if and only if it is generated as a normal subgroup by an 
enumerable set. 

(e) A homomorphism F ~ F is recursive if and only if the induced map 
{ a1, ••• , an, ... } ~ F is recursive. 

The proof is a good exercise in using the techniques of Chapter VII, and 
we leave it to the reader. It is convenient to begin by showing that the 
operation of reducing is computable; the rest goes through more or less 
automatically. 

1.3. Definition. A group is called recursive if it is isomorphic to a quotient 
group of the form G I H, where G c F is an enumerable subgroup and 
H c G is an enumerable normal subgroup. 

Here we could limit ourselves to subgroups G c F which are generated 
by an enumerable subset of the standard generators { a 1, ••• , an, ... }. 

1.4. REMARKS AND EXAMPLES. 

(a) Recursive groups have at most countably many elements. 
(b) Finitely presented (f.p.) groups, i.e., those which have a finite number of 

generators and relations, are recursive. In particular, finite groups and 
finitely generated (f.g.) abelian groups are recursive. 

(c) A subgroup H of an f.p. group G is not necessarily f.p. (or even f.g.). 
But, if it is finitely generated, then it is recursive. 

In fact, let { h 1, • •• , hm} be generators of H. We add generators 
{hm+I' ... , hn} of the group G which are connected by a finite number of 
relations, and we define a homomorphism</> : F ~ G by setting </>(a;)= h; if 
i.;;;; n and </>(a;)= 1 if i > n. The kernel E of </> is generated by a finite 
number of relations between the ap ... , an and by the set 
{an+ 1, an+ 2, ••• }. Hence E is enumerable by Lemma 1.2(d). The subgroup 
ii c F generated by a 1, ••• , am is also enumerable, by Lemma 1.2(c). 
Therefore the set ii n E is enumerable. But </> induces an isomorphism 
iiI ii n E ~H. Consequently, His recursive. D 

The basic aim of this chapter is to prove the following remarkable 
theorem of Higman, which gives the converse of the simple assertion 
1.4(c). (G. Higman, Subgroups of finitely presented groups, Proc. Royal 
Soc., Ser. A, vol. 262 (1961), 455-475.) 
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1.5. Theorem. 

(a) Any recursive group G I H (in the notation of 1.3) can be embedded in 
a suitable f.p. group FIN. 

(b) This embedding can be made effective, i.e., it can be induced by a 
suitable recursive map G ~F. 

Here are some applications of this theorem. 

1.6. CoroUary (Universal finitely presented groups). There exists an f.p. 
group U such that any f.p. group G can be embedded in U (and hence, any 
recursive group can be embedded in U). 

In fact, any f.p. group is isomorphic to the quotient of F by a normal 
subgroup which is generated by a finite set of reduced words in F and by 
all a; with i > n for some n. We let I c S( S (A)) x z+ be the decidable set 
of pairs (a finite sequence of reduced words, n), and we let N; (fori E I) 

denote the corresponding normal subgroup. We construct the "doubly 
infinite" group alphabet {a1k, a1;; 1IJ, k > 1}, we identify I with z+ by 
choosing a recursive numbering of I, and we define the group U0 which 
has generators { a1k} and relations "~. written in the alphabet 
{ a11 , a12, ... }." It is clear that U0 is recursive. It will also be clear from the 
results in the next section that U0 is the free product of all the groups 
F I~· so that any f.p. group can be embedded in U0 . Thus, any f.p. group 
U in which we can embed U0 , using Higman's theorem, is universal. D 

In M. K. Valijev's article Examples of universal finitely presented 
groups, Dok. AN SSSR, 1973, vol. 211, No. 2, a universal group U is 
constructed which has 14 generators and 42 relations, and it is mentioned 
that such a group can be constructed with only 2 generators and 27 
relations. 

1.7. F.p. groups with algorithmically undecidable word problem. 
Let G be the group with four generators a, b, c, d, and with the relations 

where E c z+ is an undecidable enumerable set. It easily follows from the 
results in §2 that the equation 

only holds in G if x E E. (In fact, the elements b -mab m for m > 1 generate 
a free subgroup of G, so that G contains the free product of the subgroups 
generated by {b-xabxlx > 1} and by {d-xcdxlx > 1} with amalgamation 
{b-xabx = d-xcdxlx E £}.) Hence, the question of whether or not the 
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equation b-xabx = d-xcdx holds is undecidable (as a mass problem in­
dexed by x), and, if we embed G effectively in a f.p. group, we may 
conclude that the word problem is unsolvable in this f.p. group. 

The existence of such groups was first established by P. S. Novikov and 
W. Boone. 

1.8. "Natural" recursive groups. We find many examples of recursive 
groups which are not a priori finitely presented in algebraic geometry over 
algebraic number fields. We shall limit ourselves to one typical example. 

Let 1..'\ (Q) be the orthogonal group of automorphisms of an n-dimen­
sional linear space L (over the rational numbers Q) together with a 
quadratic form f. Let b be the corresponding bilinear form. The symmetry 
Tx E 1..9n(Q) is defined for any vector x E L withj(x)o;t=O: 

b(x,y) 
T)y)=y- j(x) X 

for ally E L. The involutions Tx E 1..9n (Q) give us an enumerable system of 
generators of l'Jn (Q), and all the relations are generated by the enumerable 
(indeed, decidable) system of relations 

T; = l, 

(S. Becken). 
The numbering of L;;;;;; an implicit here is taken to be compatible with 

any numbering of Q which is compatible with the standard numbering of 
z+ and in which the field operations are computable. 

1.9. Higman's theorem is related to the theorem that enumerable sets are 
Diophantine (Chapter VI), although it was first proved earlier than the 
latter result. Perhaps both facts are special cases of some general assertion 
about recursive algebraic structures. 

In any case, the theorem on the Diophantine nature of enumerable sets 
can be used to simplify considerably the recursion-theoretic part of 
Higman's proof. This was shown by Valijev, whose construction will be 
given in §§5-6 (cf. Algebra i Logika, vol. 7, No. 3 (1968)). §§2-4 will be 
devoted to the group theoretic preliminaries; here we shall follow Higman. 

2 Free products and HNN-extensions 

2.1 Suppose we are given a family of groups ( GJ, i E /, and a family of 
group homomorphisms a; :A~ G;. We consider the class of families 
( H, {3;) of homomorphisms /3; : G; ~ H such that /3; o a; : A ~ H does not 
depend on i E /. This class contains a universal family cf>; : G; ~*A Gk 

which is unique up to isomorphism: any other family (H, /3;) uniquely 
determines and is uniquely determined by the homomorphism y : *A Gk ~ 

H for which /3; = '( 0 cf>;· 
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In what follows we shall only need the case when all the a1 are 
embeddings. In this case *A Gk is called the free product of the groups G1 

with amalgamated subgroups a1(A) c G1• We shall generally denote the 
structure maps G1~ *A Gk by cp1, perhaps with additional indices. We let cp 
denote the structure homomorphism cp1oa1 :A~* A Gk, which does not 
depend on i. If A= {1}, we write simply *G; instead of *AG1; if the set of 
indices is {1, ... , n}, we write G1* · · · *Gn, and so on. We shall continu­
ally be making use of the following structure lemma. 

Let a1 : A ~ G1 be embeddings, and let S1 c G1 be subsets such that 

G1 \ a1(A) = U a1(A)s, and 
sES1 

2.2. Proposition. Any element in the group *A G; can be uniquely represented 
in the form 

cp(a)cp;, (s1) • • • cJl1• (sn), 

where a E A, sk E s, •. ~=I= ~+I for all}, and n;;;. 0 depends on the element. 

We shall call this the canonical expansion of an element. 
For the proof of this fact and for further details, see, for example, 

Serre's lecture notes Arbres, amalgames et SL2 . 

2.3. Corollaries 

(a) Under the conditions in 2.2, the structure homomorphisms cp and cp1 are 
embeddings. 

This allows us to identify A and G1 with subgroups of *A G1 using cp and 
cp,. We shall do this in the statements that follow. However, in the 
several-step constructions in the later subsections, one and the same group 
will be embedded in another group in many different ways using various 
compositions of the structure maps, and it will be necessary to keep careful 
track of these embeddings. 

(b) G, n Gj =A (in *A G,) fori =I=}. 

In other words, cp,{G1) n cJl/G) = cp(A). We can use Proposition 2.2 to 
prove c: otherwise we would have cp1{s;) = cJ1(s), which would contradict 
the uniqueness. 

{c) Suppose we are given a family of embeddings {1; : H1 ~ G; and a 
subgroup B c A such that {11(H1) n a1(A) = a1(B) for all i. Then the 
composition 
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does not depend on i, and therefore gives a canonical map * 9 H; ~ 
*A G;. This map is an embedding. In particular, the subgroup of* A G; 
generated by </J; 0 f3;(H;) is isomorphic to * 9 H;. 

In fact, the canonical expansion in 2.2 of an element in * 9 H; goes to 
the canonical expansion of the image of this element in *A G;. 

(d) With the same notation, we have 

(* 9 H,) n A= Bin *AG;; 

(* 9 H;) n G1 = lf; in *AG;. 

2.4. Generators and relations. Let M be a set, and let R be a subset of the 
free group F M which i_s freely g~nerated by M. We let I M : R I denote the 
quotient group F M / R, where R is the smallest normal subgroup of F M 

containing R. This is what we mean by defining a group by generators (M) 
and relations (R). 

We shall take the following liberties with notation: 
(a) If M has a nonempty intersection with a group that has already been 

defined, then all relations coming from the relations in the earlier group 
are assumed to be included in R, even if they are not explicitly written out. 
We might completely omit any reference to R if there are no other 
relations besides those coming from the earlier group. For example, if E 
and F c G are two subgroups, then IE u Fl is the subgroup they generate 
in G, and so on. 

(b) Instead of writing, say, a 1a 2- 1 is in R, we may write a1 = a2• 

EXAMPLE. If the a; : A~ G; are em beddings, then *A G; is defined by the 
following generators and relations: 

I U G;:a;(a)=a)a)forallaEA,i,jE/1. 
1E/ 

We now introduce a construction which will be fundamental for every­
thing that follows (G. Higman, B. Neumann, H. Neumann). 

Suppose we are given two em beddings of groups a, f3 :A~ G. 

2.5. Definition. The HNN-extension of the group G (relative to A, a, /3) is 
the group 

K = I G U { t } : t - 1 a (a) t = f3 (a) for all a E A 1-

2.6. Proposition. The following homomorphisms are embeddings: 

(a) G ~ K : g ~ the class of g modulo the relations in K. 
(b) G* At - 1Gt ~ K, where the free product is taken relative to the embed­

dings a~ f3(a) and a~ t- 1a(a)t. 
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PRooF. In the group G * { un }, the subgroup U generated by G and 
u- 1a(A)u is isomorphic toG* u- 1a(A)u. In fact, the canonical expansion 
of an element in G * u- 1a(A)u has the form g,u- 1a(a1)ug2 • • • g,u- 1 

a(a,)u, where g1 E G, g2, ••• , gn E G \ {1}, a 1, ••• , an-I EA \{1}, a,EA, 
and so this expansion also has the canonical form in G * { un}. 

We construct the subgroup V= G * v{J(A)v- 1 c G * {v"} similarly. 
We identify the group W = G * w- 1Aw with U and V by means of the 

isomorphisms which are the identity on G and take w- 1aw to u- 1a(a)u 
and vP (a )v- 1, respectively. 

We now consider the group ( G * { u"} )* w( G * { v"} ). The group 
G c W is canonically embedded in it, and for all a E A the element t = uv 
satisfies the relation 

t- 1a(a)t = {J(a), 

because we have made the identification u- 1a(a)u = v/J(a)v- 1• In addi­
tion, it is clear from Proposition 2.2 that in ( G * { u"} )* w( G * { v"}) the 
groups u- 1Gu and vGv -I generate a free product with amalgamation A 
embedded by means of the maps af-4 u- 1a(a)u and af-4 vf3(a)v-I, 
respectively. Hence, if we conjugate by v, we see that G and t- 1Gt also 
generate a free product, as described in the statement of 2.6. 

Therefore, the subgroup 

K'=IGu{t=uv}lc(G• {u"})*w{G• {v"}) 

is a homomorphic image of K, and assertions (a) and (b) hold for K'. 
Moreover, the canonical map K ~ K' is an isomorphism. To see this it 
suffices to note that there exists an isomorphism 

K * {v"}~(G * {u"})* w(G * {v"}) 

which takes t E K to uv. In particular, t has infinite order in K. The 
proposition is proved. D 

We shall need to refine and generalize this result in two directions. In 
the first place, we want to consider iterated HNN-extensions; in the 
second place, we are interested in the connection between HNN-exten­
sions of a group and a subgroup. We now bring together all the facts we 
need into a single statement. 

Suppose that we are given an entire family of pairs of embeddings 
a;, /J; :A;~ G (i E /) and a subgroup H c G with the property that 
a;-'(a;(A;)nH)=P;- 1(/J;(A;)nH)=B;CA; are subgroups. Under 
these conditions we have 

2. 7 Proposition. Let 

K0 = IG U { t;li E I} : t;- 1a;(a)t; = /J; (a)jor all i E /,a E A;l; 

KH =IH U {t;li E I}: t;-'a;(b)t; = /J;(b)jora/1 i E /,bE B;l· 
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Then 

(a) the { l;} freely generate a free subgroup in KG; 

(b) the natural maps G---+ KG and KH---+ Kc (the latter given by t; !----'> t;) 

are embeddings. In addition, KH n G = H in Kc. 

PROOF. 

(a) If the relations in KG implied a nontrivial relation between the t;, this 

relation would be preserved in the quotient of KG by the smallest normal 

divisor containing G. But in this quotient the relations t;- 1a;(a)t; = f3;(a) 

become trivial (1 = 1 ), and no restrictions are imposed on the images of the 

t;. This proves (a). 
(b) We first consider the case when I consists of one element. In the 

notation used in the proof of Proposition 2.6, we consider KG as a 

subgroup of (G * {un})*w(G * {vn}). By Proposition 2.2, in G * {un} 

we have 

H * {un} n G * u- 1a(A)u= H * u- 1a(B)u, 

and, similarly, in G * {vn} we have 

H * (vn} n G * vf3(A)v- 1 = H * vf3(B)v- 1• 

The above identifications of U and V with W identify these intersections 

with the subgroup 

W 0 = H * w- 1 Bw C G * w- 1A w = W. 

By Corollary 2.3(c), we have a canonical embedding 

But, as at the end of the proof of 2.6, the group on the left is KH * { vn) 

and the group on the right is KG * { vn}, so we obtain an embedding 

KH---+ KG. 
Furthermore (the intersection is taken in (G * {un})*w(G * {vn})): 

( H * { u n}) * Wo ( H * { v n}) n G * u- 1a (A )u = H * u- 1a ( B )u, 

so that, if we now intersect with G, we obtain H. It follows a fortiori that 

KHn G= H. 
We prove (b) for finite I by an easy induction on n, and then for infinite 

I by passing to the inductive limit (which here is a union). We leave the 

details to the reader. 0 

3 Embeddings in groups with two generators 

In this section we prove a result which will be used later and which shows 
vividly in a simple situation how the number of generators can be de­

creased using embeddings. 
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3 Embeddings in groups with two generators 

3.1. Proposition. 

(a) Any countable or finite group G can be embedded in a group with two 
generators. 

(b) If G is recursive, then there is such an embedding which is recursive. 

PRooF. 
(a) The group Z * Z= {bn} * {vn} has a free subgroup of countable 

rank, for example, 

s = 1 { b- ivb i 1 i > o} I· 

It immediately follows from Proposition 2.2 that there are no relations 
between the generators b- ;vb;. 

Thus, if G is a free countable group, it embeds in Z * Z. If G is not, we 
could try to represent G in the form FIN, where F is countable and free, 
then embed F in Z * Z and consider the induced homomorphism FIN~ 
Z * Zl N', where N' is the normal subgroup in Z * Z generated by N. 
Unfortunately, N' n F may be strictly larger than N, so that this homo­
morphism does not have to be an embedding. The following construction 
shows how to deal with this problem. 

Let { g1, gb g3, ••. } be a countable system of generators of G, where 
g; =I= 1. We successively construct the following extensions of G: 

(I) G * {un}; 
(2) the ANN -extension of G * { u n} 

JG * {un} U {t;lt;- 1Ut; = ug;, i= 1, 2, ... }J, 
(note that u and the ug; generate infinite cyclic subgroups in G * {un}); 

(3) the free product P of this ANN-extension and the group 
{bn} * {vn} with subgroups l{t1, t2, •.• }I and l{b-;vb;li > 1}1 amalga­
mated by means of the isomorphism 

(4) P has the two rank 2 free subgroups l{b, v}l and l{u, b}l. There are 
no relations between u and b because there can be no relations in the 
quotient by the smallest normal subgroup containing G, t;, and v. 

Finally, we construct the following ANN-extension of P: 

Q = IP U {a}: a- 1ba = u, a- 1va = bl. 

To complete the proof, it remains to verify that Q is generated by the 
elements a and b. 

In fact, Q has the obvious system of generators { g;, t;(i > 1); u, v, 
a, b}. The relations g; = u- \- 1ut; allow us to eliminate the g;; the relations 
I;= b-ivb; allow us to eliminate the t;; and the relations u = a- 1ba and 
v = aha- 1 allow us to eliminate u and v. This proves the first part of the 
proposition. The following analysis of the construction establishes part (b). 
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If we express g; in terms of a and b in Q using the above relations, we 
find that g; = e; modulo the relations in Q, where 

e; = a- 1b- 1ab-;ab- 1a- 1b;a- 1bab-;aba- 1b;. 

Hence, the subgroup E = l{e;li;;;. l}i in the group {an} • {bn} has the 
following remarkable property: any normal subgroup N c E generates a 
normal subgroup N' in {an} • {bn} such that En N' = N (compare with 
the remark at the beginning of the proof). 

In particular, if { g;} is an enumerable system of generators of G which 
is connected by an enumerable set of relations, it follows that the map 
g; ~ e; (mod the relations) induces a recursive embedding of G in the 
recursive group E j N ', since N' is enumerable whenever N is. 0 

4 Benign subgroups 

4.1. Definition-Lemma. Let G be a finitely presented group, and let H c G 
be a subgroup. His called benign if the following equivalent conditions are 
fulfilled: 

(a) There exists a finitely presented group K, a finitely generated subgroup 
L C K, and an embedding G c K such that G n L = H. 

(b) The HNN-extension 

KG=IG U {t}: r 1ht=h,forallhEHI 

can be embedded in a finitely presented group. 
(c) G * H G can be embedded in a finitely presented group. 

PROOF OF THE EQUIVALENCE 

(a)=>(b). Suppose that G c K and L satisfy (a). Then it follows by 2.6 
that KG-is embedded in the HNN-extension 

IKu{t} :t- 1/t=/,forall/ELI. 

This group is finitely presented: we add t to the generators of K, and add 
the relations r 1/;t = 1;, for a finite system of generators {/;} of L, to the 
relations between the generators of K. 

(b)=> (c). The group G * H G is embedded in KG by 2.6(b ), and KG can be 
embedded in an f.p. group because we have assumed condition (b). 

(c)=>(a). Suppose that G*H G c M, where M is finitely presented. We 
set K = M, we set L = the image of G under the composite embedding 
cf>z: c~c*H G~M,andweembedGinKbymeansofcf>l: c~c*H G 
~M. Since cf> 1(G) n cf>iG) = H, we have G n L = H inK, as required. 0 

The basic goal of this section is to reduce Higman's theorem 1.5 to 
proving that all enumerable subgroups in Z • Z are benign. For this 
purpose and for later uses we shall need the following lemma. 
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4 Benign subgroups 

4.2. Lemma. Let R be a benign subgroup of an f.g. free group F, and let R be 
the normal subgroup it generates. Then FIR can be embedded in an f.p. 
group. 

PRooF. Let i be an embedding of F*RF in an f.p. group K (see 4.l(c)), and 
let </>1, <1>2 : F ~ F* RF be the structure maps. We consider two embeddings 
of F in K X FIR: 

a : f~ (ioq,I(f),JR ); 

{3 : f~ (io<Plf), 1). 

They obviously coincide on the subgroup R c F. Hence they are induced 
by a homomorphism 

y:F*RF~KXFIR, 

which has a trivial kernel, since the composition of y with the projection 
onto K coincides with i. 

Vf_e construct an HNN-extension which takes i X {I} : F* RF ~ K X 

FIR toy: 

L = IK X FIR U { t} : f-l (io</>1 (f), l)t = ( i 0 </> 1 (j),JR ), 

t- 1 (ioq,2(j), l)t = (ioq,2 (j), 1) for allf E F I· 
L obviously contains FIR. We show that L is finitely presented. 

Generators of L : { t} U finite system of generators of K U finite system 
of generators of F. This system is finite. 

Relations in L : 
(a) {the relations between the generators of K}. 
(b) {the commutation relations between the generators of K and the 

generators of F}. 
After imposing these relations, we may consider that we are working in 

KXF. 

(c) t- 1(ioq,1(f), l)t = (ioq,1(f),f), 

/-l(ioq,2(f), l)t = (io</>lf), 1), 

where f runs through the system of generators of F. 
(d) The relations in R between the generators of F. 
We can tak~ the system of relations Ro =(a) u (b) u (c) to be finite. We 

need only verify that the relations in (d) follow from R 0 • 

Let R 1 c F be the normal subgroup generated by R0, i.e., the kernel of 
the na.!_ural homomorphism ~~IK u F u {t} : R0 1. We want to show that 
R 1 = R. The inclusion R 1 c R is obvious. We verify the converse. 

Iff E F, we set f' = f mod R 1 and j 1 2 = i oq,1 if) E K. It then follows 
from the relations (b) and (c) that inK X F I R 1 'we have 

t- 1(!1, l)t = (j1, l)(l,j') and t- 1(!2, l)t = (f2, 1). 
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On the other hand, if f E R, then, since F* R F is embedded in K, it 
follows from the relations (a) thatj1 = j 2 . Hence!'= I, so that R c R'. D 

This lemma gives us the following reduction step. 

4.3. Proposition. If all enumerable subgroups in Z * Z are benign, then 
Higman's theorem is true. 

PRooF. Let G be the free group generated by an enumerable set of free 
generators {g;}, i = 1, 2, 3, ... , and let N c G be an enumerable normal 
subgroup. We shall show how to embed G j N into an f.p. group. 

We first consider the embedding G ~ {an} * { b n} given by gi ~ e;, 
where the e; are as defined at the end of §3. Let the image of N under this 
embedding generate the normal subgroup N' c {an}* {bn). By the re­
mark at the end of §3, GjN embeds in {an}* {bn}/N'. But N' is 
enumerable by Lemma 1.2(d), since it is generated by the image of an 
enumerable set under a recursive map. Therefore, N' is a benign normal 
subgroup. Lemma 4.2 then shows that {an}* {b"}/ N' can be embedded 
in an f.p. group. D 

We conclude this section by establishing several basic properties of 
benign subgroups. 

4.4. Lemma. Let E, F c G be benign subgroups of G. Then: 

(a) En F is a benign subgroup; 
(b) JE U FJ ("the sum of E and Fin G") is a benign subgroup. 

PRooF. Let <j>1, cp2 : G ~ G* EG and cfl!, cp; : G ~ G* FG be the structure 
homomorphisms. Let M 1 and M 2 be f.p. groups such that G* EG c M 1 and 
G*FG c M 2. We identify cp 1(G) c M 1 and cp'1(G) c M 2 with G, and con­
struct the group M 1 * GM2• This group is finitely presented (since it suffices 
to add to the relations in M1 and M2 the relations <P 1(g;) = cfl!(g;) for a 
finite system of generators of G). Let cp;', cfl2 : M 1, M2~M1*GM2 be the 
structure em beddings. We set K = M 1 *GM2 and L = <P7 ocpz( G), and we 
embed G in K by means of cfl2 ocp].. 

We claim that G n L =En F (as a subgroup of G in K). In fact, 
cfl7(M1) n <P2(M2) = G with its canonical embedding in M 1*GM2• If we 
only take cpz( G) in M 1 and cfl2( G) in M2, then intersecting with the 
amalgamation G gives E and F, respectively, and intersecting cp2( G) with 
cp].(G) gives En F. 

(b) The subgroups cp 1(JE u FJ) and cpz{G) have the same intersection 
with the amalgamation in G* EG, since they actually contain it. Hence, by 
2.3(d), we have lcfl 1(JEuFJ)Ucp2 (G)in<P1(G)=JEuFJ in G*EG, i.e., 
since E is the amalgamation, 
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Similarly, we have 

I<~>; (E) u <J>;(G)I n<J>; (G)= IE u Fl 
in G* FG. The notation is compatible with the fact that these two intersec­
tions are identified in the amalgamation of the product M 1*0 M 2, which is 
constructed as in part (a). 

Applying 2.3(d) to this product, we find that 

l<~>i'(I<Pt (F) u <1>2( G)l) u <J>i(I<J>; (E) u <J>;( G)l)l n G =IE u Fl. 
But the group I<J>i' 0 </>2( G) u <Pi o<J>;( G)l n G obviously contains the right­
hand side and is contained in the left hand side of this equality, so that it 
also coincides with IE u Fl. 

Finally, 1<1>1 °</>2( G) u <J>i 0 </>;( G)l is a finitely generated subgroup of the 
finitely presented group M 1 * 0 M 2. The proof is complete. D 

4.5. Lemma. Let G and H be f.g. subgroups of f.p. groups. Then any 
homomorphism from G to H takes benign subgroups of G to benign 
subgroups of H. 

PRooF. 
(a) If A c G is benign, then A X { 1} c G X H is also benign, since, 

given an embedding of (G, A) in (K, L) as in 4.l(a), we can construct the 
obvious embedding of (G X H) in (K X M, LX {1}), where M is the f.p. 
group containing H, which also satisfies the conditions in 4.l(a). 
Conversely, if A x { 1} c G x H is benign, then from an embedding of 
(G X H, A X {1}) in (K, L) as in 4.l(a) we construct the corresponding 
embedding of (G, A) in (K, L n G x {1}). 

(b) Now let</>: G~H be any homomorphism, let F be its graph, and 
let A c G be a benign subgroup. Then in G X H we have: 

{1} X<J>(A)=I(IA x {I} u {I} x HI n F) u G x {l}ln {I} x H. 

It is clear from the assumptions regarding G and H that F is a benign 
subgroup in G X H. By part (a), the other subgroups on the right in the 
formula are also benign. By Lemma 4.4, { l} X <I>( A) is a benign subgroup. 
Hence, </>(A) is also benign. D 

5 Bounded systems of generators 

5.1. Let G' = l{a1, ••• , an}!, n > I, be the group freely generated by the a;. 
We call a subset R' c G' bounded if there exists an r > 1 such that any 
element in R' can be represented in the form a;~' · · · a(', X; E Z. In this 
section we prove the following special case of the hypothesis of Proposition 
4.3: 

5.2. Proposition. If the subgroup H' c G' is generated by a bounded enumer­
able subset R' c G', then it is benign. 
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Corollary. The same is true if G' is an f.g. subgroup of an f.p. group (using 
Lemma 4.5). 

In the next section we show how the general case follows from this 
special case. 

The proof of 5.2 consists of a series of reduction steps. 

5.3. First reduction. In the free group G = i{a1, b1, c1; • • • ;arn, b,n, crn}l we 
shall consider a set of "layered" words of the form 

and the subgroup H c G it generates. We shall later show that, if R is 
enumerable, then H is benign. This is a special case of 5.2 to which the 
general case reduces using the following technique. 

Suppose we are given G' and R' as in 5.1. For each element g' = 
a/' · · · a/' E R' we construct an element g E G as follows. We represent 

I ' 

g' in the form 

where 

We then set 

n n n 

II at'·' II at2·' • II ax,,; 
I ' 

i=l i=l i=l 

fori= ik, 

fori=!= ik. 

If R' is enumerable, then the set R of all elements g obtained from all 
the g' E R' is enumerable. 

We consider the surjective homomorphism <P : G~ G' given by cp(anJ+;) 
=a; (1 .;;; i.;;; n, 0.;;; j.;;; r- 1), cp(b;) = cp(c;) = 1 for all i = 1, ... , rn. 
Clearly cp(R) = R', and hence <t>(H) = H'. It then follows from Lemma 4.5 
that, if R is benign in G, then R' is benign in G'. D 

5.4. Using the theorem that all enumerable sets are Diophantine. 
From this point on, we fix a pair (G, enumerable R), as in 5.3. We shall 

write I ;;. 1 in place of rn. We define the set E c zt+ 1 by the condition 

It is not hard to see that R is enumerable if and only if E is enumerable. 
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We now show that E can be represented as the projection onto the first 
I + I coordinates of a set 

N n Esczt+l xzm-1, m > 1+2, 

where each of the Es is defined by an equation of one of the following forms: 

X;= C, cEZ; 

0' i,j' m; 

I+ I ' k <} < i ' m; 

I+ I ' k <} < i ' m. 

In fact, let fo, ... , e1 E {1, - I}, and let i = (e0, •.• , e1). We consider 
the enumerable sets 

E' = { (xO> ... , x1) E (z+ U {0})1+1l(eoX0, ••• , e1x1) E E }. 

By the fundamental theorem in Chapter VI, there exist polynomials pi 
with integral coefficients such that 

E' = the projection of the 0-level of p< in (z+ u {0})1+ 1 x 
(Z+t-' onto the first I+ I coordinates (x0, ••• , x1). 

Here we can take n large enough so that the sets of variables which 
actually occur in pi' and in pi" and which "drop out" in the projection do 
not intersect if i' =1= i". If we add the ( n + I )21 + 3 new variables y iii. (0 <:; i <:; 
n, j = I, 2, 3, 4) to the variables which drop out in the projection, we find 
that E can be represented as the projection onto the first I + I coordinates 
of the 0-level of the following polynomial, where the 0-level is now in 
zl+ I X zn+(n+ 1)21+3-1: 

Finally, in order to represent the set Q = 0 as a projection of an 
intersection n :-_ 1 Es of the required type, we introduce additional variables 
as follows. Let x0, ••• , x1 be the variables which occur in Q. Instead of 
Q = 0 we write Q1 = Q2, where Q1 is the sum of the monomials in Q with 
positive coefficients, and Q2 is the sum of the monomials with negative 
coefficients. Then 

0-level of Q =a projection of (x,+ 1 = Q1 ) n (x,+ 2 = Q2 ) n (x,+ 1 = xt+ 2). 
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If Q1 and Q2 are constants or variables, this gives us the desired repre­
sentation. Otherwise, we write, say, Q 1 in the form Q; + Q;' or Q; · Q{' 
and, after introducing two more variables, we have, for example, 

(x1+ 1 = Q; + Q{') =a projection of (x1+ 3 = Q;) 

n (xt+4 = Q{') n (xt+l = Xt+3 + Xr+4). 

We complete the proof by induction on the sum of the absolute values of 
the coefficients and on the degree of Q. D 

5.5. Second reduction. We now assume that, along with the pair (G, R) 
described in 5.3, we have fixed a representation of E in the form n ~- 1 Es 
as in 5.4. In this subsection we show that the subgroup H c G generated by 

R is benign if all of the following subgroups H. c G, s = 1, ... , N, are 
benign: 

G =I { ao, bo, Co; ... ;am, bm, em; a,, b,, c,, ... , a/>~, Ct} I; 

To show this, we first set 

( 
m )-1( I )-1 m 

a(xo, . .. , xm) = II a/•b;c/• II a/iY;ct• II at·b;C/'· 
i=I+I i-I i=O 

(1) 

The set of words { a(x0, ... , xm); <x0, ... , xm) E zm+ 1} is free, since, 
when we join two such words (or when we join such a word with the 
inverse of another such word), any cancellatio~ cannot jnvolve the "middle 
part" of each word, which consists of the symbols a1, b1, c1• 

It hence follows that 

- N - - -
and the subgroup H = n s _ 1 H, C G is benign if all of the H, are benign. 
Finally, we have 
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so that 

H=IH u { a/+1• bl+l• ... ' ~. c,)lnl{ao, ... 'b,, c,}l· 
Therefore, H is benign whenever H is benign. D 
5.6. {;_onst!!}ction of the group K. We use the criterion 4.1(a) to verify that 
the Hs c G are benign ~ubgroups. That is, we explicitly construct a finitely 
presented group K ~ G and finitely generated subgroups Ls c K such that 
Ls n G = H5 for all s = 1, ... , N. We construct K as a multiple HNN­
extension of G. 

(a) The first HNN-extension. We set 

K 0 =\G U {t0, •.. , tm}: R0 \, 

where R0 is the set of relations 

the t; commute with all the other generators of G } . (2} 

(b) The second HNN-extension. We set 

K = I K0 U { t iik; I + 1 < k < i, k < j, i =I= j; i, j, k < m} : R I, 
where R is the set of relations 

{ tiik. 1b;tiik = a;b;c;, tiik. 1c;fiik = tkc1 ; 

the tiik commute with the tk and with the other generators of G}. (3) 

Unlike in 5.6(a), here it is not completely obvious that K is an HNN-ex­
tension of K0. To check this it suffices to show _!_hat the map cpiik (i,j, k 
fixed, i =I= k, j =I= k) from the set {generators of G} U {td to itself which 
takes 

and leaves the other generators of G fixed, extends to an automorphism of 
the subgroup IG u {tdl c K0. We have: 

\G u {td\=IG * {t:}: ,k- 1b;tk = b;, tk- 1c}k =c)' .. ·I· 
where the · · · stands for relations which do not involve b; and ci' and so 
are taken to themselves under cpijk· On the other hand, the two relations 
which are written out are taken to relations which follow from the defining 
relations in K0 : the first goes to 

tk- 1a;b;c;fk = a;b;c;, 

and the second goes to 

tk- ttkc;fk = tkcJ. 

It remains to use the stipulation that i =I= k and j =I= k. 
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It is clear from the definition of K that K is_!initely presented. It follows 
from the properties of HNN-extensions that G c K. 

5.7. Construction of the subgroups L5 c K. The form of Ls will depend on 
the equation defining the set Es (see 5.4). We define a large number of 
groups which will include all the Ls: 

Lt = j{ a(~cO · · · 0), t,(n"' i) }j, 
I 

Lu= =I { a(O · · · 0), t;0• t,(q!= i,j)} I, 
Lut =I{ a(O · · · 0), tJk, 01k, trCn"' i,j, k) }J, 

Lui= I{ a(O · · · 0), t!ik' 0;k' t,(r * i,j, k) }I, 
and analogously, in the notation of 5.5, 

iit =J{a(x0 , ... , xm), X;= c}J, 

if;t =I{ a(x0, ... , xm), X;= xJI, 

Hut= J{ a(x0 , ... , xm), xk =xi+ x;}l, 

HiJ~ =I{ a(x0, ..• , xm), xk = yx;)J. 

The L, are clearly finitely generated. It remains to perform one final series 
of verifications: 

5.8. H;c = G n Lt, Hu= = G n Lu=, and so on. 
First of all, it follows from (1), (2), and (3) that 

tijk 1a(x0 , ••• , xm)tiJk = a(yo, ... , Ym), (5) 

where Y; =X;+ I, Yk = xk +xi, and Ys = X5 for s * i, k. (To verify (5) recall 
that, since k ;. I+ l, it follows that tk commu_!es with the middle part of 
the word a(x0, ... , xm), which consists of ii;, b;, c;, i < /.) 

It hence follows that 

Lt = Jif;c U { t,lr * i}j, 

Lij = liiu~ U { 1;0, t,lr * i,J} I· 
Lut = IH;it u { t;tk, tA, t,jr * i,J, k} 1, 
LuX.:= liiu~ U { tiJk' 0;k• t,lr * i,j, k} I· 

In fact, the inclusions c are obvious. Next, if we begin with a(x0, ... , xm) 
and conjugate by t,, it follows by (4) that we can vary the rth coordinate 
arbitrarily. This immediately gives the inclusion L;c :::l H;c, and hence the 
first required equality. The second equality is obtained analogously. 
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6 End of the proof 

The third equality: conjugating by t;tk increases the ith and kth coordi­
nates by 1, and conjugating by ~tk increases thejth and kth coordinates by 
I, so that we can obtain any vector with xk = x1 +X; starting from a vector 
with zeros in these places. 

The fourth equality: conjugating by tiJk increases X; by I and increases 
xk by x1, and conjugating by ~ik increases x1 by I and xk by X;. Hence, we 
can obtain any vector with xk = x1 ·X; starting from the zero ve~or. 

This new characterization of the groups Ls shows that Ls n G ~ H5 for 
all s. It remains to prove the converse. 

To do this, we note that, using (4) and (5), we can represent any element 
in Ls in the form Th, where T E \{t;. tudl (here the set of admissible 
indices i and ijk depends on s) and hE H5 • This follows by the same 
argument as above. But, by Proposition 2.7(a), all the_{t;, tud generate a 
free subgroup which has a tri~al intersection with G (see the proof of 
2.7(a)). Consequently, if Th E G, it follows that T = l and hE H5 , which 
completes the proof. D 

6 End of the proof 

6.1. In this section we finish the verification of Proposition 4.3, and hence 
the proof of Higman's theorem. 

Let G =\{a, b}\, and let H c G be an enumerable subgroup. We shall 
show that H is benign. The first step is to reduce the problem to proving 
that a certain special subgroup 

7 

H'cG'~*Z, 
I 

which does not depend on H, is benign. To define H', we first introduce 
the following recursive enumeration y : z+ ~ G (which covers each g E G 
infinitely many times): 

00 

y(2mo3m, ... Prm,. • .. ) = II am.,-m4,+1bm4,+2-m4,+3. 
i=O 

We then set 

G'=\{a, b, t, v, c, d, e}\; 

T: S({a, b, a- 1, b- 1 })~G': II am2'bm2i+ 1 
i;;.O 

~ t II (v-iav;)m2'(v-;bv;)m2i+'; 
i;;.O 

The formula for -r defines T on words which are not necessarily reduced, 
and reducing a word can change its image under -r. Also note that a 
generator -r(g)cnden of H' is uniquely determined by n. 
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VIII Recursive groups 

6.2. Lemma. If H' C G' is a benign subgroup, then any enumerable subgroup 
H C G is benign. 

PRooF. 
(a) We set 

H" =I { T(h)cndenlimage of hE H, n E z+' h = y(n)} I c H'. 

Then 

H" = H' n I{ a, b, t, v, cndenln E y- 1(H)}I· 
In fact, the inclusion c is obvious. The converse follows because the set of 
images of the elements cnden, n;;;. 1, in the quotient of G' by the kernel 
generated by a, b, t, and v, is free. Hence, in any reduced word in the 
generators T(g)cnden, the sequence of n's can be uniquely recovered from 
the word, and, if all the n's lie in y - 1(H), it follows that the word lies in 
H". 

Thus, H" is the intersection of H' with the subgroup generated by a 
bounded enumerable set of generators (since y - 1(H) is enumerable 
whenever His). Consequently, H" is benign if H' is benign. 

(b) We set 

jj =I{ T(h)ih E H}l c G'. 

It is easy to see that 

Iii U { c, d, e} I = I H" U { c, d, e} I· 
Hence, 

ii = IH" u I { c, d, e} II n I {a, b, v, t} I· 
By Lemma 4.4, H is benign if H" is benign. 

(c) Finally, we consider the homomorphism</>__:_ G' ~ G which takes a to 
a, b to b, an~t, v, c, d, and e to 1. Obviously, </>(H)= H. By Lemma 4.5, H 
is benign if H is benign. 0 

6.3. We now prove that the subgroup H' c G' is benign. To do this, we 
construct a commutative diagram of group embeddings 

G'~K'~K 

i i i 
H'~L'~L 

with the following properties: 

(a) K is defined by a finite set of generators and a bounded enumerable 
set of relations; L is generated by a bounded enumerable set of words 
in the generators of K. 

(b) L' ~ L is an isomorphism. 
(c) H' = G' n L' in K'. 
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6 End of the proof 

It will then follow that H' is benign. In fact, let K = FIR, where F is 
the free group generated by a finite system of generators of K, R0 ~ a 
bounded enumerable set of relations between these generators, and R is 
the normal subgroup generated by these relations. It follows from Proposi­
tion 5.2 that Ro generates a benign subgroup R in F, and then Lemma 4.2 
implies that K = FIR can be embedded in an f.p. group M. When we 
embed K in M, the bounded enumerable set of generators of L remains a 
bounded enumerable set in M (relative to the generators of M), and hence 
L c M is benign by the corollary to Proposition 5.2. Therefore, by (b) and 
(c) we have: the subgroup H' = G' n L is benign as a subgroup of M 
whenever G and L are benign. Hence, there is an embedding of (M, H') in 
(M, H) such that M is finitely presented, ii is finitely generated, and 

H' = H _D M. This embedding induces an embedding or" the pair (G', H') 
in (M, H) with the same properties. Consequently, H' is also benign in G'. 

It remains to construct the diagram of embeddings with properties (a), 
(b), and (c). 

6.4. The group K'. This will be a multiple HNN-extension of G' which, as 
in Proposition 2.7, we define using four countable sequences of non-trivial 
isomorphisms of the subgroup J{t, c, d, e, v-;avi, v-;bt/ji;;. O}J c G' with 
G'. Since the elements listed here freely generate this subgroup, it is 
sufficient to indicate where our isomorphisms take these elements. These 
isomorphisms will be induced in K' by conjugation by four sequences of 
generators X;, X;, Y;. and Y;• i ;;. 0 (instead of the t;, i E /, in §2). The 
following table gives the action of these generators. We use the notation: 
a;= v-;avi, b; = v-;bv;,p1 =the jth prime number. The element in the 
table, say, in the c-row and the x;-column, is x;- 1cx;. 

X; X; Y; Y; 

ta; ta;- 1 tb; tb;-l 

c cP•; cP4i+l cP4i+2 cP4i+3 

d d d d d 

e eP•; eP4i+t eP4i+2 eP4i+3 

aJ 
a; 0a;, ~..;; 1. { -1 . . 

ap J;;;. 1 

a;a1a; ,~ < ~ { -1 . . 

ai' J;;>z 
; aJ ;.~ < 1. { b- 1 b . . 

ai' J;;>l 
;aJ ; , ~ < ~ { b b- 1 • • 

a1, 1;;;. z 

b) 
a; 1a;, 1 < z. { -lb . . 

b), j ;;;>I 

{ a;bA-I·~ < ~ 
b), j ;;;> I 

{ b;-tbA,~< ~ 
b), J ;;;>I 

{ b;bA-~.~ < ~. 
b), J > l 

We finally set: 

K' = jG' U { x;, x;.Y;.Y;Ii;;. 0}: the relations in the tablej, 

and we take G' ~ K' to be the natural embedding. 
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VIII Recursive groups 

6.5. The group L'. We set 

L' =I{ tcde, X;, X;,Y;.Y;Ii ~ O}i C K', 

and we take L' ~ K' to be the natural embedding. In subsection 6.7 we 
shall verify that H' is embedded in L' (as a subgroup of K', in view of the 
commutativity of the diagram). 

6.6. The groups K and L. We set 

K=IG' U {u1, u2, u3, u4 , v 1, v2, v3, v4}: Rl, 

where the relations R and the embedding K' ~ K are both defined by the 
conditions 

R = the image of the relations in the table after making the 
substitutions 

K' ~K is the homomorphism which is the identity on G' 
and acts by these substitutions on the other generators. 

The homomorphism K' ~K is an embedding. In fact, the elements ui-;viu/ 
are free in I { ui, vi} I, so that K can be considered as the free product of K' 
and I { ~· 1111 < j .;;; 4} I with the amalgamation given by the above substitu­
tions (here we take into account Proposition 2.7(a)). 

Finally, we set 

L = the image of L' under the embedding K' ~ K. 

6.7. The diagram has now been constructed. It follows immediately from 
the definitions that it satisfies 6.4(a) and (b). It remains to show that 
H' = G' n L' inK'. 

(a) We set [n] = -r(g)cnden for n E z+ and g = y(n) in the notation of 
6.1. We recall that H' is generated by all the [n] in G', and hence inK' as 
well. 

The table of relations in K' was composed in such a way so that the 
following relations would be fulfilled: 

X;- 1[n]x; = [p4;n], 

Y;- 1[n]y; = [P:i+2], 

x;- 1[n]x; = [P4;+ 1n], 

Y;- 1[n]y; = [P4i+Jn]. 

For example, we verify the first relation. Let n = IIptJ. Then, according to 
the definitions, 

y(n) = ITam4;-m4J+1bm4J+2-m4;+3, 

j 

[ n] = t Ilajm4] -m4j+lbjm4j+2-m4J+>cnden, 
j 
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6 End of the proof 

so that, by the first column of the table in 6.4, 

X;- I [ n ]x; = ta;a;-l II ( · · · ); a; II ( · · · ); cP•,ndehn = [P4;n ]. 
j<i j';>i 

If we further take into account that [I]= tcde E L', we may conclude from 
these conjugation formulas that [n] E L' for all n, and that H' c L', as 
promised in 6.5. Moreover, IH' u {x;, .X;,Y;.Y;Ii > O}l = L, since the inclu­
sion c has been verified, and the inclusion ::J is obvious. 

(b) We now show that in K' we have 

JH' u { x;, x;,Y;.Y;Ii > o}Jn G' = H'. 

Since K' is an HNN-extension of G', it suffices to show that we are in the 
situation of Proposition 2.7 (as described in the paragraph preceding the 
proposition, at the end of 2.6), and then to apply 2.7(b). 

We verify these conditions, for example, for the first series of isomor­
phisms of the subgroup of G', as described at the beginning of 6.4. This 
series corresponds to conjugating by X; in K'. The conditions take the 
following form in our case: 

x;- 1[ H' n j{t, c, d, e; ai' b11J > O}J]x; 

= H' n X;-'J{t, c, d, e; aj, bjlj > o}Jx;; 
i.e., if we use the definition of H' and the table, 

x;- 1H'x; = H' n J{t, cP.,, d, eP4i; ai' b)j > O}J. 
Since x;- 1[n]x; = (p4;n], the inclusion c is obvious. Conversely, suppose 
we are given an element in H' which is written as a reduced word in the 
[n]: IIn,0[n_;]'1, ey = ± 1. We consider the corresponding reduced word g in 
G'. We show that if all the powers of c and d which occur in g are divisible 
by p4;, then all the n1 with nonzero ey in the above product are divisible by 
p4;, i.e., [n1] E X;- 1H'x;. 

In fact, let g =the image of g in I{ c, d, e }I under the homomorphism 
which takes t, a1, and b1 to 1. Since [il] = cnden, it follows that all the [il] 
are free, and that g uniquely determines the sequence { e1n1}. It is not hard 
to see that the formulas which express e1n1 in terms of the powers of c and e 
which occur in the reduced word g are linear with integer coefficients 
(more precisely, they are a disjunction of linear formulas accompanied by 
inequality c~nditions). Therefore, if all these powers are divisible by p 4;. 

then so is n_;. 
This completes the proof. D 
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